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Hadoop is a large scale distributed data storage and processing infrastructure using
clusters of commodity hosts networked together. Monitoring and managing such complex
distributed systems is a non-trivial task. To help you deal with the complexity, Apache
Ambari collects a wide range of information from the cluster's nodes and services and
presents them to you in an easy to read and use centralized web interface, Ambari Web.
Ambari Web displays information such as service-specific summaries, graphs, and alerts. It
also allows you to perform basic management tasks such as starting and stopping services,
adding hosts to your cluster, and updating service configurations.

=

At this time, Ambari Web is supported only in deployments made using the
Ambari Install Wizard.

The Ambari Server serves as the collection point for data from across your cluster. Each
host has a copy of the Ambari Agent - either installed automatically by the Install wizard or
manually - which allows the Ambari Server to control each host. In addition, each host has
a copy of Ganglia Monitor (gnond), which collects metric information that is passed to the
Ganglia Connector, and then on to the Ambari Server.

Ambari
/clusters Web

DB Ambari Server

Agent Agent Agent Agent

Host Host Host -——— Host

Ambari Web is a client-side JavaScript application, which calls the Ambari REST API
(accessible from the Ambari Server) to access cluster information and perform cluster
operations. After authenticating to Ambari Web, the application authenticates to the
Ambari Server and communication between the browser and server occur asynchronously
via the REST API.

=

Ambari Web sessions do not timeout since the application is constantly
accessing the REST API, which resets the session timeout. As well, if there is a
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period of Ambari Web inactivity, the Ambari Web interface is automatically
refreshed. Therefore you must explicitly sign out of the Ambari Web interface
to destroy the Ambari session with the server.

',’ Ambari  mycluster {Sigel

About
Settings

1.2. Starting and Accessing Ambari Web

Generally the Ambari Server and Ambari Web are started as part of the installation process.
If for some reason the server is not running, on the Ambari Server machine, type:

anbari -server start

To access Ambari Web, open a supported browser and enter the Ambari Web URL:

http://{your. anbari.server}: 8080

Enter your user name and password. If this is the first time Ambari Web is accessed, use the
default values, adm n/ adni n. These values can be changed, and new users provisioned,
using the Admin view in Ambari Web itself.




Hortonworks Data Platform Jul 15, 2014

2. Monitoring and Managing HDP
Clusters Using Ambari Web

This guide describes how to use Ambari Web features to monitor and manage your HDP
cluster. To navigate, select one of the following feature tabs located at the top of the
Ambari main window. A selected tab appears white.

@) Ambari  mycluster {GlEE

¢ Viewing Metrics on the Dashboard
¢ Monitoring and Managing Services

* Managing Hosts

Monitoring Jobs

Administering Ambari

2.1. Viewing Metrics on the Dashboard

Ambari Web displays the Dashboard page as the home page. Use the Dashboard to view
the operating status of your cluster in the following three ways:

¢ Scanning System Metrics
¢ Scanning Service Status

* Viewing Heatmaps

2.1.1. Scanning System Metrics

View Metrics that indicate the operating status of your cluster on a customizable mashup.
Each metrics widget displays status information for a single service in your HDP cluster. The
Ambari dashboard displays all metrics for the HDFS, YARN, HBase, and Storm services, and
cluster-wide metrics by default.

e Note
4

Metrics data for Storm is buffered and sent as a batch to Ambari every 5
minutes. After adding the Storm service, anticipate a five-minute delay for
Storm metrics to appear.

You can add and remove individual widgets, and rearrange the mashup by dragging and
dropping each widget to a new location in the mashup.



http://docs.hortonworks.com/HDPDocuments/Ambari-1.6.1.0/bk_Monitoring_Hadoop_Book/content/monitor-chap2-1_2x.html
http://docs.hortonworks.com/HDPDocuments/Ambari-1.6.1.0/bk_Monitoring_Hadoop_Book/content/monitor-chap2-3_2x.html
http://docs.hortonworks.com/HDPDocuments/Ambari-1.6.1.0/bk_Monitoring_Hadoop_Book/content/monitor-chap2-4_2x.html
http://docs.hortonworks.com/HDPDocuments/Ambari-1.6.1.0/bk_Monitoring_Hadoop_Book/content/ambari-user-admin-access.html
http://docs.hortonworks.com/HDPDocuments/Ambari-1.6.1.0/bk_Monitoring_Hadoop_Book/content/monitor-chap2-5_2x.html
http://docs.hortonworks.com/HDPDocuments/Ambari-1.6.1.0/bk_Monitoring_Hadoop_Book/content/widget-1_2x.html
http://docs.hortonworks.com/HDPDocuments/Ambari-1.6.1.0/bk_Monitoring_Hadoop_Book/content/widget-1-1_2x.html
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Status information appears as simple pie and bar charts, more complex charts showing
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1/1

Cluster Load
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HBase Master
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1%

ResourceManager
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11d
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NameNode
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NameNode
1 DataNodes

More... ~

NameNode Heap

11%

HBase Links

HBase Master
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Master Web Ul
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1/1

Memory Usage

18,6 GB

—e™ ™,

NameNode RPC

0.33 ms

HBase Ave Load

0

YARN Memory

0%

usage and load, sets of links to additional data sources, and values for operating
parameters such as uptime and average RPC queue wait times. Most widgets displays a

single fact by default. For example, HDFS Disk Usage displays a load chart and a percentage
figure. The Ambari Dashboard includes metrics for the following services:

Table 2.1. Ambari Service Metrics and Descriptions

Network Usage

NameNode CPU

0.0%

HBase Master
Uptime

5249s

Supervisors Live

1/1

Metric:

Description:

HDFS

HDFS Disk Usage

The Percentage of DFS used, which is a combination of
DFS and non-DFS used.

Data Nodes Live

The number of DataNodes live, as reported from the
NameNode.

NameNode Heap

The percentage of NameNode JVM Heap used.

NameNode RPC

The average RPC queue latency.

NameNode CPU WIO

The percentage of CPU Wait I/0.

NameNode Uptime

The NameNode uptime calculation.

YARN?

ResourceManager Heap

The percentage of ResourceManager JVM Heap used.

ResourceManager Uptime

The ResourceManager uptime calculation.

NodeManagers Live

The number of DataNodes live, as reported from the
ResourceManager.

YARN Memory

The percentage of available YARN memory (used vs. total
available).

HBase
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Metric: Description:

HBase Master Heap The percentage of NameNode JVM Heap used.
HBase Ave Load The average load on the HBase server.

HBase Master Uptime The HBase Master uptime calculation.

Region in Transition The number of HBase regions in transition.

b

Storm

The number of Supervisors live, as reported from the

Supervisors Live
Nimbus server.

MapReduce®

JobTracker Heap The percentage of JobTracker JVM Heap used.

The number of TaskTrackers live, as reported from the
JobTracker.

TaskTrackers Live

3DP 2.0 and 2.1 Stacks
PHDP 2.1 Stack
°HDP 1.3 Stack

2.1.1.1. Drilling Into Metrics for a Service

¢ To see more detailed information about a service, hover your cursor over a Metrics
widget.

More detailed information about the service displays, as shown in the following example:

?‘
DFS Disk Usage &

DFS used
320.0 MB (0.06%)
non DFS used
26.8 GB (5.49%)
remaining
461.1 GB (94.44%)

» To remove a widget from the mashup, click the white X.

* To edit the display of information in a widget, click the pencil icon. For more information
about editing a widget, see Customizing Metrics Display .

2.1.1.2. Viewing Cluster-Wide Metrics

Cluster Metrics display information that represents your whole cluster. The Ambari
Dashboard includes widgets that display the following cluster-wide metrics:



http://docs.hortonworks.com/HDPDocuments/Ambari-1.6.1.0/bk_Monitoring_Hadoop_Book/content/widget-1_2x.html
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Metrics ~ Heatmaps

Memory Usage

18.6 GB

Network Usage CPU Usage Cluster Load

100%

Click to zoom

Table 2.2. Ambari Cluster-Wide Metrics and Descriptions

Region In Transition

0

Metric:

Description:

Memory Usage

The cluster-wide memory utilization, including memory
cached, swapped, used, shared.

Network Usage

The cluster-wide network utilization, including in-and-out.

CPU Usage

Cluster-wide CPU information, including system, user and
wait 10.

Cluster Load

Cluster-wide Load information, including total number
of nodes. total number of CPUs, number of running
processes and 1-min Load.

To remove a widget from the dashboard, click the white X.

Hover your cursor over each cluster-wide metric to magnify the chart or itemize the
widget display.

To remove or add metric items from each cluster-wide metric widget, select the item on
the widget legend.

To see a larger view of the chart, select the magnifying glass icon.

Ambari displays a larger version of the widget in a pop-out window, as shown in the
following example:
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Cluster Load

-

Use the pop-up window in the same ways that you use cluster-wide metric widgets on the
dashboard.

To close the widget pop-up window, choose OK.

2.1.1.3. Adding a Widget to the Dashboard

To replace a widget that has been removed from the dashboard:

1. Select the Metrics drop-down, as shown in the following example:

Metrics ~ Heatmaps

# Region In Transition

HDFS Li & Edit 4

NameNode -

2. Choose Add.
3. Select a metric, such as Region in Transition.

4. Choose Apply.

2.1.1.4. Resetting the Dashboard

To reset all widgets on the dashboard to display default settings:

1. Select the Metrics drop-down, as shown in the following example:
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Metrics ~ Heatmaps

+ Add 4
HDFS Li < Reset all widgets to default

NameNode T @ View metrics in Ganglia

2. Choose Edit.

3. Choose Reset all widgets to default.

2.1.1.5. Viewing Metrics in Ganglia
To view metrics for your cluster using the Ganglia Ul:
1. Select the Metrics drop-down:
2. Choose Edit.

3. Choose View Metrics in Ganglia.

2.1.1.6. Customizing Metrics Display
To customize the way a service widget displays metrics information:
1. Hover your cursor over a service widget.
2. Select the pencil-shaped, edit icon that appears in the upper-right corner.

The Customize Widget pop-up window displays properties that you can edit, as shown in
the following example.

Customize Widget

Edit the percentaga thrashokds to change the color of current péa chart. Enter two numbers between 0 to 100

3. Follow the instructions in the Customize Widget pop-up to customize widget
appearance.
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In this example, you can adjust the thresholds at which the HDFS Capacity bar chart

changes color, from green to orange to red.

4. To save your changes and close the editor, choose Apply.

5. To close the editor without saving any changes, choose Cancel.

e Note
4

Not all widgets support editing.

2.1.1.7. Viewing More Metrics for your HDP Stack

The HDFS Links and HBase Links widgets list HDP components for which links to more
metrics information, such as thread stacks, logs and native component Uls are available. For
example, you can link to NameNode, Secondary NameNode, and DataNode components

for HDFS, using the links shown in the following example:

Metrics ~ Heatmaps

HDFS Links

NameNode
Secondary NameNode
1 DataNodes

More... ~

NameNode Ul
NameNode logs
NameNode JMX
Thread Stacks

HBase Links

HBase Master
1 RegionServers
Master Web Ul

More... ~

Choose the More drop-down to select from the list of links available for each service. The
Ambari Dashboard includes More links to metrics for the following services:

Table 2.3. Links to More Metrics for HDP Services

Service: Metric: Description:

HDFS
NameNode Ul Links to the NameNode UlI.
NameNode Logs Links to the NameNode logs.
NameNode JMX Links to the NameNode JMX servlet.
Thread Stacks Links to the NameNode thread stack

traces.
HBase

HBase Master Ul

Links to the HBase Master Ul.

HBase Logs

Links to the HBase logs.

ZooKeeper Info

Links to ZooKeeper information.

HBase Master JPX

Links to the HBase Master JMX servlet.

Debug Dump

Links to debug information.

Thread Stacks

Links to the HBase Master thread stack
traces.
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2.1.2. Viewing Heatmaps

Heatmaps provides a graphical representation of your overall cluster utilization using
simple color coding.

Dashboard Heatmaps Services Hosts [ Jobs Admin

Select Metric... | - Host Disk Space Used %

- 0% - 20% Default Rack

40% - 60%

60% - 80% c6402.ambari.apache.org
80% - 100% 0S: redhat6
Invalid data IP Address: 10.0.2.15
Not Host Disk Space Used %: 5.83%
Applicable Disk: 5.8%
CPU: 16.4%
Maximum: Memory: 94.8%
100 % Components: App Timeline Server, DRPC

Server, Falcon Server, Ganglia Server,
History Server, Hive Metastore,
HiveServer2, MySQL Server, Nagios Server,
Nimbus, Oozie Server, ResourceManager,
SNameNode, Storm REST API Server, Storm
Ul Server, WebHCat Server, ZooKeeper
Server, Ganglia Monitor, Supervisor

A colored block represents each host in your cluster. To see more information about a
specific host, hover over the block representing the host in which you are interested. A pop-
up window displays metrics about HDP components installed on that host. Colors displayed
in the block represent usage in a unit appropriate for the selected set of metrics. If any data
necessary to determine state is not available, the block displays "Invalid Data". Changing
the default maximum values for the heatmap lets you fine tune the representation. Use the
Select Metric drop-down to select the metric type.

Select Metric... | ~ Host Disk Space Used %

Host Default Rack

HDFS

HBase Read Request Count
—————————————————

HBase Write Request Count
B co% - 100%

) HBase Compaction Queue Size
@8 rvaid data
) HBase Regions
Not Applicable

HBase Memstore Sizes

Maximum:
100 %

10
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Heatmaps supports the following metrics:

Metric

Host/Disk Space Used %

Host/Memory Used %

Host/CPU Wait 1/0 %

HDFS/Bytes Read

HDFS/Bytes Written

HDFS/Garbage Collection Time
HDFS/JVM Heap MemoryUsed
YARN/Garbage Collection Time

YARN / JVM Heap Memory Used

YARN / Memory used %
HBase/RegionServer read request count
HBase/RegionServer write request count
HBase/RegionServer compaction queue size
HBase/RegionServer regions

HBase/RegionServer memstore sizes

2.1.3. Scanning Services Status

Uses

disk.disk_free and disk.disk_total
memory.mem_free and memory.mem_total
cpu.cpu_wio

dfs.datanode.bytes_read
dfs.datanode.bytes_written
jvm.gcTimeMillis

jvm.memHeapUsedM

jvm.gcTimeMillis

jvm.memHeapUsedM

UsedMemoryMB and AvailableMemoryMB
hbase.regionserver.readRequestsCount
hbase.regionserver.writeRequestsCount
hbase.regionserver.compactionQueueSize
hbase.regionserver.regions

hbase.regionserver.memstoreSizeMB

Notice the color of the dot appearing next to each service name in the list of Services. The
dot color and blinking action indicates operating status of each service. For example, in
the Dashboard Widget [3] image, notice green dot next to each service name. The

following colors and actions indicate service status:

Table 2.4. Service Status

Color Name

Status

G Solid Green

All masters are running

G Blinking Green

Starting up

& Solid Red

At least one master is down

& Blinking Red

Stopping

Click the service name to open the Services screen, where you can see more detailed

information on each service.

2.2. Monitoring and Managing Services

Use Services to monitor and manage selected services running in your Hadoop cluster.

All services installed in your cluster are listed in the leftmost Services panel.

11
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Amioarn m}'G'JET'Ef‘ Dashboard  EESELN L 1 Jobs  Admin m

HOFS Summary | Gonfigs Cruick Links - Service Actiona -
& YARN
& MagReduce? Sunmimary Alerts and Health Checks : % :
O Tez hamehods & Started ) hamehlods edit logs OK for about a
@ HBase u Shamefode & Started :emm amﬁ:t:ﬂap?.;re ong i
@ Hive Datahblodes 1/1 Datablodes Live OH: ANl Namehlode directones are active
O WabHCat Mamahiode Uptime 21.25 hours Secondary Mamehlode OK for about 8
& Falcon Hamehlode Heap 180.4 ME / 1004.0 ME (19.0% v orocess minute
ued) TGP OK - 0.001 second responas time on
© Storm DataNodes Status 1 bve / 0 dead / 0 port 50090
& Oogie decomimisakoning o Percent Datahiodes lve Ok for about a
& Ganglia Diak Lisage [DFS 313.7 MB / 488.2 GEB {0.06%) e
© Nag Usad) O total<1>, affected: <=
o
Digk Usage (Mom 27.0 GB / 488.2 GB {5.53%) v NameNode proceas on O for about 8
D Zookesper DFS Laad) c&401 ambarl. apache. ong mierts
£ g Disk Usage 460.9 GB / 4582 GB [B4.40%) Lg"'_: OK - 0,023 second response time on
O Sqoop {Remaining) #020
Blocks ftotal) 308 o Namehiods Web Ul on O for about 8
Actlons - . . ) c8401 amoarn. apache, ong mints
: : Block Brrora O cormupt /O migsing / 358 undes O Successfully accesasd namenods \Web
replicated i
Total Flles + 535
Directories v Percent Dataiodea with Ok for about a
space avalanls mHntE
Upgrade States ho pending upgrade O total<l>, affected: <t

Safe Mode Statwes Mot in safe mode

Metrics %,

i
ot e

sresos
Ll

1862 @ B o

Total Space Ltilzation Fie Operations Biock Status HOFS 10
AN B o
aa
TEENE
APC Garhags Collection Juh Mamory Status JWMA Thread Status

Services supports the following tasks:

e Starting and Stopping All Services

¢ Selecting a Service

¢ Viewing Summary, Alert, and Health Information

¢ Configuring Services

Rolling Restarts

¢ Using Quick Links

Analyzing Service Metrics

12
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2.2.1. Starting and Stopping All Services

To start or stop all listed services at once, select Actions, then choose Start All or Stop All,
as shown in the following example:

Actions -

2.2.2. Selecting a Service

Selecting a service name from the list shows current summary, alert, and health information
for the selected service. To refresh the monitoring panels and show information about a
different service, select a different service name from the list.

Notice the colored dot next to each service name, indicating service operating status and a
small, red, numbered rectangle indicating any alerts generated for the service.

2.2.2.1. Adding a Service

The Ambari install wizard installs all available Hadoop services by default. You may choose
to deploy only some services initially, then add other services at later times. For example,
many customers deploy only core Hadoop services initially. Add Service supports deploying
additional services without interrupting operations in your Hadoop cluster. When you have
deployed all available services, Add Service displays disabled.

For example, if you are using HDP 2.1 Stack and did not install Falcon or Storm, you can use
the Add Service capability to add those services to your cluster.

e Note

After installing Storm via Ambari, you should configure the Storm service to run
as a supervised service.

For more information, see Configuring Storm for Supervision.

To add a service, select Actions -> Add Service, then complete the following procedure
using the Add Service Wizard.

2.2.2.1.1. Adding a Service to your Hadoop cluster
This example shows the Falcon service selected for addition.
1. Choose Services.

Choose an available service. Alternatively, choose all to add all available services to your
cluster. Then, choose Next.
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The Add Services wizard displays installed services highlighted green and marked

unavailable for selection.

ADD SERVICE
WIZARD

v

%

L8

L8

%

La

%

0y

%

LY

HDFS

YARN +
MapReduce2

Tez

Nagios

Ganglia

Hive + HCat

HBase

Pig

Sqoop

Oozie

ZooKeeper

Falcon

Storm

Choose Services

Service all | none Version

2.1.0.2.1

2.1.0.2.1

0.4.0.2.1

3.5.0

3.5.0

0.13.0.2.1

0.98.0.21

0.12.1.2.1

1.4.5.2.1

4.1.0.2.1

3.4.5.21

0.4.0.21

0.9.1.21

Choose which services you want to install on your cluster.

Description
Apache Hadoop Distributed File System

Apache Hadoop NextGen MapReduce (YARN)

Tez is the next generation Hadoop Query Processing
framework written on top of YARN.

Nagios Monitoring and Alerting system

Ganglia Metrics Collection system (RRDTool will be
installed too)

Data warehouse system for ad-hoc queries & analysis
of large datasets and table & storage management
service

Non-relational distributed database and centralized
service for configuration management & synchronization

Scripting platform for analyzing large datasets

Tool for transferring bulk data between Apache Hadoop
and structured data stores such as relational databases

System for workflow coordination and execution of
Apache Hadoop jobs. This also includes the installation
of the optional Oozie Web Conscle which relies on and
will install the ExtJS Library.

Centralized service which provides highly reliable
distributed coordination.

Data management and processing platform

Apache Hadoop Stream processing framework

2. In Assign Masters, confirm the default host assignment. Alternatively, choose a different
host machine to which master components for your selected service will be added. Then,

choose Next.

The Add Services Wizard indicates hosts on which the master components for a chosen
service will be installed. A service chosen for addition displays as:

* A green label located on the host to which its master components will be added, or

* An active drop-down list on which available host names appear.
Using the drop-down, choose an alternate host name, if necessary.
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ADD SERVICE WIZARD
Choose Services
e
Assign Siaves and Glents
Customize Services
Review
Install, Start and Test

Summary

Assign Masters

Assign master components to hosts you want 1o run them on,

# HweServer2, Hive Metastors, and WebHCat Server will be hosted on the same server.

[FRRVERE 5401.ambarl apache.org (1.8 #
LRSS <6400 ambarl apache.org (1.8 +
QEUSVE LS (6400 ambarl apache.org (1.8 #
[EFRNEERRN 6402 ambari. apache.org (1.8 +
JYoR PPN 5402 ambari apache.org (1.8 *
[PYESE LN 6400 ambarl apache.org (1.8 +
[RUEPEINN 6402 ambearl apache.org (1.8 *
QU 407 ambari apache.org (1.8 #

Hve Metastors: c6402.ambar. apache.org

WebHCat Server: c6402.ambar, apache.org
QETERSTPRSN (6401 ambarl apache.org (1.8 #
[ PRV 6400 ambarl apache.org (1.8 +
NS 6401, ambarl apache.org (1.8 #
NS 5407 ambarl apache.org (1.8 #
NS 6409 ambarl apache.org (1.8 #
Faicon Server: | c6402.ambari apache.crg (1.8 | §

«— Back

©5401.ambar.apache.org (1.5 GB, 1 cores)

D D

ZooKeeper

3. In Assign Slaves and Clients, accept the default assignment of slave and client
components to hosts. Then, choose Next.

Alternatively, select hosts to which you want to assign slave and client components.

You must select at least one host for the slave of each service being added.

Table 2.5. Host Roles Required for Added Services

Service Added
MapReduce
YARN

HBase

The Add Service Wizard skips and disables the Assign Slaves and Clients step for a service

requiring no slave nor client assignment.

ADD SERVICE WIZARD
Choose Services
Assign Masters
Customize Services
Review
Install, Start and Test

Summary

4. In Customize Services, accept the default configuration properties. Then, choose Next.

Assign Slaves and Clients

Assign slave and client components to hosts you wWant to run them on.
Hosts. that &re assigned master componsnts are shown with «

Host Role Required
TaskTracker
NodeManager

RegionServer

“Client” will install HDFS Client, MapReduce 2 Client, YARN Client, Tez Client, Hive Client, HCat Client, HBase

Glient, Pig. Sqoop, Gazie Cllent. ZooKeeper Client and Faicon Client.

Host all | none all| none all| none all | none all| none
6401 ambariepache.org ¢ [ DataNode [ NodeManager RegonServer (1 Supervisor @ Clent
c6402.ambarl.apache.org # [ DataNode [ NodeManager RegonServer [ Supervisor ¥ Clent
cfdb3.ambar.epache.org ¢ ¢ DataNode ¢ NodeManager  # RegonServer @ Supervisor @ Clent

Show: [25 4] 1-3c13 M € 3 M

- Back
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Alternatively, edit the default values for configuration properties, if necessary.

Choose Override to create a configuration group for this service.

ADD SERVICE WIZARD
Choose Services

Assign Masters

Customize Services

We have come up with recommended configurations for the services you selected. Customize them as you see
it

HDFS YARN MapReduce? Hve WebHCar HBese Zookeeper Oczie Magios Gangla  Pig

Falcon Ter Misc

Group | Faicon Defaut @) | ~ | Manage Config Groups

¥ Falcon Server

Faicon Server <8402 ambar. apache.org
Faicon servar port 15000 © Overrde
Faicon data drectory /hadoopiaicon © Overrde
Faicon stors URI fia:inadoopiaicon/store © Overnde

?  Faicon - Oozie integration
*  Falcon startup. properties

¥ Faicon runtime. properties
b Advanced

*  Custom startup. properties

*  Custom runtime.properties

— =

5. In Review, make sure the configuration settings match your intentions. Then, choose

Deploy.

ADD SERVIGE WIZARD
Choose Services

Assign Masters

a and Cllents

Customize Services

Review

Please review the configuration before installation

Admin Name : admin
Cluster Name : myciuster
Total Hosts : 2 i new)
Repositories:
RHEL §/Cent0OS 5/Oracle Linux 5
hittp://a3. .comidev. .com/HDP/ces 2. x/updates/2.1.1.0

RHEL 6/CentOS 6/Oracle Linux &
hittp://a3. comidey com/HDP/ce: 12 x/updates/2.1.1.0

SLES 11/8USE 11 : hiipi//s3.amazonaws. com/dev. hortonworks. com/HDP/suse 1 1/2. x/updates/2.1.1.0
Sarvices.

Falcon
Server : c6402.ambar, apache.org

- [ owor |

6. Monitor the progress of installing, starting, and testing the service. When the service
installs and starts successfully, choose Next.
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fop e Install, Start and Test

noose Services

Please wait while the selected services are installed and started.

e —————

Show: Al (3)| In Progress {0} | Warning {8} | Success (3)| Fall (0]
Host Status. Message
o5401.aminer. apache.org I 00 | Success
o5402.amiver| apache.org I 00 Success
<5403, aminer apache.org I 00 | Success

Show: | 25 L] 1-30f3 K& > H

Successfully installed and started the services.

—

7. Summary displays the results of installing the service. Choose Complete.

ADD SERVICE WIZARD

Summary

Choose Services

Important! Restarting Negios service is required for alerts and notffications to work properly. After clicking an the
Complete button to dismiss this wizard, go to Sanvices -> Nagios to restart the Nagios service.

Here is the summary of the install process.

The cluster consists of 3 hosts
Installed and started services successfully on 3 new hosts
Install and start compieted in 2 minutes and 53 seconds

8. Restart the Nagios service and any other components having stale configurations.

Important

If you do not restart Nagios service after completing the Add Service Wizard,
alerts and notifications may not work properly.

2.2.3. Viewing Summary, Alert, and Health Information

After you select a service, Summary tab displays basic information about the selected
service.
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Summary

NameNode @ Started
SNameNode & Started
DataNodes 1/1 DataMNodes Live
NameNode Uptime 21.81 hours

NameNode Heap 138.8 MB / 1004.0 MB (13.8%
used)

DataMNodes Status 1 live /0 dead /0
decommissioning

Disk Usage (DFS 313.7 MB / 488.2 GB (0.06%)
Used)

Disk Usage (Non 27.0 GB / 488.2 GB (5.53%)
DFS Used)

Disk Usage 460.9 GB / 488.2 GB (94.40%)
(Remaining)

Blocks (total) 398

Block Errors 0 corrupt / 0 missing / 398 under
replicated

Total Files + 535
Directories

Upgrade Status No pending upgrade
Safe Mode Status Not in safe mode

Select a View Host link, as shown in the following example, to view components and the
host on which the selected service is running.

NameNode & Started
SNameNode & Started
DataNodes 1/1 DataNodes Live

2.2.3.1. Alerts and Health Checks

View results of the health checks performed on your cluster by Nagios in Alerts and Health
Checks. Alerts and Health Checks displays a list of each issue and its rating, sorted first by
descending severity, then by descending time. To access more detailed information, select
the native Nagios GUI link located at the upper right corner of the panel. Use the Nagios
credentials you set up during installation to log in to Nagios.

Alerts and Health Checks %

NameNode edit logs directory OK for about a minute
v status on

c6401.ambari.apache.org

OK: All N\ameNode directories are active

v Secondary NameNode process OK for about a minute
TCP OK - 0.002 second response time on port 50090
V NameNode Web Ul on OK for about a minute
c6401.ambari.apache.org
OK: Successfully accessed namenode Web Ul
Percent DataNodes with space OK for about a minute
v available

OK: total:<1>, affected:<0>

v HDFS capacity utilization OK for about a minute
OK: DFSUsedGB:<0.3>, DFSTotalGB:<461.2>
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2.2.4. Configuring Services

Select a service, then select Configs to view and update configuration properties for the
selected service. For example, select MapReduce2, then select Configs. Expand a config
category to view configurable service properties.

Summary | Configs

Ouick Links - Service Actong -
Group | MapReduce? Defaut i3] | - | Manage Cenfig Groups riter... =
= Hatory Servar
Heatory Server c&402 amnar. apache. ong
= (Ganera
Defau't virtua 342 MB | ©@Ovemride 2 Undo
mamuaory for 2 ob's
map-tass
Defaut virtua B3 MB | ©Override
memuaory for 2 job's
reduce-tasy
Map-a.de sort 128 MB | & Overide

ouffer memaory

b Advancead

¢ Customn mapred-zita.xm

2.2.4.1. Updating Service Properties
1. Expand a configuration category.
2. Edit values for one or more properties that have the Override option.

Edited values, also called stale configs, show an Undo option.

3. Choose Save.
2.2.4.2. Customizing Logging Properties

Ambari Web displays default logging properties in Service Configs > Custom log 4j
Properties. Log 4j properties control logging activities for the selected service.
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n property *hadoop.root.lopger”.
r}, EventCounter

© Override

#
# Daly Roling Fle Appender
#

'ogd).appender. DRFA=Ds
'ogd).appender. DRFA.F

pache.ogd). DalyRolingFleAppender
ie=${hadoop. log.drl/${hadoop. log. fie} y

L

Restarting components in the service pushes the configuration properties displayed in
Custom log 4j Properties to each host running components for that service. If you have
customized logging properties that define how activities for each service are logged, you
will see refresh indicators next to each service name after upgrading to Ambari 1.5.0 or
higher. Make sure that logging properties displayed in Custom log 4j Properties include any
customization. Optionally, you can create configuration groups that include custom logging
properties. For more information about saving and overriding configuration settings, see
Managing Configuration Groups.

Ambari initially assigns all hosts in your cluster to one, default configuration group for
each service you install. For example, after deploying a three-node cluster with default
configuration settings, each host belongs to one configuration group that has default
configuration settings for the HDFS service. In Configs, select Manage Config Groups, to
create new groups, re-assign hosts, and override default settings for host components you
assign to each group.

Manage HBase Configuration Groups

You can apply different sets of HBase configurations to groups of hosts by managing
HBase Configuration Groups and their host membership. Hosts belonging to a HBase
Configuration Group have the samea set of configurations for HBase. Each host belongs to
one HBase Configuration Group.

HBase Default (3) c6401.ambari.apache.org
¢6402,ambari.apache.org
¢6403.ambari.apache.org

Overrides 0 properties

Description Default cluster level HBASE configuration

Cancel

To create a Configuration Group:

1. Choose Add New Configuration Group.

2. Name and Describe the group, then choose Save.

3. Select a Config Group, then choose Add Hosts to Config Group.

4. Select Components and choose from available Hosts to add hosts to the new group.

Select Configuration Group Hosts enforces host membership in each group, based on
installed components for the selected service.
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Select Configuration Group Hosts

Host 1P Address

5. Choose OK.
6. In Manage Configuration Groups, choose Save.
To edit settings for a configuration group:

1. In Configs, choose a Group.

2. Select a Config Group, then expand components to expose settings that allow Override.

3. Provide a non-default value, then choose Override or Save.

Configuration groups enforce configuration properties that allow override, based on
installed components for the selected service and group.

Datahos

DataNode drectories /acoop/ndfs/data

DataNode maximum 1024 MB

Java heap size

Datahode volumes falure | @ ©ovemde
toleration

Datahode drectories 750 ©ovemde
permission

4. Override prompts you to choose one of the following options:
HDFS Configuration Group

Select or create a HDFS Configuration Group where the configuration valus will be overridden.

sting HDFS Configuration Group

property will be changed for hosts belonging to the selected group.

® Create a new HDFS Configuration Group

a. Select an existing configuration group (to which the property value override provided
in step 3 will apply), or

b. Create a new configuration group (which will include default properties, plus the
property override provided in step 3).

c. Then, choose OK.

5. In Configs, choose Save.
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2.2.4.4.

2.2.4.5.

2.2.4.6.

Restarting components

After editing and saving a service configuration, Restart indicates components that you
must restart.

Summary  Configs Quick Links ~ Service Actions ~

6 Components 3 Hosts

Select the Components or Hosts links to view details about components or hosts requiring a
restart.

Then, choose an option appearing in Restart. For example, options to restart YARN
components include:

| Roatart -

Restart All
Restart DataNodes

Performing Service Actions

Manage a selected service on your cluster by performing service actions. In Services, select
the Service Actions drop-down menu, then choose an option. Available options depend on
the service you have selected. For example, HDFS service action options include:

Service Actions ~

B Stop

C' Restart All

@ Restart DataNodes

~* Move NameNode

~* Move SNameNode

¢y Run Service Check

I8 Turn On Maintenance Mode

Optionally, choose Turn On Maintenance Mode to suppress alerts about this service before
performing a service action. Maintenance Mode suppresses alerts and status indicator
changes generated by the service, while allowing you to start, stop, restart, move, or
perform maintenance tasks on the service. For more information about how Maintenance
Mode affects bulk operations for host components, see Maintenance Mode.

Rolling Restarts

When you restart multiple services, components, or hosts, use rolling restarts to distribute
the task; minimizing cluster downtime and service disruption. A rolling restart stops,
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2.2.4.6.1.

then starts multiple, running slave components such as DataNodes, TaskTrackers,
NodeManagers, RegionServers, or Supervisors, using a batch sequence. You set rolling
restart parameter values to control the number of, time between, tolerance for failures,
and limits for restarts of many components across large clusters.

To run a rolling restart:

1. Select a Service, then link to a lists of specific components or hosts that Require Restart.
2. Select Restart, then choose a slave component option.

3. Review and set values for Rolling Restart Parameters.

4. Optionally, reset the flag to only restart components with changed configurations.

5. Choose Trigger Restart.

Use Background Operations to monitor progress of rolling restarts.

Setting Rolling Restart Parameters

When you choose to restart slave components, use parameters to control how restarts
of components roll. Parameter values based on ten percent of the total number of
components in your cluster are set as default values. For example, default settings for a
rolling restart of components in a 3-node cluster restarts 1 component at a time, waits 2
minutes between restarts, will proceed if only one failure occurs, and restarts all existing
components that run this service.

If you trigger a rolling restart of components, Restart components with stale configs
defaults to true. If you trigger a rolling restart of services, Restart services with stale configs
defaults to false.

Restart DataNodes

This will restart a specified number of DataNodes at a
time.

Note: This will trigger alerts. To suppress alerts, turn on
Maintenance Mode for HDFS prior to triggering a rolling

restart
Restart 1 DataNodes at a time
Wait 120 seconds between batches
Tolerate up to 1 restart failures

Only restart DataNodes with stale configs

Cancel Trigger Rolling Restart

Rolling restart parameter values must satisfy the following criteria:
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Table 2.6. Validation Rules for Rolling Restart Parameters

Parameter Required Value Description

Batch Size Yes Must be an integer >0 Number of components
to include in each restart
batch.

Wait Time Yes Must be an integer >=0 Time (in seconds) to wait

between queuing each
batch of components.

Tolerate up to x failures Yes Must be an integer >=0 Total number of restart
failures to tolerate, across
all batches, before halting
the restarts and not queuing
batches.

2.2.4.6.2. Aborting a Rolling Restart

To abort future restart operations in the batch, choose Abort Rolling Restart.
Rolling Restart of NodeManagers - batch 1 of 1
1—:":;- gieey MGatE Show: | A1) g

Fufes oporatons of S haich rocuast e e shoried

wF cBE0I. ambar apache.on _ 10015 *

[y not alvvar thin R A whar SLEDOg & DECagronil Sl bon m

2.2.4.7. Monitoring Background Operations

Optionally, use Background Operations to monitor progress and completion of bulk
operations such as rolling restarts.

Background Operations opens by default when you run a job that executes bulk
operations.

1. Select the right-arrow for each operation to show restart operation progress on each
host.
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1 Background Operations Running

Oparations Start Time Duration  Show: Al{10) : ’
€3 Foliing Restart of DataNodes Today 16:45 11.12 secs 355 p

- batch 1 of 1

" FRolling Restart of Today 10:06 wassecs ([ 100 »
NodeManagers - batch 2 of 2

" Rolling Restart of Today 10:05 2587secs ([ 100 »

MNodeManagars - batch 1 of 2

"1 Do not show this dialog again when starting a background operation m

2. After restarts complete, Select the right-arrow, or a host name, to view log files and any
error messages generated on the selected host.

Restart DataNodes
4= Operations Hosts Show: | All(1) .

+ cB403.ambari.apache.org B 00 »
Do not show this dialog again when starting a background operation m

3. Select links at the upper-right to copy or open text files containing log and error
information.
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c6403.ambari.apache.org

& Tasks « Restart DataNode (¢ Copy (4 Open

stdemr: /var/lib/ambari-agent/data/errors-261.bxt
Hone
stdout: /varflib/ambari-agent/data/output-261.1xt

2014-02-27 21:57:56,138 - Execute['ulimit -c unlimited; export HADODOP_LI
BEXEC_DIR=/usr/lib/hadoop/libexec && fusr/lib/hadoops/sbin/hadoop-daemon.s
h --config fetc/hadoop/conf stop datanode'] {'not_if': Mone, ‘user': "hdf
s'}

2014-92-27 21:58:81,181 - File['/var/run/hadoop/hdfs/hadoop-hdfs-datanode
.pid"] {'action’: [‘delete’], "ignore_failures': True}

2014-02-27 £1:58:8@1,181 - Deleting File['/var/runshadoop/hdfs/hadoop-hdfs
-datanode.pid’]

2014-92-27 21:58:81,182 - Directory['/var/lib/hadoop-hdfs'] {'owner': *hd
fs", "group’: "hadoop’, ‘mode’: @751, 'recursive’: True}

2014-92-27 21:58:81,183 - Directory['/hadoop/hdfs/data’] {'owner': 'hdfs’
, ‘group’': ‘hadoop', ‘mode’: @755, 'recursive’: True}

2014-92-27 21:58:01,183 - Changing permission for /hadoop/hdfs/data from

Do not show this dialog again when starting a background operation m

Optionally, select the option to not show the bulk operations dialog.
2.2.4.8. Using Quick Links

Select Quick Links options to access additional sources of information about a selected
service. For example, HDFS Quick Links options include the native NameNode GUI,
NameNode logs, the NameNode JMX output, and thread stacks for the HDFS service. Quick
Links are not available for every service.

Quick Links ~

NameNode Ul
NameNode |logs
NameNode JMX
Thread Stacks

2.2.4.9. Analyzing Service Metrics

Review visualizations inMetrics that chart common metrics for a selected service.
Services > Summary displays metrics widgets for HDFS, HBase, Storm services. For more
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information about using metrics widgets, see Scanning System Metrics. To see more metrics
information, select the link located at the upper right of the Metrics panel that opens he
native Ganglia GUI.

2.3. Managing Hosts

Use Ambari Hosts to manage multiple HDP components such as DataNodes, NameNodes,
TaskTrackers and RegionServers, running on hosts throughout your cluster. For example,
you can restart all DataNode components, optionally controlling that task with rolling
restarts. Ambari Hosts supports filtering your selection of host components, based on
operating status, host health, and defined host groupings.

2.3.1. Working with Hosts

Use Hosts to view hosts in your cluster on which Hadoop services run. Use options on
Actions to perform actions on one or more hosts in your cluster.

View individual hosts, listed by fully-qualified domain name, on the Hosts landing page.

ﬂ Ambari mycluster- Dashboard Services [zl Jobs  Admin

Actions ~ Filter: All 3) ~

IP Disk
Name Address Cores (CPU) RAM Usage Load Avg Components
@ c6401.ambari.apache.org 10.0.2.15 1(1) 1.83GB ] 0.00 » 5 Components
@ c6402.ambari.apache.org 10.0.2.15 1(1) 1.83GB [ | 0.10 » 24 Components
@ c6403.ambari.apache.org 10.0.2.15 1(1) 1.83GB [ | 0.16 » 17 Components
3 of 3 hosts showing - clear filters Show: [ 10 |5 1-30f3 €« >

2.3.2. Determining Host Status

A colored dot beside each host name indicates operating status of each host, as follows:

* Red - At least one master component on that host is down. Hover to see a tooltip that
lists affected components.

* Orange - At least one slave component on that host is down. Hover to see a tooltip that
lists affected components.

* Yellow - Ambari Server has not received a heartbeat from that host for more than 3
minutes.

* Green - Normal running state.
A red condition flag overrides an orange condition flag, which overrides a yellow condition

flag. In other words, a host having a master component down may also have other issues.
The following example shows three hosts, one having a master component down, one
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having a slave component down, and one healthy. Warning indicators appear next to hosts
having a component down.

Name

& c6401.ambari.apache.org
A c6402.ambari.apache.org [

¢c6403.ambari.apache.org n

Use Filters to limit listed hosts to only those having a specific operating status. The number
of hosts in your cluster having a listed operating status appears after each status name,

in parenthesis. For example, the following cluster has one host having healthy status and
three hosts having Maintenance Mode turned on.

All (3)

@ Healthy (1)

A Master Down (2)
Slave Down (0)
Lost Heartbeat (0)

0 Alerts (2)
Restart (2)

(@ Maintenance Mode (0)

For example, to limit the list of hosts appearing on Hosts home to only those with Healthy
status, select Filters, then choose the Healthy option. In this case, one host name appears
on Hosts home. Alternatively, to limit the list of hosts appearing on Hosts home to only
those having Maintenance Mode on, select Filters, then choose the Maintenance Mode
option. In this case, three host names appear on Hosts home.

Use the general filter tool to apply specific search and sort criteria that limits the list of
hosts appearing on the Hosts page.

Use Actions to act on one, or multiple hosts in your cluster. Actions performed on multiple
hosts are also known as bulk operations.

Actions comprises three menus that list the following options types:

* Hosts - lists selected, filtered or all hosts options, based on your selections made using
Hosts home and Filters.

* Objects - lists component objects that match your host selection criteria.

» Operations - lists all operations available for the component objects you selected.
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For example, to restart DataNodes on one host:
1. In Hosts, select a host running at least one DataNode.

2. In Actions, choose Selected Hosts > DataNodes > Restart, as shown in the following

image.
Actions ~ Filter: All (3) ~
4 Add New Hosts | IP Address
! Any
Selected Hosts (1) Hosts bl
Filtered Hosts (3) * DataNodes Start
All Hosts (3) 4 NodeManagers Stop
¥ © c6403.ambari.apal  Supervisors »  Decommission
' Recommission
3 of 3 hosts showing - clear filters TTIOSTSelE

3. Choose OK to confirm starting the selected operation.

4. Optionally, use Background Operations to monitor progress of the restart operation.

2.3.5. Viewing Components on a Host

To manage components running on a specific host, choose a FQDN on the Hosts page.
For example, choose c6403.ambari.apache.org in the default example shown. Summary-
Components lists all components installed on that host.
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ﬂ Ambari myclustar- Dashboard Services JgeiieM Jobs  Admin

@ c6403.ambari.apache.org

€ Back
Summary Configs Host Actions ~
Components + Add Host Metrics S
@ ZooKeeper Server / ZooKeeper Started e
@ DataNode / HDFS Started . SR
@ Ganglia Monitor / Ganglia Siaredl
| 186.2GB
@ RegionServer / HBase Started .
@ NodeManager / YARN Started . CPU Usage Disk Usage
@ Supervisor / Storm Siaredl 4
1 1.8GB
Clients / HBase Client , HCat Installed s

, HDFS Client , Hive
Client , MapReduce2
Client , Oozie Client ,
Pig , Sqoop , Tez
Client , YARN Client Load Memory Usage
, ZooKeeper Client

a8 M 400
Summary
Hostna... c6403.ambari.apache.org RELY
IP Addr... 10.0.2.15

0S: redhat6 (x86_64)
Cores (... 1(1) Network Usage Processes
Disk: 30.44GB/525.79GB (5.79% used)
Memory: 1.83GB
Load Avg: 0.16
Heartbeat: less than a minute ago

Choose options in Host Actions, to start, stop, restart, delete, or turn on maintenance
mode for all components installed on the selected host.

Alternatively, choose action options from the drop-down menu next to an individual
component on a host. The drop-down menu shows current operation status for each
component, For example, you can decommission, restart, or stop the DataNode
component (started) for HDFS, by selecting one of the options shown in the following

example:
Components + Add
& ZooKeeper Server / Zookesper Started -
& DataMode / HDFS Swmred -
@ Gangla Monitor / Ganglia | Decommisaion |
| Restart
HBas nServer / HBase
A = Fegior ar 5 | Stop |
& NodeManager / YARM | Delete |
Clienta / Faicon Client , Installed =

HBase Clent , HCat
, HOFS Chent |, Hwe
Client , MapReduces
Glient , Oozie Client |,
Pig , Sgoop |, Tez

Client , YARN Client
. Zooiespar Clent
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2.3.6. Decommissioning Masters and Slaves

Decommissioning is a process that supports removing a component from the cluster. You
must decommission a master or slave running on a host before removing the component
or host from service. Decommissioning helps prevent potential loss of data or service
disruption. Decommissioning is available for the following component types:

e DataNodes
¢ NodeManagers
¢ TaskTrackers

* RegionServers

Decommissioning executes the following tasks:

* For DataNodes, safely replicates the HDFS data to other DataNodes in the cluster.

¢ For NodeManagers and TaskTrackers, stops accepting new job requests from the masters

and stops the component.

¢ For RegionServers, turns on drain mode and stops the component.

2.3.6.1. How to Decommission a Component

To decommission a component using Ambari Web, browse Hosts to find the host FQDN on

which the component resides.

Using Actions, select Hosts Component Type, then choose Decommission.

For example:

Actions ~ Filter: All @) ~

+ Add New Hosts

Selected Hosts (1)
Filtered Hosts (4) »
All Hosts (@) »

NodeManagers

| RegionServers 4
¥ & c6403.ambari.apacherorg

@ c6404.ambari.apache.org

Start
Stop
Restart
Decommission

IP Address

Any

Recommission

The Ul shows "Decommissioning" status while steps process, then "Decommissioned" when

complete.

DataNode / HDFS

@ Ganglia Monitor / Ganglia

HBase RegionServer / HBase

Decommissioned

-

Started -

Decommissioned

-
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To delete a component using Ambari Web, on Hosts choose the host FQDN on which the
component resides.

1. In Components, find a decommissioned component.

2. Stop the component, if necessary.

E

3. For a decommissioned component, choose Delete from the component drop-down
menu.

A decommissioned slave component may restart in the decommissioned
state.

4. Restart the Ganglia and Nagios services.

E

Deleting a slave component, such as a DataNode does not automatically inform a master
component, such as a NameNode to remove the slave component from its exclusion list.
Adding a deleted slave component back into the cluster presents the following issue; the
added slave remains decommissioned from the master's perspective. Restart the master
component, as a work-around.

Restarting services enables Ambari to recognize and monitor the correct
number of components.

Deleting a host removes the host from the cluster. Before deleting a host, you must
complete the following prerequisites:

* Stop all components running on the host.
* Decommission any DataNodes running on the host.

* Move from the host any master components, such as NameNode or ResourceManager,
running on the host.

* Turn Off Maintenance Mode, if necessary, for the host.

1. In Hosts, click on a host name.
2. On the Host-Details page, select Host Actions drop-down menu.
3. Choose Delete.

If you have not completed prerequisite steps, a warning message similar to the following
one appears:
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Unable to Delete Host

This host cannot be deleted since the following components are running:
DataNode, Ganglia Monitor, NodeManager, ZcoKeeper Server

To delete this host, you must first stop all the running components listed above.
If this host has a DataNode, it should be decommissioned first to prevent data
loss.

Q |

Maintenance Mode supports suppressing alerts and skipping bulk operations for specific
services, components and hosts in an Ambari-managed cluster. You typically turn on
Maintenance Mode when performing hardware or software maintenance, changing
configuration settings, troubleshooting, decommissioning, or removing cluster nodes. You
may place a service, component, or host object in Maintenance Mode before you perform
necessary maintenance or troubleshooting tasks.

Maintenance Mode affects a service, component, or host object in the following two ways:

* Maintenance Mode suppresses alerts, warnings and status change indicators generated
for the object

* Maintenance Mode exempts an object from host-level or service-level bulk operations

Explicitly turning on Maintenance Mode for a service implicitly turns on Maintenance Mode
for components and hosts that run the service. While Maintenance Mode On prevents bulk
operations being performed on the service, component, or host, you may explicitly start
and stop a service, component, or host having Maintenance Mode On.

For example, examine using Maintenance Mode in a 3-node, Ambari-managed cluster
installed using default options. This cluster has one data node, on host ¢6403. This example
describes how to explicitly turn on Maintenance Mode for the HDFS service, alternative
procedures for explicitly turning on Maintenance Mode for a host, and the implicit effects
of turning on Maintenance Mode for a service, a component and a host.

1. Using Services, select HDFS.
2. Select Service Actions, then choose Turn On Maintenance Mode.
3. Choose OK to confirm.

Notice, on Services Summary that Maintenance Mode turns on for the NameNode and
SNameNode components.
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2.3.8.1.2. How to Turn On Maintenance Mode for a Host
1. Using Hosts, select c6401.ambari.apache.org.
2. Select Host Actions, then choose Turn On Maintenance Mode.
3. Choose OK to confirm.
Notice on Components, that Maintenance Mode turns on for all components.

2.3.8.1.3. How to Turn On Maintenance Mode for a Host (alternative using filtering for
hosts)

1. Using Hosts, select c6403.ambari.apache.org.
2. In Actions -> Selected Hosts -> Hosts choose Turn On Maintenance Mode.
3. Choose OK to confirm.
Notice that Maintenance Mode turns on for host c6403.ambari.apache.org.

Your list of Hosts now shows Maintenance Mode On for hosts c6401 and c6403.
Actiona - Fitter: Al {3) -

P Disk
Manne Address Cores (CPU) FAM Usage Load Avg  Components
& components in : T

Mamntenance Mods

Bcéd01 . ambarl. apachs.ong 100215 11 1.83GB [ o.14 ¢ B Components

@ cE402, ambarl. apache.org 10.0.2.15 1) 1.83GB [ o1 ¢ 27 Components
= | cEd03. ambarl. apache.ong B 10.0.2.15 1) 1.83GB [ .02 ¥ 17 Companents

3 of 3 hosts showing - clear filters | host selected - clear sslection Show: 10 | 2 1-3o0f3 e >

* Hover your cursor over each Maintenance Mode icon appearing in the Hosts list.
* Notice that hosts c6401 and c6403 have Maintenance Mode On.

* Notice that on host ¢6401; Ganglia Monitor, HbaseMaster, HDFS client, NameNode,
and Zookeeper Server have Maintenance Mode turned On.

* Notice on host ¢6402, that HDFS client and Secondary NameNode have Maintenance
Mode On.

¢ Notice on host ¢6403, that 15 components have Maintenance Mode On.
* The following behavior also results:

* Alerts are suppressed for the DataNode.

» DataNode is skipped from HDFS Start/Stop/Restart All, Rolling Restart.

* DataNode is skipped from all Bulk Operations except Turn Maintenance Mode ON/
OFF.

¢ DataNode is skipped from Start All and / Stop All components.
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* DataNode is skipped from a host-level restart/restart all/stop all/start.

Four common Maintenance Mode Use Cases follow:

1. You want to perform hardware, firmware, or OS maintenance on a host.
You want to:
* Prevent alerts generated by all components on this host.
* Be able to stop, start, and restart each component on the host.

 Prevent host-level or service-level bulk operations from starting, stopping, or restarting
components on this host.

To achieve these goals, turn On Maintenance Mode explicitly for the host. Putting a host
in Maintenance Mode implicitly puts all components on that host in Maintenance Mode.

2. You want to test a service configuration change. You will stop, start, and restart the
service using a rolling restart to test whether restarting picks up the change.

You want:
* No alerts generated by any components in this service.

* To prevent host-level or service-level bulk operations from starting, stopping, or
restarting components in this service.

To achieve these goals, turn on Maintenance Mode explicitly for the service. Putting a
service in Maintenance Mode implicitly turns on Maintenance Mode for all components
in the service.

3. You turn off a service completely.
You want:
* The service to generate no warnings.

* To ensure that no components start, stop, or restart due to host-level actions or bulk
operations.

To achieve these goals, turn On Maintenance Mode explicitly for the service. Putting a
service in Maintenance Mode implicitly turns on Maintenance Mode for all components
in the service.

4. A host component is generating alerts.
You want to:
¢ Check the component.

* Assess warnings and alerts generated for the component.
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* Prevent alerts generated by the component while you check its condition.

To achieve these goals, turn on Maintenance Mode explicitly for the host component.
Putting a host component in Maintenance Mode prevents host-level and service-level bulk
operations from starting or restarting the component. You can restart the component
explicitly while Maintenance Mode is on.

2.3.9. Adding Hosts to a Cluster

To add new hosts to your cluster, browse to the Hosts page and select +Add New Hosts,
from the Actions menu. The Add Host Wizard provides a sequence of prompts similar to
those in the Ambari Install Wizard. Follow the prompts, providing information similar to
that provided to define the first set of hosts in your cluster.

Add Host Wizard

ADD HOST WILARD

Install Options

Enter the lat of hosts to be incleded in the cluater and provide yowr S5H key.

Target Hosts

Enter a lat of hosta waing the Fully Qualfied Doman Mame (FQDN), one per e, Or uge

Pattern Expressions

CEA05. amoari. apache. ong

o,

Host Registration Information

# Frovide your S5H Prvate Key 1o automatcally regater noats

Mo tie choaen
Checsn M

MITEog I BARKCRIEAENFELa L LvIWp2 FA0kT kyrbwpScWd b
EYVr+kzdTi5¥eTgHz]

PR TR T PR T T CT TR

5
58H wser oot or pasawordieas swdo account) | vagrant
Perform manual regeatration on hosta and do not uas S5H

To review the Ambari Install Wizard procedure, see Installing, Configuring, and Deploying
the Cluster in the Ambari Installation Guide.

2.4. Administering Ambari

Use Admin options to manage the following administrative tasks:

Managing Ambari Web users

Enabling High Availability of HDP Components

Enabling Security Configurations

Checking Stack and Component Versions
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* Checking Service User and Group Accounts
*» Accessing Jobs Monitoring Information

in an Ambari-administered, HDP 2.x cluster.

2.4.1. Managing Ambari Web Users

Ambari Web uses a local user store for authentication by default. This section describes
managing users in the local user store. Optionally, you can configure Ambari to use LDAP
or Active Directory for authentication. For more information, see Setting Up LDAP or Active
Directory Authentication.

To manage local users in Ambari Web, select Admin > Users in the left nav bar. You can
add Ambari Web users, grant a user administrator priveleges, delete users, or change the
password for a user account. Ambari supports two user roles: User and Admin. A User can
view metrics, view service status and configuration, and browse job information. An Admin
can do all User tasks and the following ones: start and stop services, modify configurations,
and run service checks.

User

High admin v Local adit
Availability delete
Security

Cluster

Misc

To change the password for a listed user, choose edit. Or, to add an Ambari Web user,
choose +Add Local User. In both cases, a variant of the user name pop-up appears.

Username

Password

Retype Password

Admin ™

Cancel Create
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To create a new Ambari Web user account, enter a unique Username and Password. Select
the Admin checkbox to add administrator privleges to the user account. Choose Create to
complete the user account creation.

To edit an existing Ambari Web user account, enter the old and new Passwords. Make
your changes, then choose Save.

To delete an existing Ambari Web user account, choose delete, then choose Yes to confirm
the delete action.

2.4.2. Enabling High Availability of HDP Components

To ensure that a NameNode in your cluster is always available if the primary NameNode
hosts fails, enable and set up NameNode High Availability on your cluster using Ambari
Web. In Admin, select High Availability, then choose Enable NameNode HA. Follow the
steps in the Enable NameNode HA Wizard. For more information about using The Enable
NameNode HA Wizard to set up NameNode High Availability, see Setting Up NameNode
High Availability.

2.4.3. Enabling Kerberos Security

Ambari supports the Kerberos protocol which allows nodes in your cluster to prove their
identites, or authenticate in a secure manner. To enable Kerberos security you must:

1. Set up Kerberos for your cluster. For more information on setting up Kerberos, see
Setting Up Kerberos for Use with Ambari.

2. Choose Enable Security and follow the Enable Security Wizard.

Users

High
Availability

Cluster

Misc

a. Get Started: Read the overview of the procedure necessary to set up Kerberos,
supported by the Enable Security Wizard.

b. Configure Services: Prompts you to provide the information required to implement
Kerberos for each Hadoop service in your HDP cluster, including principals and
paths to keytabs, path to your Kerberos tools, realm names and so on. For more
information about a specific field, hover your cursor over the field until a pop-up
window that provides a definition appears.
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¢. Create Principals and Keytabs: Use this step to check that all your information is
correct. Click Back to make any changes. Click Apply when you are satisfied with the

assignments.

e

Note

If you have a large cluster, you may want to go to the Create Principals
and Keytabs step first. Step through the wizard accepting the defaults
to get to the appropriate page. On the page, use the Download CSV
button to get a list of all the necessary principals and keytabs in CSV
form, which can be used to set up a script. The list includes hostname,
principal description, principal name, keytab user, keytab group, keytab
permissions, absolute keytab path, and keytab file name.
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d. Save and Apply Configuration: This step displays a bar showing the progress of
integrating the Kerberos information into your Ambari Server.

2.4.4. Checking Stack and Component Versions

To check which version of the Stack you are using and to see the component versions that

are included in that Stack, choose Cluster.
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Cluster Stack Version: HDP-2.1

Uzers

High Sarvice

Avallability

Security HOFS

Couater WARM +
MapReduce?

Misc

Access Tez
hagios
Ganglia
Hive
HEBaas
Pig
Sqoop
Oome
Zootespar
Falcon
Storm

Wersion
2.4.02.1
2.4.021

0.4.0.21

350
350
0.13.0.2.1

0.98.0.2.1

oiz1.24

1.4.4.2.1

40,021

345214

0.50.21

09.1.21

Description

Apache Hadoop Distriouted Fie Syatem

Apache Hadoop NextGen MapReduce (YARN)

Tez = the next generation Hadoop Query Procesaing framework wiitten on top of
YARM.

hagios Monitoring and Alerting aystem

Ganglia Metrica Collection system (RROTool will be inatalied too)

Data warehouse syatem for ad-hoc quenss & analysis of large datassts and tanks &
atorage management service

hon-redational distributed datanaas and centralzed aervice for configuration
management & aynchronization

Scripting platform for analyzing large datassts

Tool for tranafemnng Dulk data between Apache Hadoop and structured data stores
3uch a3 relational datahasss

Syatem tfor workflow coordination and execution of Apachs Hadoop jofa. This alao
mchudes the inatallation of the optional Oozle Web Conaole which relies on and will
natall the BxtlS Liorary.

Gentralzed aervice wihich providea highty reliable datributed coondnation.

Data management and proceasing platform

Apache Hadoop Stream procesaing framework

2.4.5. Managing Stack Repositories

Ambari supports managing the repositories from which you deploy the HDP Stack in your
Hadoop cluster. You can view and edit the Base URL at which HDP software source bits are

stored.

* Viewing a Stack Repository URL

* Modifying a Stack Repository URL

2.4.5.1. Viewing a Stack Repository URL

To view the locations for your HDP repositories using Ambari Web, select Admin, then
choose Cluster. Repositories lists the Base URL for each repository, sorted by OS family, as
shown in the following example:
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2.1

0s

redhats

redhats

susel

2.4.5.2. Modifying

Name Base URL
HDP-2.1 http: fpublic-repo-1. hortonworks.com/HDP/centoss/2. x/updates/2.1.

HOP-UTILS-1.1.0.17  http://public-repo-1.hotonworks. com/HDP-UTILS-1.1.0.17/repos/cer

HDP-2.1 http: fpublic-repo-1. hortonworks.com/HDP/centos6/2. x/updates/2.1.

HOP-UTILS-1.1.0.17  http://public-repo-1.hotonworks. com/HDP-UTILS-1.1.0.17/repos/cer

HDP-2.1 http: fpublic-repo-1. hortonworks.com/HDP/suse11/2. x/updates/2.1.7

HOP-UTILS-1.1.0.17  http:/public-repo-1.hotonworks. com/HDP-UTILS-1.1.0.17/repos/sus

Stack Repository URL

To modify the Base URL for your HDP Repository using Ambari Web, select Admin, then

choose Cluster.

1. For a specific URL in Repositories, choose Edit.

2. Make changes to the path shown in Base URL. For example, change the URL for redhat6
to http://public-repo-1.hortonworks.com/HDP/centos6/2.x/updates/2.1.2.0, as shown in
the following example:
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05 Name Base URL

redhats HDP-2.1 http: public-repo-1. hortonworks . com/MHDP/centos5/2. x/updates/2,
HOP-UTILS-1.1.0.17  http:/public-repo-1.hottonworks,. com/HDP-UTILS-1.1.0.17/repos/c

redhatt HDP-2.1 http://public-repo-1.hortonworks..com/HDP/centos6/2.x/updates/2
HOP-UTILS-1.1.0.17  http:Ypublic-repe-1.hotonworks . com/HDOP-UTILS-1.1.0.17/repos/c

susell HDOP-2.1 http: /public-repo-1. hortonworks. com/MHDP/suse11/2 x/updates/2.

3. Choose Save.

HDP-UTILS-1.1.0.17  http://public-repo-1.homtonworks, com/HDP-UTILS-1.1.0.17/repos/s

Ambari performs a validation check for each Base URL. The check confirms that Ambari
can reach the URL and the URL points to a valid software repository. A valid repository
finds the metadata associated with the repository.

4. If the validation check succeeds, the Base URLs are saved. If validation fails, a validation
error message displays. Choose one of the following options:

* Revert to discard changes

e OKtosave a

modified, valid Base URL

¢ Save Anyway to save a modified URL that fails to validate

2.4.6. Checking Service User Accounts and Groups

To check the service user accounts and groups that have been assigned to various Hadoop
services, click the Misc tab.
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Yo Service Users and Groups

High Mame Value

Avallability

Secuity Prosty group for Hive, WebHGat and Oozie  users

Cluster HOFS User hfs

KN ooreouce User mapred

fiecans YARM User yamn
HEaas Uaer nibzae
Hive Liser hive
HGat Ussr hcat
WebHCat Uger hcat
Oozie Laer oozie
Falcon Laer falcom
Storm User atorm
ZooKeepar User Zookeaper
Gangla Usar monody
Magios User naghos
Magioa Group naghos
Smoke Teat User amparn-ga
Tez User tez
Hadoop Group hadoop

2.4.7. Accessing Jobs Monitoring Information

Ambari enables the Jobs tab to display for non-administrator users by default. In HDP 2.1
and higher, Jobs displays status information about Hive query jobs throughout the cluster.
This information provides useful metrics for administering Hive, but is not useful to most
non-administrator users. In a production environment, you may disable access to Jobs for
non-administrator users. You may also choose to prevent Hive and Tez from writing event
metrics to the Application Timeline Server, by disabling the yarn. ti nel i ne- servi ce.

To manage access that your non-administrator users have to Jobs information, choose

Access.
Access
Users
High Availability (] Enable Jobs tab for non-admin users
Cluster
Misc

2.4.7.1. Disabling the Jobs View

To prevent non-administrator users from viewing information about Hive queries, disable
the Jobs view.

1. Select Admin > Access .

2. Clear the Enabl e Jobs tab for non- Adni n users checkbox.
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3. Choose Save.

To prevent Hive and Tez from writing event metrics to the Application Timeline Server,
disable the Yarn Timeline Service.

1. Select Services > YARN > Configs .
2. Expand Appl i cation Tineline Server.

3. Clear theyarn. tinel i ne-servi ce. enabl ed checkbox.

4. Restart the YARN service.
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Nagios is an open source network monitoring system designed to monitor all aspects of
your Hadoop cluster (such as hosts, services, and so forth) over the network. It can monitor
many facets of your installation, ranging from operating system attributes like CPU and
memory usage to the status of applications, files, and more. Nagios provides a flexible,
customizable framework for collecting data on the state of your Hadoop cluster.

Nagios is primarily used for the following kinds of tasks:
* Getting instant information about your organization's Hadoop infrastructure

» Detecting and repairing problems, and mitigating future issues, before they affect end-
users and customers

* Leveraging Nagios' event monitoring capabilities to receive alerts for potential problem
areas

* Analyzing specific trends; for example: what is the CPU usage for a particular Hadoop
service weekdays between 2 p.m. and 5 p.m

For more information, see the Nagios website at http://www.nagios.org.

E

Nagios is an optional component of Ambari. During cluster install you can
choose to install and configure Nagios. When selected, out-of-the-box Ambari
provides a set of Nagios plug-ins specially designed for monitoring important
aspects of your Hadoop cluster, based on your Stack selection.

Using the open source monitoring system Nagios, Ambari gathers information on the status
of both of the hosts and the services that run on them.

* Host and System Information: Ambari monitors basic host and system information such
as CPU utilization, disk I/O bandwidth and operations per second, average memory and
swap space utilization, and average network latency.

* Service Information: Ambari monitors the health and performance status of each service
by presenting information generated by that service. Because services that run in master/
slave configurations (HDFS, MapReduce, and HBase) are fault tolerant in regard to
service slaves, master information is presented individually, whereas slave information is
presented largely in aggregate.

* Alert Information: Using Nagios with Hadoop-specific plug-ins and configurations,
Ambari Web can issue alerts based on service states defined on three basic levels:

« OK

¢ Warning
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e Critical

The thresholds for these alerts can be tuned using configuration files, and new alerts
can be added. For more details on Nagios architecture, see the Nagios Overview at the
nagi 0s. or g web site.

The Ambari Installation Wizard gives you the option of installing and configuring Nagios,
including the out-of-the-box plug-ins for Hadoop-specific alerts. The Nagios server, Nagios
plug-ins, and the web-based user interface are installed on the Nagios server host, as
specified during the installation procedure.

All Hadoop-specific configurations are added to Nagios through files prefixed with
"hadoop-" located in the / et ¢/ nagi os/ obj ect s directory of the Nagios Server host.
The default general Nagios configuration file, nagi os. cf g (in/ et ¢/ nagi 0s), is set up to
pick up the new Hadoop specific configurations from this directory.

Hadoop-specific plug-ins are stored in the Nagios plug-ins directory,/ usr/ | i b64/
nagi os/ pl ug-ins/.

By default, the Nagios server runs as a user named “nagios” which is in a group also named
“nagios”. The user and group can be customized during the Ambari Cluster Install (Cluster
Install Wizard > Customize Services > Misc). Once Nagios is installed, use Ambari Web to
start and stop the Nagios server.

For each alert, the out of the box Hadoop Nagios configuration file defines default values
for the following Nagios directives:

Warning threshold The value that produces a warning alert.

Critical threshold The value that produces a critical alert.

Check interval The number of minutes between regularly scheduled
checks on the host as long as the check does not change
the state.

Retry interval The number of minutes between “retries” When a

service changes state, Nagios can confirm that state
change by retrying the check multiple times. This retry
interval can be different than the original check interval.

Maximum number of check The max number of retry attempts. Usually when the
attempts state of a service changes, this change is considered
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"soft” until multiple retries confirm it. Once the state
change is confirmed, it is considered “hard”. Ambari
Web displays hard states for all the Nagios Hadoop
specific checks.

The following section provides more information on the various Hadoop alerts provided
by Ambari. All these alerts are displayed in Ambari Web and in the native Nagios web
interface.

There are two types of alerts configured out-of-the-box with Ambari:

* Host-level Alerts

These alerts are related to a specific host and specific component running on that host.
These alerts check a component and system-level metrics to determine health of the host.

* Service-level Alerts
These alerts are related to a Hadoop Service and do not pertain to a specific host. These

alerts check one or more components of a service as well as system-level metrics to
determine overall health of a Hadoop Service.

These alerts are used to monitor the HDFS service.

This service-level alert is triggered if the number of corrupt or missing blocks exceeds the
configured critical threshold. This alert uses the check _hdf s_bl ocks plug-in.

» Some DataNodes are down and the replicas that are missing blocks are only on those
DataNodes

* The corrupt/missing blocks are from files with a replication factor of 1. New replicas
cannot be created because the only replica of the block is missing

* For critical data, use a replication factor of 3
* Bring up the failed DataNodes with missing or corrupt blocks.

* Identify the files associated with the missing or corrupt blocks by running the Hadoop
f sck command

* Delete the corrupt files and recover them from backup, if it exists
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This host-level alert is triggered if the NameNode process cannot be confirmed to be up and
listening on the network for the configured critical threshold, given in seconds. It uses the
Nagios check_tcp

* The NameNode process is down on the HDFS master host

» The NameNode process is up and running but not listening on the correct network port
(default 8201)

* The Nagios server cannot connect to the HDFS master through the network.

» Check for any errors in the logs (/ var / | og/ hadoop/ hdf s/ )and restart the NameNode
host/process using the HMC Manage Services tab.

* Run the net st at -t upl pn command to check if the NameNode process is bound to the
correct network port

* Use pi ng to check the network connection between the Nagios server and the
NameNode

This host-level alert is triggered if storage capacity if full on the DataNode (90% critical).
It uses the check _dat anode_st or age. php plug-in which checks the DataNode JMX
Servlet for the Capacity and Remaining properties.

* Cluster storage is full

* If cluster storage is not full, DataNode is full

* If cluster still has storage, use Balancer to distribute the data to relatively less used
datanodes

o If the cluster is full, delete unnecessary data or add additional storage by adding either
more DataNodes or more or larger disks to the DataNodes. After adding more storage
run Balancer

This host-level alert is triggered if the individual DataNode processes cannot be established
to be up and listening on the network for the configured critical threshold, given in
seconds. It uses the Nagios check_t cp plugin.
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» DataNode process is down or not responding
» DataNode are not down but is not listening to the correct network port/address

* Nagios server cannot connect to the DataNodes

¢ Check for dead DataNodes in Ambari Web.

» Check for any errors in the DataNode logs (/ var / | og/ hadoop/ hdf s) and restart the
DataNode, if necessary

* Runthe net st at -t upl pn command to check if the DataNode process is bound to the
correct network port

» Use pi ng to check the network connection between the Nagios server and the
DataNode

This host-level alert is triggered if CPU utilization of the NameNode exceeds certain
thresholds (200% warning, 250% critical). It uses the check_cpu. php plug-in which checks
the NameNode JMX Servlet for the SystemCPULoad property. This information is only
available if you are running JDK 1.7.

* Unusually high CPU utilization: Can be caused by a very unusual job/query workload, but
this is generally the sign of an issue in the daemon.

* Use the t op command to determine which processes are consuming excess CPU.

* Reset the offending process

This host-level alert is triggered if the NameNode cannot write to one of its configured edit
log directories.

* At least one of the multiple edit log directories is mounted over NFS and has become
unreachable

* The permissions on at least one of the multiple edit log directories has become read-only

» Check permissions on all edit log directories
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* Use the df s. nane. di r parameter in the hdf s- si te. xm file on the NameNode to
identify the locations of all the edit log directories for the NameNode. Check whether the
NameNode can reach all those locations.

This host-level alert is triggered if the NameNode Web Ul is unreachable.

* The NameNode Web Ul is unreachable from the Nagios Server.

* The NameNode process is not running

* Check whether the NameNode process is running
* Check whether the Nagios Server can ping the NameNode server.

* Using a browser, check whether the Nagios Server can reach the NameNode Web UI.

This service-level alert is triggered if the storage if full on a certain percentage of
DataNodes (10% warn, 30% critical). It uses the check_aggr egat e. php plug-in which
aggregates the result from the check_dat anode_st or age. php plug-in.

* Cluster storage is full

* If cluster storage is not full, DataNode is full

* If cluster still has storage, use Balancer to distribute the data to relatively less used
DataNodes

o If the cluster is full, delete unnecessary data or add additional storage by adding either
more DataNodes or more or larger disks to the DataNodes. After adding more storage
run Balancer

This alert is triggered if the number of down DataNodes in the cluster is greater than the
configured critical threshold. It uses the check_aggr egat e plug-in to aggregate the
results of Dat a node process checks.

* DataNodes are down
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» DataNodes are not down but are not listening to the correct network port/address

* Nagios server cannot connect to one or more DataNodes

¢ Check for dead DataNodes in Ambari Web.

» Check for any errors in the DataNode logs (/ var / | og/ hadoop/ hdf s) and restart the
DataNode hosts/processes

* Runthe net st at -t upl pn command to check if the DataNode process is bound to the
correct network port.

* Use pi ng to check the network connection between the Nagios server and the
DataNodes.

This host-level alert is triggered if the NameNode operations RPC latency exceeds the
configured critical threshold. Typically an increase in the RPC processing time increases
the RPC queue length, causing the average queue wait time to increase for NameNode
operations. It uses the Nagios check_r pcq_I| at ency plug-in.

* A job or an application is performing too many NameNode operations.

» Review the job or the application for potential bugs causing it to perform too many
NameNode operations.

This service-level alert is triggered if the HDFS capacity utilization exceeds the configured
critical threshold (80% warn, 90% critical). It uses the check_hdf s_capaci t y. php plug-
in which checks the NameNode JMX Servlet for the CapacityUsed and CapacityRemaining
properties.

* Cluster storage is full

* Delete unnecessary data.
* Archive unused data.
* Add more DataNodes.

* Add more or larger disks to the DataNodes.
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3.5.2.

3.5.2.1.

¢ After adding more storage, run Balancer.

NameNode HA Alerts (Hadoop 2 only)

These alerts are available only when you are using Hadoop 2.x and you have enabled
NameNode HA.

JournalNode process

This host-level alert is triggered if the individual JournalNode process cannot be established
to be up and listening on the network for the configured critical threshold, given in
seconds. It uses the Nagios check_t cp plug-in.

3.5.2.1.1. Potential causes

* The JournalNode process is down or not responding.
¢ The JournalNode is not down but is not listening to the correct network port/address.

* The Nagios server cannot connect to the JournalNode.

3.5.2.1.2. Possible remedies

3.5.2.2.

3.5.2.2.1.

3.5.2.2.2.

* Check if the JournalNode process is dead.

» Use pi ng to check the network connection between the Nagios server and the
JournalNode host.

NameNode HA Healthy process

This service-level alert is triggered if either the Active NameNode or Standby NameNode are
not running.

Potential causes

* The Active, Standby or both NameNode processes are down.

* The Nagios Server cannot connect to one or both NameNode hosts.
Possible remedies

¢ On each host running NameNode, check for any errors in the logs (/ var / | og/ hadoop/
hdf s/ ) and restart the NameNode host/process using Ambari Web.

¢ On each host running NameNode, run the net st at - t upl pn command to check if the
NameNode process is bound to the correct network port.

¢ Use pi ng to check the network connection between the Nagios server and the hosts
running NameNode.

3.5.3. YARN Alerts (Hadoop 2 only)

These alerts are used to monitor YARN.
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This host-level alert is triggered if the individual ResourceManager process cannot be
established to be up and listening on the network for the configured critical threshold,
given in seconds. It uses the Nagios check _t cp plug-in.

* The ResourceManager process is down or not responding.

* The ResourceManager is not down but is not listening to the correct network port/
address.

* Nagios Server cannot connect to the ResourceManager

* Check for a dead ResourceManager.

» Check for any errors in the ResourceManager logs (/ var /| og/ hadoop/ yar n) and
restart the ResourceManager, if necessary.

» Use pi ng to check the network connection between the Nagios Server and the
ResourceManager host.

This alert is triggered if the number of down NodeManagers in the cluster is greater than
the configured critical threshold. It uses the check_aggr egat e plug-in to aggregate the
results of DataNode process alert checks.

* NodeManagers are down.
* NodeManagers are not down but are not listening to the correct network port/address .

* Nagios server cannot connect to one or more NodeManagers.

* Check for dead NodeManagers.

» Check for any errors in the NodeManager logs (/ var / | og/ hadoop/ yar n) and restart
the NodeManagers hosts/processes, as necessary.

* Run the net st at -t upl pn command to check if the NodeManager process is bound to
the correct network port.

» Use pi ng to check the network connection between the Nagios Server and the
NodeManagers host.

This host-level alert is triggered if the ResourceManager Web Ul is unreachable.
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The ResourceManager Web Ul is unreachable from the Nagios Server.

The ResourceManager process is not running.

Check if the ResourceManager process is running.

Check whether the Nagios Server can ping the ResourceManager server.

Using a browser, check whether the Nagios Server can reach the ResourceManager Web
ul.

This host-level alert is triggered if the ResourceManager operations RPC latency exceeds the
configured critical threshold. Typically an increase in the RPC processing time increases the
RPC queue length, causing the average queue wait time to increase for ResourceManager
operations. It uses the Nagios check_r pcq_| at ency plug-in.

* A job or an application is performing too many ResourceManager operations.

» Review the job or the application for potential bugs causing it to perform too many
ResourceManager operations.

This host-level alert is triggered if CPU utilization of the ResourceManager exceeds certain
thresholds (200% warning, 250% critical). It uses the check_cpu. php plug-in which checks
the ResourceManager JMX Servlet for the SystemCPULoad property. This information is
only available if you are running JDK 1.7.

* Unusually high CPU utilization: Can be caused by a very unusual job/query workload, but
this is generally the sign of an issue in the daemon.

* Use the t op command to determine which processes are consuming excess CPU.

* Reset the offending process.

This host-level alert is triggered if the NodeManager process cannot be established to be up
and listening on the network for the configured critical threshold, given in seconds. It uses
the Nagios check_t cp plug-in.
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3.5.3.6.1. Potential causes
¢ NodeManager process is down or not responding.
* NodeManager is not down but is not listening to the correct network port/address.
¢ Nagios Server cannot connect to the NodeManager
3.5.3.6.2. Possible remedies
» Check if the NodeManager is running.

¢ Check for any errors in the NodeManager logs (/ var / | og/ hadoop/ yar n) and restart
the NodeManager, if necessary.

¢ Use pi ng to check the network connection between the Nagios Server and the
NodeManager host.

3.5.3.7. NodeManager health

This host-level alert checks the node health property available from the NodeManager
component.

3.5.3.7.1. Potential causes
* Node Health Check script reports issues or is not configured.
3.5.3.7.2. Possible remedies

¢ Check in the NodeManager logs (/ var / | og/ hadoop/ yar n) for health check errors and
restart the NodeManager, and restart if necessary.

¢ Check in the ResourceManager Ul logs (/ var / | og/ hadoop/ yar n) for health check
errors.

3.5.4. MapReduce2 Alerts (Hadoop 2 only)

These alerts are used to monitor MR2.

3.5.4.1. HistoryServer Web Ul

This host-level alert is triggered if the HistoryServer Web Ul is unreachable.
3.5.4.1.1. Potential causes

* The HistoryServer Web Ul is unreachable from the Nagios Server.

* The HistoryServer process is not running.
3.5.4.1.2. Possible remedies

¢ Check if the HistoryServer process is running.
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* Check whether the Nagios Server can ping the HistoryServer server.

* Using a browser, check whether the Nagios Server can reach the HistoryServer Web Ul.

This host-level alert is triggered if the HistoryServer operations RPC latency exceeds the
configured critical threshold. Typically an increase in the RPC processing time increases

the RPC queue length, causing the average queue wait time to increase for NameNode
operations. It uses the Nagios check_r pcq_I at ency plug-in.

* A job or an application is performing too many HistoryServer operations

» Review the job or the application for potential bugs causing it to perform too many
HistoryServer operations.

This host-level alert is triggered if the percent of CPU utilization on the HistoryServer
exceeds the configured critical threshold. This alert uses the Nagios check_snnp_| oad
plug-in.

Unusually high CPU utilization: Can be caused by a very unusual job/query workload, but
this is generally the sign of an issue in the daemon.

A down SNMP daemon on the HistoryServer node, producing an unknown status

Use the t op command to determine which processes are consuming excess CPU.

Reset the offending process.

Check the status of the SNMP daemon.

This host-level alert is triggered if the HistoryServer process cannot be established to be up
and listening on the network for the configured critical threshold, given in seconds. It uses
the Nagios check_t cp plug-in.

* HistoryServer process is down or not responding.

* HistoryServer is not down but is not listening to the correct network port/address.
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Nagios Server cannot connect to the HistoryServer,

Check the HistoryServer is running.

Check for any errors in the HistoryServer logs (/ var / | og/ hadoop/ mapr ed) and restart
the HistoryServer, if necessary

* Use pi ng to check the network connection between the Nagios Server and the
HistoryServer host.

These alerts are used to monitor the MapReduce service.

This host-level alert is triggered if the JobTracker operations RPC latency exceeds the
configured critical threshold. Typically an increase in the RPC processing time increases
the RPC queue length, causing the average queue wait time to increase for JobTracker
operations. This alert uses the Nagios check_r pcqg_l at ency plug-in.

* A job or an application is performing too many JobTracker operations.

» Review the job or the application for potential bugs causing it to perform too many
JobTracker operations

This host-level alert is triggered if the individual JobTracker process cannot be confirmed to
be up and listening on the network for the configured critical threshold, given in seconds. It
uses the Nagios check_t cp plug-in.

JobTracker process is down or not responding.

JobTracker is not down but is not listening to the correct network port/address.

The Nagios server cannot connect to the JobTracker

Check if the JobTracker process is running.

Check for any errors in the JobTracker logs (/ var /| og/ hadoop/ mapr ed) and restart
the JobTracker, if necessary
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* Use pi ng to check the network connection between the Nagios Server and the
JobTracker host.

This Host-level alert is triggered if the JobTracker Web Ul is unreachable.

* The JobTracker Web Ul is unreachable from the Nagios Server.

* The JobTracker process is not running.

* Check if the JobTracker process is running.
* Check whether the Nagios Server can ping the JobTracker server.

* Using a browser, check whether the Nagios Server can reach the JobTracker Web UI.

This host-level alert is triggered if CPU utilization of the JobTracker exceeds certain
thresholds (200% warning, 250% critical). It uses the check_cpu. php plug-in which checks
the JobTracker JMX Servlet for the SystemCPULoad property. This information is only
available if you are running JDK 1.7.

* Unusually high CPU utilization: Can be caused by a very unusual job/query workload, but
this is generally the sign of an issue in the daemon.

* Use the t op command to determine which processes are consuming excess CPU

* Reset the offending processor.

This host-level alert is triggered if the HistoryServer Web Ul is unreachable.

* The HistoryServer Web Ul is unreachable from the Nagios Server.

* The HistoryServer process is not running.

* Using a browser, check whether the Nagios Server can reach the HistoryServer Web Ul.

» Check the HistoryServer process is running.
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* Check whether the Nagios Server can ping the HistoryServer server.

¢ Check the status of the SNMP daemon.

This host-level alert is triggered if the HistoryServer process cannot be established to be up
and listening on the network for the configured critical threshold, given in seconds. It uses
the Nagios check_t cp plug-in.

* The HistoryServer process is down or not responding.

* The HistoryServer is not down but is not listening to the correct network port/address.

» The Nagios Server cannot connect to the HistoryServer.

» Check for any errors in the HistoryServer logs (/ var /| og/ hadoop/ mapr ed) and restart
the HistoryServer, if necessary.

* Use pi ng to check the network connection between the Nagios Server and the
HistoryServer host.

These alerts are used to monitor the HBase service.

This service-level alert is triggered if the configured percentage of Region Server processes
cannot be determined to be up and listening on the network for the configured critical
threshold. The default setting is 10% to produce a WARN alert and 30% to produce

a CRITICAL alert. It uses the check_aggr egat e plug-in to aggregate the results of

Regi onServer process down checks.

Misconfiguration or less-than-ideal configuration caused the RegionServers to crash

Cascading failures brought on by some workload caused the RegionServers to crash

The RegionServers shut themselves own because there were problems in the dependent
services, ZooKeeper or HDFS

GC paused the RegionServer for too long and the RegionServers lost contact with Zoo-
keeper

Check the dependent services to make sure they are operating correctly.
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* Look at the RegionServer log files (usually / var /| og/ hbase/ *. | og) for further
information

* Look at the configuration files (/ et c/ hbase/ conf)

* If the failure was associated with a particular workload, try to understand the workload
better

» Restart the RegionServers

This alert is triggered if the HBase master processes cannot be confirmed to be up and
listening on the network for the configured critical threshold, given in seconds. It uses the
Nagios check_t cp plug-in.

* The HBase master process is down

» The HBase master has shut itself down because there were problems in the dependent
services, ZooKeeper or HDFS

* The Nagios server cannot connect to the HBase master through the network

* Check the dependent services.
* Look at the master log files (usually / var /| og/ hbase/ *. | og) for further information
* Look at the configuration files (/ et c/ hbase/ conf)

Use pi ng to check the network connection between the Nagios server and the HBase
master

* Restart the master

This host-level alert is triggered if the HBase Master Web Ul is unreachable.

* The HBase Master Web Ul is unreachable from the Nagios Server.

* The HBase Master process is not running.

* Check if the Master process is running.
» Check whether the Nagios Server can ping the HBase Master server.

* Using a browser, check whether the Nagios Server can reach the HBase Master Web UL.
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This host-level alert is triggered if CPU utilization of the HBase Master exceeds certain
thresholds (200% warning, 250% critical). It uses the check_cpu. php plug-in which checks
the HBase Master JMX Servlet for the SystemCPULoad property. This information is only
available if you are running JDK 1.7.

* Unusually high CPU utilization: Can be caused by a very unusual job/query workload, but
this is generally the sign of an issue in the daemon.

» Use the t op command to determine which processes are consuming excess CPU

* Reset the offending process.

This host-level alert is triggered if the RegionServer processes cannot be confirmed to be up
and listening on the network for the configured critical threshold, given in seconds. It uses
the Nagios check_t cp plug-in.

* The RegionServer process is down on the host

» The RegionServer process is up and running but not listening on the correct network port
(default 60030).

* The Nagios server cannot connect to the RegionServer through the network.

» Check for any errors in the logs (/ var / | og/ hbase/ ) and restart the RegionServer
process using Ambari Web.

* Run the net st at - t upl pn command to check if the RegionServer process is bound to
the correct network port.

» Use pi ng to check the network connection between the Nagios Server and the
RegionServer.

These alerts are used to monitor the Hive service.

This host-level alert is triggered if the Hive Metastore process cannot be determined to be
up and listening on the network for the configured critical threshold, given in seconds. It
uses the Nagios check_t cp plug-in.
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3.5.7.1.1. Potential causes

* The Hive Metastore service is down.

¢ The database used by the Hive Metastore is down.

* The Hive Metastore host is not reachable over the network.
3.5.7.1.2. Possible remedies

* Using Ambari Web, stop the Hive service and then restart it.

¢ Use pi ng to check the network connection between the Nagios server and the Hive
Metastore server.

3.5.8. WebHCat Alerts

These alerts are used to monitor the WebHCat service.
3.5.8.1. WebHCat Server status

This host-level alert is triggered if the WebHCat server cannot be determined to be up and
responding to client requests.

3.5.8.1.1. Potential causes

* The WebHCat server is down.

¢ The WebHCat server is hung and not responding.

* The WebHCat server is not reachable over the network.
3.5.8.1.2. Possible remedies

* Restart the WebHCat server using Ambari Web.

3.5.9. Oozie Alerts

These alerts are used to monitor the Oozie service.
3.5.9.1. Oozie status

This host-level alert is triggered if the Oozie server cannot be determined to be up and
responding to client requests.

3.5.9.1.1. Potential causes
¢ The Oozie server is down.
* The Oozie server is hung and not responding.

* The QOozie server is not reachable over the network.
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» Restart the Oozie service using Ambari Web.

These alerts are used to monitor the Ganglia service.

This host-level alert determines if the Ganglia server is running and listening on the network
port. It uses the Nagios check_t cp plug-in.

* The Ganglia server process is down.
* The Ganglia server process is hanging.

* The network connection is down between the Nagios and Ganglia servers

» Check the Ganglia server (gnet ad) related log in/ var /| og/ nessages for any errors.
» Restart the Ganglia server.

* Check if pi ng works between Nagios and Ganglia servers.

These host-level alerts check if the Ganglia monitor daemons (gnond) on the Ganglia server
are running and listening on the network port. This alert uses the Nagios check_t cp plug-
in.

Ganglia Monitoring daemons run for the following collections:

* Slaves

* NameNode

e HBase Master

JobTracker (Hadoop 1 only)

ResourceManager (Hadoop 2 only)

HistoryServer (Hadoop 2 only)

A gnond process is down.

A gnond process is hanging.
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¢ The network connection is down between the Nagios and Ganglia servers.
3.5.10.2.2. Possible remedies
¢ Check the grnond related log in / var / | og/ messages for any errors.

e Check if pi ng works between Nagios and Ganglia servers.

3.5.11. Nagios Alerts

These alerts are used to monitor the Nagios service.

3.5.11.1. Nagios status log freshness
This host-level alert determines if the Nagios server is updating its status log regularly.
Ambari depends on the status log (/ var / nagi os/ st at us. dat ) to receive all the Nagios
alerts.

3.5.11.1.1. Potential causes

» The Nagios server is hanging and thus not scheduling new alerts

e The file / var / nagi os/ st at us. dat does not have appropriate write permissions for
the Nagios user.

3.5.11.1.2. Possible remedies
¢ Restart the Nagios server
¢ Check the permissions on / var / nagi os/ st at us. dat .

e Check/var /1 og/ messages for any related errors.

3.5.12. ZooKeeper Alerts

These alerts are used to monitor the Zookeeper service.

3.5.12.1. Percent ZooKeeper servers live
This service-level alert is triggered if the configured percentage of ZooKeeper processes
cannot be determined to be up and listening on the network for the configured critical
threshold, given in seconds. It uses the check _aggr egat e plug-in to aggregate the results
of Zookeeper process checks.

3.5.12.1.1. Potential causes
¢ The majority of your ZooKeeper servers are down and not responding.

3.5.12.1.2. Possible remedies

¢ Check the dependent services to make sure they are operating correctly.
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* Check at the ZooKeeper logs files (/ var / | og/ hadoop/ zookeeper . | og) for further
information.

* If the failure was associated with a particular workload, try to understand the workload
better.

* Restart the ZooKeeper servers from the Ambari Ul.

This host-level alert is triggered if the ZooKeeper server process cannot be determined to
be up and listening on the network for the configured critical threshold, given in seconds. It
uses the Nagios check_t cp plug-in.

* The ZooKeeper server process is down on the host.

* The ZooKeeper server process is up and running but not listening on the correct network
port (default 2181).

* The Nagios server cannot connect to the ZooKeeper server through the network.

» Check for any errors in the ZooKeeper logs (/ var /| og/ hbase/ ) and restart the
ZooKeeper process using Ambari Web.

* Run the net st at - t upl pn command to check if the ZooKeeper server process is bound
to the correct network port.

» Use pi ng to check the network connection between the Nagios server and the
ZooKeeper server.

This alert is used to monitor the Ambari Agent service.

This host-level alert is triggered if the Ambari Agent process cannot be confirmed to be up
and listening on the network for the configured critical threshold, given in seconds. It uses
the Nagios check_t cp plug-in.

* The Ambari Agent process is down on the host.
* The Ambari Agent process is up and running but heartbeating to the Ambari Server.

* The Ambari Agent process is up and running but is unreachable through the network
from the Nagios Server.

* The Ambari Agent cannot connect to the Ambari Server through the network.
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» Check for any errors in the logs (/ var/ | og/ anbari - agent / anbari - agent . | og)
and restart the Ambari Agent process.

» Use pi ng to check the network connection between the Ambari Agent host and the
Ambari Servers.
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