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1. Understanding Ambari Views

Apache Ambari includes the Ambari Views Framework, which enables developers to create
Ul components, or Views, that “plug into” the Ambari Web interface. Ambari automatically
creates and presents to users some instances of Views, if the service used by that View

is added to the cluster. For example, if Apache YARN service is added to the cluster, the
YARN Queue Manager View displays to Ambari web users. In other cases, the Ambari
Admin user must manually create a view instance.

Developing and using Views enables you to extend and customize the Ambari web to meet
your specific needs.

Using Views also extends your Ambari implementation to allow third parties to plug in new
resource types, along with APIs, providers, and Uls to support them. Views are deployed on
the Ambari Server, which enables Ambari Admins to create View instances and set access
privileges for users and groups.

The following sections describe the basics of Views and how to deploy and manage View
instances in Ambari:

More Information
Ambari Views Framework
Views Terminology [1]

Understanding Views Development, Persona, Versions, and Deployment [2]

1.1. Views Terminology

The following are Views terms you should be familiar with:

Views framework The core framework that is used to develop a View: similar to a
Java web application.

View definition The View resources and core View properties, such as name,
version, and any necessary configuration properties. Ambari
reads View definition during deployment.

View package A bundle of View client and server assets (and dependencies)
that is ready to deploy to Ambari.

View deployment The process of instantiating a View instance in Ambari, which
makes that View available to Ambari Admins for creating
instances.

View name The unique identifier for a View. A View can have one or more

versions. The name is defined in the View Definition (created by
the View Developer) and built into the View Package.

View version The uniquely named version of a View. Multiple versions of a
View (uniquely identified by View name) can be deployed to
Ambari.
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View instance The instantiation of a specific View version. Instances are
created and configured by Ambari Admins and must have a
unique View instance name.

View instance name The unique identifier of a specific instance of a View.
framework services View context, instance data, configuration properties, and
events

1.2. Understanding Views Development, Persona,
Versions, and Deployment

Views are basically web applications that can be “plugged in to” Ambari. Just like a typical
web application, a View can include server-side resources and client-side assets. Server-side
resources, which are written in Java, can integrate with external systems (such as cluster
services) and expose REST end-points that are used by the view. Client-side assets, such as
HTML, JavaScript, and CSS, provide the Ul for the view that is rendered in the Ambari web
interface.

Development

Ambari Views Framework Ambari exposes the Views Framework as the basis for View
development. The Framework provides the following:

» Method for describing and packaging a View

» Method for deploying a View

* Framework services for a View to integrate with Ambari

* Method for managing View versions, instances, and permissions

The Ambari Views framework is separate from Views themselves. The framework is a core
feature of Ambari that you use to create, deploy, integrate, and manage your own, custom
views.

You develop and deliver a view by performing the following tasks:

» Develop the View (similar to how you would build a web application)

» Package the View (similar to a WAR)

* Deploy the View to Ambari (using the Ambari Administration interface)

* Create and configure instances of the View (performed by Ambari Admins)
Persona

Three user persona interact with Views:

View developer Person who builds the front end and back end of a View and uses
the framework services available during development. The developer
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creates the View, resulting in a View package that is delivered to an
Ambari Admin.
Ambari Admin Ambari user that has Ambari Admin privilege and uses the Views
Management section of the Ambari Administration interface to
create and managing instances of Views. Ambari Admin also deploys
the View packages delivered by the View developer.

Ambari user that has access to one or more Views in the Ambari web
(basically, the end user).

View user

Versions

Each View must have a unique name, although it can have one or more View versions.

Each View name and version combination is a single View package. After a View package is
deployed, Ambari Admins can create View instances, each of which is identified by a unique
View instance name. The Ambari Admin can then set access permissions for each View
instance.

Deployment

Views can be deployed and managed in the operational Ambari Server, the Ambari Server
operating your cluster. Alternatively, Views can be deployed and managed in one or
more separate standalone Ambari Servers. Running standalone Ambari Server instances is
useful when users who will access views will not have (and should not) have access to the
operational Ambari Server. You can run one or more separate standalone Ambari Server
instances to scale-out your solution for handling a large number of users.

The following table provides details about the Ambari views currently available to you,
including two that have Technical Preview status.

View Automatically | Description HDP Stacks Required
Created? Services
Using YARN | Yes Provides a visual way to configure YARN capacity HDP 2.3 or YARN
Queue scheduler queue capacity. later
Manager
View [74]
Using Files Yes Allows you to browse the HDFS file system. HDP 2.2 or HDFS
View [89] later
Using Yes Exposes a way to find, author, execute and debug HDP 2.3 or HDFS, YARN,
Hive View Hive queries. later Hive
2.0[91]
Migrating No Supports migrating Hue artifacts to an Ambari HDP 2.4 or Hue
Hue Artifacts View. later
to Ambari
Views [13]
Using Pig No Provides a way to author and execute Pig Scripts. HDP 2.2 or HDFS, Hive,
View [107] later Pig
Using Slider No A tool to help deploy and manage Slider-based HDP 2.2 or HDFS, YARN
View [109] applications. later
This view has been marked deprecated.
SmartSense Yes Allows you to capture bundles, set bundle capture |HDP 2.0 or SmartSense
schedule, and view and download captured later
bundles.
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View Automatically | Description HDP Stacks Required
Created? Services
Storm No Supports monitoring Storm cluster status and HDP 2.5 or Storm
topologies. later

This view has been marked deprecated.

Using Tez Yes View information related to Tez jobs that are HDP 2.2.4.2 or | HDFS, YARN,
View [117] executing on the cluster. later Tez
Workflow No This View is Tech Preview HDP 2.4 or Qozie
Designer later

Subsequent chapters in this guide describe tasks performed by an Ambari Administrator
to make Views available to users in their Ambari-managed cluster. This guide does not
describe View development and packaging. You can learn more about the Ambari Views
Framework from the following resources:

More Information

Running Ambari Server Standalone [7]
https://cwiki.apache.org/confluence/display/AMBARI/Views
https://github.com/apache/ambari/tree/trunk/ambari-views/examples

https://github.com/apache/ambari/tree/trunk/contrib/views
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2. Administering Ambari Views

An Ambari Administrator should review this chapter and use the instructions in each of the
following sections to configure an Ambari-managed cluster for using Views.

» Preparing Ambari Server for Views [5]
* Running Ambari Server Standalone [7]
» Configuring View Instances [9]

¢ Creating View Instances [10]

* Migrating View Instance Data [11]

* Creating View URLs [11]

* Setting View Permissions [12]

» Configuring Views for Kerberos [12]

* Migrating Hue Artifacts to Ambari Views [13]
* Configuring Specific Views [21]
Audience

Read this chapter if you have the Ambari Administrator role. You must have permissions in
the Ambari Administrator role to perform tasks described in this chapter.

More Information

Role Comparison Chart

2.1. Preparing Ambari Server for Views

Prerequisites
Before you begin to work with Ambari views:

¢ Review the amount of memory available to the Ambari server that hosts views for your
cluster.

* Review whether your Ambari server is configured for HTTPS.
* Increase Available Memory to the Ambari Views Server

You must increase the amount of memory available to the Ambari server hosting views.
This is particularly true if you intend to deploy and use multiple views concurrently.

To increase the memory available to the Ambari Views server:

Steps
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1. On the Ambari Server host, edit the anbari - env. sh file:

vi [var/lib/anbari-server/anbari-env. sh

2. For the AMBARI_JVM_ARGS variable, replace the default -Xmx2048m with the
following value:

-Xmx4096m -XX:PermSize=128m -XX:MaxPermSize=128m

3. Restart the server:

anbari -server restart
» Configure a Trust Store

If your Ambari Server instance is configured for HTTPS, you must configure a trust store
so that the deployed views accept the certificate used by the Ambari Server during API
communications.

To configure such a trust store:
Steps

1. On the Ambari Server, create a new keystore to contain the server's HTTPS certificate:

keytool -inport -file <path_to_the_Anmbari_Server's_SSL Certificate> -alias
anbari - server -keystore anbari-server-truststore

2. When prompted, trust the certificate by typing yes.

3. Configure the server to use the new trust store:

anmbari - server setup-security
Usi ng python /usr/bin/python2.6
Security setup options...

Choose one of the foll owi ng options:
[1] Enable HTTPS for Anmbari server.
[2] Encrypt passwords stored in anbari.properties file.
[3] Setup Anbari kerberos JAAS configuration.
[4] Setup truststore.
[5] Inmport certificate to truststore.

Enter choice, (1-5): 4

Do you want to configure a truststore [y/n] (y)? vy

Trust Store type [jks/jceks/pkecsl2] (jks): jks

Path to TrustStore file : <path to the anbari-server-truststore keystore>
Password for TrustStore:

Re- ent er password:

Anbari Server 'setup-security' conpleted successfully.

4. Restart the server:

anbari -server restart

* (Optional) Increase Timeout Value
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The views.request.read.timeout.millis property in/ et ¢/ anbari - server/
conf/ambari . properti es sets the timeout value for requests made by
Ambari views to non-ambari services, such as webHcat, or Hive. By default,
views.request.read.timeout.millis is set to 10 seconds.

The views.ambari.request.read.timeout.millis property in / et ¢/ anbari - server/
conf/anbari . properti es sets the timeout values for requests made by Ambari
views to Ambari services. By default, views.ambari.request.read.timeout.millis is set to 5
seconds.

Usually no action is required. However, if you experience timeouts, or long wait times,
you can increase the values for each of these properties to lower response times.

More Information

Set Up SSL for Ambari

2.2. Running Ambari Server Standalone

A recommended strategy that limits user access to your operational Ambari Server while
managing a large number of Views users is to set up one or more standalone Ambari
Servers. You can configure your operational Ambari Server as a remote cluster, then use
the Remote Cluster option when configuring each view instance. A diagram of this strategy
follows:

Figure 2.1. Configuring Views with your HDP Cluster

Deployed Views talk

with cluster using
REST APls
(as applicable) Ambari Ambari Ambari
- . Server Server Server

Ambari
E

More Information
Registering a Remote Cluster

Configuring View Instances

2.2.1. Prerequisites For Standalone Ambari Servers

When setting up multiple standalone Ambari Server instances, you must be aware of the
following requirements:
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* All Ambari Server instances should be the same version.
* All Ambari Server instances should access the same underlying database.

Ensure that it is not the same database that is being used by the Operational Ambari
Server that is managing the HDP cluster.

* The Ambari database should be scaled and highly available, independent of Ambari
Server.

* For an external authentication source such as LDAP or Active Directory, Ambari Server
authentication should be identical for all instances.

o If the cluster that Views users access is Kerberos-enabled, you must configure Ambari and
the views for Kerberos.

* You must run each standalone Ambari Server instance behind a reverse proxy.
More Information

Running Standalone Ambari Server Instances Behind a Reverse Proxy

2.2.2. Setting Up Standalone Ambari Server Compared with
Setting Up Operational Ambari Server

Setting up a standalone Ambari Server instance is very similar to setting up an operational
Ambari Server instance. Many of the steps are the same, with one key exception: you do
not install a cluster using a standalone server instance. A standalone Ambari Server instance
does not manage a cluster and does not deploy or communicate with Ambari Agents;
instead, a standalone Ambari Server runs as web server instance, serving views for users.

The following table compares the high-level tasks required to set up an operational Ambari
Server and a standalone Ambari server:

Operational Ambari Server Standalone Ambari Server
1 Install ambari-server package Install ambari-server package
2 Run ambari-server setup (DB, JDK) Run ambari-server setup (DB, JDK)

c Important
Do not share the DB with an Operational

Ambari Server.

Configure external LDAP authentication Configure external LDAP authentication
Install cluster Do not install cluster

Deploy views Deploy views

Create and configure view instances Create and configure view instances

(Optional) Repeat for each Ambari Server instance

(Optional) Set up proxy for Ambari Server instances

Wi | N|ooju| | W

(Optional) Set up SSL for Ambari

More Information

Hortonworks Data Platform Apache Ambari Installation
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Configure external LDAP authentication
Set up proxy for Ambari Server instances

Set up SSL for Ambari

2.2.3. Running Standalone Ambari Server Instances Behind
a Reverse Proxy

If you require many users to access Ambari views, you should install and run multiple
standalone Ambari Server instances behind a reverse proxy. In this case, the reverse proxy
must honor session affinity, meaning that after a session is established, the reverse proxy
routes each subsequent request to the same Ambari server instance. Depending on the
reverse proxy implementation, you can achieve session affinity in several different ways,
including hashing client IP and using the JSESSIONID header.

c Important

Using a reverse proxy is supported only for standalone Ambari Server instances.

Using multiple, operational Ambari Sever instances behind a reverse proxy is
not supported.

2.3. Configuring View Instances

When you create a View instance, you specify some basic configuration information about
the view and you configure the view to communicate with a cluster. Based on the resources
managed by your Ambari Server, choose one of three options when completing the

Cluster Configuration section; Local Cluster, Remote Cluster, or Custom. Use the following
descriptions to guide your choice.

Local Cluster If you are configuring a view instance in an Ambari Server that is also
managing a cluster, you can select Local Cluster. When you select this
option, Ambari automatically determines the cluster configuration
properties required.

Remote Cluster If your Ambari Server is not managing a cluster, then you must select
either Remote Cluster or Custom.

If you plan to configure a view to work with a cluster that is remote
from an Ambari Server and that cluster is being managed by Ambari,
you should select Remote Cluster.

Registering a Remote Cluster enables the Remote Cluster option.
When you select the Remote Cluster option for a view instance,
Ambari automatically determines the cluster configuration properties
required for the view instance. Be sure the Remote Cluster includes all
services required for the view you are configuring.

Custom If your cluster is remote from and not being managed by the Ambari
Server running the view, you must select Custom and then manually
configure the view to work with the cluster.
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You can use the following table to help determine which options are available for view

configuration:

If you are working in this scenario...

Choose this option...

Your cluster is managed by a local Ambari Server that is also running the view

Local Cluster

Your cluster is managed by Ambari and your cluster

is remote from the standalone Ambari Server running the view

Remote Cluster

Your cluster is remote from the standalone Ambari Server running the view and your cluster is
not managed by Ambari.

Custom

More Information

Registering Remote Clusters

To create a View instance:

Steps

2.4. Creating View Instances

1. On the Ambari Admin page, browse to a View and expand it.

2. Click Create Instance.

3. Provide the following information:

Item Required? Description

View version Yes Exact version to instantiate

Instance name Yes Name unique to the selected View

Display label Yes Readable display name of the View instance in Ambari Web

Description Yes Readable description of the View instance in Ambari Web

Visible No Whether the View is visible or not visible to the end-user in Ambari Web
Use this property to temporarily hide a view from users.

Settings Maybe Depending on the View, a group of settings that can be customized
If a setting is required, you are prompted to provide the required
information.

Cluster configuration Maybe Depending on the View, you can choose a local or remote cluster, or
manually configure a custom View.

If Ambari has a cluster configured that will work with the View instance, then the choice
of Local Cluster will be available. If you have registered one or more Remote Clusters, then
the choice of Remote Cluster will also be available. If neither Local or Remote clusters are
available, you will have to enter the Custom configuration manually.

More Information

Registering Remote Clusters

Configuring View Instances [9]
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2.5. Migrating View Instance Data

If you have more than one instance of the same Ambari View, you can migrate view data
(for example, entity data, instance data, and View use permissions) from one instance to
another. This is useful when a new view version is released and you want to migrate view
data from the previous version to the newer version.

2 Important

Migrating view data between instances is supported only for Hive, Pig and Tez
views.

For example, consider a case to migrate from view | NSTANCE A (the source view instance)

to view | NSTANCE B (the target view instance). In this case, you run the following
command:

curl -v -u admin:admn -X PUT -H "X-Request ed-By: 1" http://

AMBARI _SERVER HOST: 8080/ api / v1/ vi ews/ VI EW_ NAMVE/ ver si ons/ TARGET_VI EW VERSI O\
i nst ances/ | NSTANCEB/ mi gr at e/ SOURCE_VI EW VERSI ON/ | NSTANCEA

The command values are as follows:

* AMBARI _SERVER_HOST is the Ambari Server host name or IP address.

* VI EW NAME is the name of the view.

* TARGET_VI EW VERSI ONis the version of the target view.

* SOURCE_VI EW VERSI ONis the version of the source view.

For example, if you are migrating from version 1.0.0 to 1.0.1, your
SOURCE_VI EW VERSI ONis 1.0.0 and TARGET_VI EW VERSI ONis 1.0.1.

2.6. Creating View URLs

After creating a View instance, you should create a URL by which to access it, based on the
view name, version, and instance name. You can also create a short URL of your choosing.
You can copy and embed View URLs to provide user access to specific view instances.

To create a View URL:

Steps

1. In the Ambari Admin page, browse to the View URLSs section.

2. Click Create New URL.

3. Enter a URL name, select the view, select the instance, and (optionally) type a short URL.
Short URLs must include only lowercase, alphanumeric characters.

4. Click Save.

11
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2.7. Setting View Permissions

By default, a new View instance has no permissions set. An Ambari Admin must specify
which users and groups can use the View or, on a local cluster, specify permissions based on
cluster roles. An Admin can also set permissions other than those required to use a View.

To set permissions for users and groups to use a view:

Steps

1. Browse to a view and expand it.

2. Click the name of the view instance you want to modify.

3. In the Permissions section, click the Users or Groups control.
4. Modify the user and group lists, as appropriate.

5. Click the check mark to save changes.

The Views Framework provides a way for view developers to specify custom permissions,
beyond just the default Use permission. If custom permissions are specified, they will show
up in the Ambari Admin interface and the Ambari Admin can set users and groups on these
permissions.

View permissions can also be inherited from Cluster roles. If you are using a Local Cluster
for view configuration, you can optionally choose to provide view Use permission based on
cluster roles.

More Information

Understanding View Development, Persona, Versions, and Deployment

2.8. Configuring Views for Kerberos

If the cluster that your views communicate with is Kerberos-enabled, you must:

» Configure all Ambari Server instances for Kerberos.

» Configure each view for Kerberos.

* Install the Kerberos client utilities on the Ambari Server so that Ambari can kinit.

¢ RHEL/CentOS/Oracle Linux

yuminstall krb5-workstation
* SLES
zypper install krb5-client

* Ubuntu/Debian

apt-get install krb5-user krb5-config

12
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* If a view requires HDFS or WebHCat to be configured for a proxy user, you must use the
primary Kerberos principal as that user, instead of the ambari-server daemon user.

For example, if you configure Ambari Server for Kerberos principal ambari-
server@EXAMPLE.COM, this value would be ambari-server.

Follow specific instructions to configure each view for Kerberos, and the cluster for
Kerberos access from the view.

More Information
Configuring Ambari and Hadoop for Kerberos

Configuring Specific Views

2.9. Migrating Hue Artifacts to Ambari Views

The Ambari Views Framework provides Ambari users a rich, GUI experience to utilize HDP
components. Alternative to Ambari Views, HDP users have leveraged the open source web
interface Hue to utilize HDP components.

Ambari 2.5 includes the Hue-to-Views Migration tool, which is specifically designed to
migrate existing Apache Hue artifacts to Ambari views.

The following sections describe requirements and how to migrate your existing Hue
artifacts to Ambari views:

* Requirements for Hue-to-Views Migration [13]
* Creating a HueToAmbari View Instance [14]

» Migrate Hue Artifacts to an Ambari View [18]

2.9.1. Requirements for Hue-to-Views Migration

Prerequisites

* Hue service must have a network connection to an Ambari Server serving the Hue-to-
Views migration tool

* Install a standalone Ambari Server v2.5. Ambari Server must be enabled as a views server
* Hue database types supported:

* mysq|l

* oracle

¢ postgresq|

Access rights must be granted to the Hue back-end database.

* In Ambari, create all users in Ambari equivalent to Hue users for each view.

13


https://docs.hortonworks.com/HDPDocuments/Ambari-2.5.0.3/bk_ambari-security/content/ch_configuring_amb_hdp_for_kerberos.html
https://docs.hortonworks.com/HDPDocuments/Ambari-2.5.0.3/bk_ambari-views/content/configuring_view_specific_settings.html

Hortonworks Data Platform April 3, 2017

Grant permission for each view user to use their respective views. Each view user must
log in to that view, before migrating artifacts.

Supported Artifacts, Versions, and Expectations
The Hue-to-Views migration tool supports migrating the following artifacts:
Hive
* Saved Queries
* Query History
» User-defined function (UDF) and JAR artifacts
Pig
* Saved scripts
* Pig Jobs
» User-defined function (UDF) and JAR artifacts
Versions
Ambari 2.5.x supports migrating Hue version 2.6.1 artifacts into Ambari 2.5.x
Limitations
* The Hue-to-Views Migration tool does not validate scripts.
Scripts maintain the same status in the Ambari Views Framework as they had in Hue.
* The Hue-to-Views migration tool does not support high availability (HA).

You must provide the current, active namenode for the target cluster regarding the
Webhdfs URI for Ambari.

» Some hive queries, such as mysql version 0.4.0, may fail to migrate, and cause the Hue-to-
Views migration to stop.

* Hue-to-Views migrations must be done on a single cluster. Both Hue and Views must
point to the same cluster.

2.9.2. Creating a HueToAmbari View Instance

The Hue-to-Views migration tool instantiates an Ambari view named
HUETOAMBARI_MIGRATION, but does not create a view instance automatically, when you
install Ambari 2.5.0.

To create a HueToAmbari view instance that appears in the Ambari Views menu:
Steps

1. In Ambari Web, click admin > Manage Ambari.

14
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2. On the Ambari Admin page, click Views.

3. In View Name, browse to HUETOAMBARI_MIGRATION then expand it.

4. Click Create Instance.

S Roles View Name Instances
Go to Dashboard ¥ CAPACITY-SCHEDULER 1.0.0 (1)
Versions ¥ FILES 1.0.0(1)
Remote Clusters > HIVE 1.0.0(0), 1.5.0(7)
¥ HORTONWORKS_SMARTSENSE 1.3.0.0-22 (1)

i Views

View URLs

¥ HUETOAMBARI_MIGRATION 1.0.0 (0)

<4 Create Instance

5. On Views/Create Instance, provide required values for the instance name, display name,
and description.

k
Views / Create Instance

View HUETOAMBARI_MIGRATION
Version 1.0.0 ;
Details
Instance Name* HueToAmbari
Display Name* HueToAmbari
Description* example Hue-to-Ambari view instance
Visible
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6. Provide required values for all Hue-to-Views migration settings.

k
Settings

Hue Http URL

Hue Server hostname

Ambari http URL

Ambari Server hostname

Webhdfs URI(Hue)

Webhdfs URI{Ambari)

Hue Database Driver

Hue JDBC URL

Hue Database Username

Hue Database Password

Ambari Database Driver

Ambari JOBC URL

Ambari Database Username

Ambari Database Password

Kerberos enabled on Ambari
cluster?(y/n)

principal name (if kerberos is
enabled)

Enter Hue Server http URL

Enter Hue Server Hostname

Enter Ambari Server http URL

Enter Ambari Server Hostname

Enter Webhdfs URI of Hue

Enter Webhdfs URI of Ambari

Enter Hue Database Driver

Enter Hue JDBC Url

Enter Username for Hue DB

Enter Password for Hue DB

Enter Ambari Database Driver

Enter Ambari JDBC Url

Enter Ambari DB Username

Enter Ambari DB Password

y.'"f"l

Please enter the principal name is kerberos is enabled

The following table shows example values for all required Hue-to-Views migration
settings, using a standard, Ambari-managed, 3-node cluster.
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* Hue Server url : ¢6401.ambari.apache.org

* Hue NameNode URI: ¢c6402.ambari.apache.org

* NameNode port: 50070

* Hue Database Name(mysql): Huedb

* Hue Database username(mysql): hue

* Hue Database Password(mysql): hue

¢ Ambari Hostname: c6402.ambari.apache.org

¢ Ambari Database Name (postgresql): ambari

¢ Ambari Database username (postgresql): ambari

¢ Ambari Database Password (postgresqgl): bigdata

Property

Description

Syntax

Example

Hue Http URL

Https url where Hue server is located

<hue http url>

http://c6401.ambari.apache.org:8000/

Hue Server
hostname

hostname on which Hue runs (the host
from which you migrate data)

<hue hostname>

c6401.ambari.apache.org

Ambari http URL

http url of the Ambari Server

<ambari http url>

http://c6402.ambari.apache.org:8080/

Ambari Server
hostname

hostname of the Ambari server

<ambari hostname>

¢6402.ambari.apache.org

Webhdfs URI (Hue) |Namenode URI of Hue webhdfs:// webhdfs://
<hostname>:50070 |c6402.ambari.apache.org:50070

Webhdfs URI NameNode URI of Ambari webhdfs:// webhdfs://

(Ambari) <hostname>:50070 |c6402.ambari.apache.org:50070

Hue Database JDBC Driver to access Hue DB <db driver> com.mysq|.jdbc.Driver

Driver

Hue JDBC URL JDBC Url to access Hue DB jdbc:<dbtype>:// jdbc:mysql://c6401.ambari.apache.org/
<hostname>/<db huedb
name>

Hue Database Hue Database Username <db username> hue

Username

Hue Database Hue Database Password <db password> hue

Password

Ambari Database JDBC Driver to access Ambari DB <db driver> org.postgresql.Driver

Driver

Ambari JDBCURL [JDBC Url to access Ambari DB jdbc:<dbtype>:// jdbc:postgresql://
<hostname>/<db ¢6402.ambari.apache.org:5432/ambari
name>

Ambari Database database username for Ambari <db username> ambari

Username

Ambari Database |database password for the Ambari <db password> bigdata

Password database

Kerberos enabled | (y/n) for Kerberos <y/n> n

on Ambari cluster?

(y/n)

Principal name (if | If Kerberos is enabled, you must provide |<principal ambari-cl1

Kerberos enabled) |Principal Name username>
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More Information
https://docs.oracle.com/javase/7/docs/api/java/sql/DriverManager.html
7. Click Save.

The new, HUETOAMABARI view displays in the list of Ambari Views. To use the new view,
click Go To Dashboard.

More Information
Creating View Instances [10]

Migrate Hue Artifacts to an Ambari View [18]

2.9.3. Migrate Hue Artifacts to an Ambari View

An administrator-level user can use the HueToAmbari view instance to migrate existing Hue
2.6.1 artifacts into Ambari views.

Prerequisites
1. Review the requirements for Hue-to Views migration and complete all prerequisites.
2. Create a view instance, using the Hue-To-Views migration tool.
In the following example, this instance is called HueMigration view.
Steps

1. On your standalone views server, using the Ambari Admin page, create an
administrator-level user.

Grant permission for the admin user to use the HueMigration view.
2. Log in to the HueMigration view as the administrator user.
Logging in initializes the database for the new view.

3. Wait while the view performs database checks.

18
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Welcome to HueMigration View

Please wait...
h N S S S Y Y Y Y Y Y Y%

o Hue Hitp Test

= Huss Webhats Test

v Hue Database Test
' Ambar Database Test

4. Transfer artifacts.
To transfer artifacts:
Steps
a. In Ambari Web, click Views > HueMigration.
The HueMigration view shows Hive and Pig menus that list existing Hue artifacts.

The RevertChange option allows you to clear any migration settings before you
submit them.

b. From each artifact menu, click an artifact name.

k

Hiva - Pig = RevertChange

HIU‘%:ETD(Y Query
HiveSaved Query

A migration settings page displays options for migrating the artifacts.
¢. In the migration settings page, specify:
¢ a user name and instance name to which the artifacts will migrate

¢ a date range (using Start and End dates) from which to migrate artifacts
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Saved Query Migration

Usar Name " m

Instance Name * Hivehue =
Start Date 2017-02-08
End Date 2017-02-14

d. Click Submit.

When the migration completes, a migration report displays.

* Migration Report

Parameters Status
Number of Query Transfemed 2

Total Number of Queries Fs

Total Time Taken 543ms
Hua Uisers hue
Ambar| Instance Name{Target) Hivehue

e. Review the migration report to confirm artifacts transferred.

5. Verify that the artifacts for each user have transferred from Hue to each of the Hive and
Pig views.

For each view and user.

Steps

a. Log in to your Views server, as the view user.
b. Open a view to which you migrated artifacts.

¢. Verify that queries, scripts and UDFs migrated successfully.
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More Information

Requirements for Hue-to-Views Migration [13]
Running Ambari Server Standalone [7]
Creating a HueToAmbari View Instance [14]

Setting View Permissions [12]

2.10. Configuring Specific Views

Ambari configures and deploys most views automatically, for each service added to a
cluster.

Depending on your environment, each View (and associated service) may require some
additional configuration or troubleshooting.

More Information

Configuring Capacity Scheduler View [21]
Configuring Files View [29]

Configuring Falcon View [33]
Configuring Hive View [39]

Configuring Pig View [49]

Configuring Slider View [57]

Configuring SmartSense View [58]
Configuring Storm View [60]

Configuring Tez View [62]

Configuring Workflow Manager View [67]

2.10.1. Configuring Capacity Scheduler View

Prerequisites

Capacity Scheduler View requires that the cluster is managed by Ambari — the view utilizes
the Ambari Server API.

More Information
Creating a Capacity Scheduler View Instance [22]

Troubleshooting Capacity Scheduler View [29]
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2.10.1.1. Creating a Capacity Scheduler View Instance

When you deploy a cluster using Ambari, a Capacity Scheduler View instance is
automatically created. If you do not need to reconfigure the Ambari-created cluster,
proceed to use the YARN Queue Manager View.

If you have deployed your cluster manually, or if you need to re-configure the Ambari-
created YARN Queue Manager View, you can use the information in this section to create
and configure a view instance.

To set up a Capacity Scheduler / YARN Queue Manager view instance:

Steps

1. In the Ambari Web top menu, click admin > Manage Ambari.

(L other Bookmarks

Dashboard Services Hosts Alerts  Admin aen

About

Manage Ambari

Betings
Sign out
HDFS Links Memory Usage Network Usage

2. On the Ambari Admin page, click Views.

> Chisbars

| Welcome to Apache Ambari

et _clustnr] & {

Permiasion MRS Yol Cheibi MaBOuRSio, Minkge Wi Cin oSk I Cuten, Bnd CUTIDRIES visws o7 SBari bin

Operate Your Clustes

Manage the configuration of your chasfer and monior Te healh of your services

| Bl Waws .
[ rn permers ]~ cotmrtors
A User 4 Growp Management

e Manage Users + Groups Deploy Views

GTups Miraga Fa iSars i group Tl Sn scoass Amban Criaite vidw Milarois o QFan] Darisseods
L1}
L1
aEm

N e L ven |

3. On the Views page, click CAPACITY-SCHEDULER, then click Create Instance.
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- s Views 2!
fesst_olustert =
Parrriasions Ve Kama Il i
Go b Dashboand W CAPACITY-SCHEDULER CLal (1)
YRR Cumss o0 Managn YARN Capacty Schecuisr
Manager
B Visn 4 Craain Instanoe
¥ HNVE (BN |
X Usar + Group Marageme
¥ MG [=A R ]
Lisirs
¥ ELIDER 2000
» TEZ QT023.0.0-81241)

4. In the Details box on the Create Instance page, type an instance name, display name,
and a description for the view.

3 Note

The instance name cannot contain spaces or special characters.

5. In the Cluster Configuration box on the Create Instance page, configure the view to
communicate with the HDP cluster.

* For HDP clusters that are local (managed by the local Ambari Server), click the Local
Ambari Managed Cluster option, then click the local cluster name.

* To configure the view to work with HDP clusters that are remote (not part of this
Ambari Server instance), click the Custom option, then enter the remote Ambari

cluster API URL and the Ambari cluster user name and password.

6. Click Save at the bottom of the page.
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& Ciysters

fest_ohuster] e
Pirsriiaiong
Go to Dashixoard

Yersions

St Viewn

X Usar + Group Maragamant
Lisirs

Growsa

Views / Create Instance
Wiew CAPACITY -SCHEDULER
Vermen F Y]
Dirtails
Insterce Hama Capacity_ Sehcber 1
Diaplay Kama Capaciy Scheduin 1
Description Capacity Scheduier configuniion 1§
[T
Cluster Gonfiguration

0 Local Ambari Managed Clusher

Clustir Mara

Amban Clusier UAL®

Dperator Usernams”

Opirulor Priswond”

ta_chusiert i

pofambar senver BOBCa D 1

Chsheru My sy

7. A Capacity Scheduler View instance is created, and the configuration page for the

instance appears.
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Capacity Scheduler 1

™ Do Views
tost_clusior] [
Parmissio View CAPACITY-SCHEDULER
] i Visrdibom 40
18 Views Dotais 2 e

[ .
Instance Wame Capacity Scheculer 1

Capacity Schaduler 1

L User + Group Man il Displiy hama
BT
i Descripbion Capacity Scheduler configurmion 1
(roug
Vi
Parmymsions
Parmasion Grant permissicn to thess users Grant permission to thass groues

Cluster Canfiguration

Local Ambari Managed Clhuster

Clustor Mams et _ohusier |

Castem

Amban Clusier URL"
Oparaled LS aie"

Operator Passwond™

More Information

Using YARN Queue Manager View [74]

2.10.1.2. User Permissions for YARN Queue Manager View

To add users and groups to a YARN Queue Manager view instance:

Steps
1. On the Capacity Scheduler view instance configuration page, click Add User in

Permissions.
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&= Ciugters Views / Capacity Scheduler 1 e Exlets Instarcs
test_clusior] r-3
Faimissiong View CAPACITY-S5CHEDULER
Go to Deshboard Version 4.0
Warsiora
i Views Details # Edit
= R =
A User + Group Managermse Diaplay Name Capacty Scheduer 1
LUnees Description Capacty Scheduler configuration 1
Groups
< Visiole
Parmissions
Permission Grant permissicn 10 Ehess USers Grant permission to these Qroups
U
Cluster Configuration # Edit
= Local Amibar Managed Clusher
Clusher Mame test_clustort H
Custom
Ambari Cluster UAL® hizpziam bard senverS080Mapiv] clusbers Ny Chusie

2. In Use, enter user names, then click the blue check mark to add the users. You can use
the same method to add groups in Add Group.
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- Cisters

bt shuslen =
Permissions
Ga ta Dashbcand

Versiang

18 Vs

A User + Group Managemsant
Lisnrs

Groupa

Views / Capacity Scheduler 1 o w newes E==
Vi CAPACITY-SCHEDULER
Virsion 4D
Diatails #Ed
Inatarice Name Capacity_Scheduler_i
Display Mame Capacity Scheduer 1
Desoription Capaaoity Scheciuler configunrtion 1
4 Ve
Permissions
Permission Grant permission o these usars Grand permission to these groups
e
ST cjones |
e
Cluster Configuration # Edit
= Locsl Amiban Mansged Clusher
Cluster Nama test_chusior!
Custom
Ambari Cluster UAL® hitpcambart server B0B0/ani s L/ ustors My Cluster

3. After you have finished adding users and groups, click Go to instance at the top of the
page to open the YARN Queue Manager view instance.
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| P Views / Capacity Scheduler ==

]

i test_clustor] &

|: Parmissina Ve CAPAGITY-SCHEDULER

! GG o Dashboard Weriinn 040

1}

] Wersions

1

|

; £H viewn Dotails

| Viswa

] Instance Name Capacty_Screduler 1

)

|

| X User + Group Management Display Name Capacty Scheduler 1

|

| aam Description Capaoty Scheduler configuration 1
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2.10.1.3. Troubleshooting Capacity Scheduler View

If you encounter an issue where the configurations cannot be applied from Capacity
Scheduler View, you should go to the local Ambari Server instance managing the cluster
and directly edit the Capacity Scheduler configuration from the YARN configuration page.

In the local Ambari instance, using Ambari Web, browse to >Services > YARN, then click
the Configs tab. On the Advanced tab, expand Scheduler.

¥  Scheduler

yarn.resourcemanager. org.apache.hadoop.yam.server.resourcemanager.scheduler.capacity.CapacityScheduler & © C
scheduler.class

Capacity Scheduler yamn.scheduler.capacity. maximum-am-resource-percent=0.2

yarn.scheduler.capacity. maximum-applications=10000
yarn.scheduler.capacity.node-locality-delay=40
yam.scheduler.capacity.queue-mappings-override.enable=false
yarmn.scheduler.capacity.root.accessible-node-labels="
yarn.scheduler.capacity.root.acl_administer_queue="
yarn.scheduler.capacity.root.capacity=100
yam.scheduler.capacity.root.default.acl_submit_applications="
yarn.scheduler.capacity.root.default.capacity=100
yarn.scheduler.capacity.root.default. maximum-capacity=100

In Scheduler you can edit the underlying configurations for the YARN Queue Manager and
fix any issues you may encounter.

2.10.2. Configuring Files View

This section describes how to configure a Files View instance and use the File browser Ul to
access HDFS.

» Configuring Your Cluster for Files View [30]
¢ Creating and Configuring a Files View Instance [31]

* Troubleshooting [33]

2 Important

It is critical that you prepare your Ambari Server for hosting views. It is strongly
recommended you increase the amount of memory available to your Ambari
Server, and that you run additional, standalone Ambari Servers to host the
views. See and for more information.

More Information

Preparing Ambari Server for Views [5]

Running Ambari Server Standalone [7]
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2.10.2.1. Configuring Your Cluster for Files View

For Files View to access HDFS, the Ambari Server daemon hosting the view needs to act as
the proxy user for HDFS. This allows Ambari to submit requests to HDFS on behalf of Files
View users.

If you are running views in an operational Ambari server (one that is operating the cluster)
Ambari does this setup by default. You should verify that the setup described in the
following subsections has been completed. If you are running views on a standalone server,
you must setup proxy user settings manually.

To set up an HDFS proxy user for the Ambari Server daemon account, you need to
configure the proxy user in the HDFS configuration. This configuration is determined by the
account name the ambari-server daemon is running as. For example, if your ambari-server
is running as root, you set up an HDFS proxy user for root with the following:

Steps

1. In Ambari Web, browse to Services > HDFS > Configs.

2. On the Advanced tab, browse to the Custom core-site section.
3. Click Add Property...

4. Enter the following custom properties:

hadoop.proxyuser.root.groups="uséstice the anbari - ser ver daemon account name
hadoop.proxyuser.root.hostssambarsot is part of the property name. Be sure to modify
server.hostname this property name for the account name you are
running the ambari-server as. For example, if you
were running anbari - ser ver daemon under
the account name anbar i usr, you would use the
following properties instead:

hadoop.proxyuser.ambariusr.groupSitilsaty, if you have configured Ambari Server for

hadoop.proxyuser.ambariusr.hosts=#enbards, be sure to modify this property name for

server.hostname the primary Kerberos principal user. For example, if
ambari-server is setup for Kerberos using principal
anbari - ser ver @XAMPLE. COM you would use
the following properties instead:

hadoop.proxyuser.ambari-
server.groups="users"
hadoop.proxyuser.ambari-
server.hosts=ambari-
server.hostname

5. Save the configuration change and restart the required components as prompted by
Ambari.

More Information

Configure Ambari Server for Kerberos
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2.10.2.2. Creating and Configuring a Files View Instance

To create and configure a Files View instance:

Steps

1. Browse to the Ambari Admin page.

2. Click Views, expand the Files View, and click Create Instance.

3. In Details, enter the following values for View instance properties:

Property

Description

Value

Instance Name

This is the Files view instance name. This
value should be unique for all Files view
instances you create. This value cannot
contain spaces and is required.

FILES_1

Display Name

This is the name of the view link
displayed to the user in Ambari Web.

MyFiles

Description

This is the description of the view
displayed to the user in Ambari Web.

Browse HDFS
files and
directories.

Visible

This checkbox determines whether the
view is displayed to users in Ambari Web.

Visible or Not
Visible

environment; specifically, whether:

¢ your cluster is Kerberos-enabled or not

* NameNode HA is enabled or not

. Information that you provide in Settings and Cluster Configuration depends on your

* your Files View instance is being configured in an operational or a standalone Ambari

server

Refer to the following table for instructions to complete the Files View configuration:

Kerberos NameNode HA Operational Ambari Server Standalone Ambari Server
Enabled Enabled
No No Settings: defaults Settings: defaults
No Yes Cluster Configuration: Local Cluster Configuration: Custom
Yes No Settings : Kerberos

Cluster Configuration : Custom
Yes Yes Settings: Kerberos

Cluster Configuration: Custom

The Local Ambari Managed Cluster Configuration option is enabled in the Ambari Admin
page only if you are managing a cluster in an Operational Ambari Server.

More Information

Cluster Configuration: Local [32]

Cluster Configuration: Custom [32]
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Kerberos Settings [32]

Running Ambari Server Standalone [7]

2.10.2.2.1. Kerberos Settings

Prerequisites

Before setting up Kerberos for Files View, you must first set up Kerberos for Ambari by
configuring the Ambari Server daemon with a Kerberos principal and keytab.

Steps

After you have set up Kerberos for Ambari, in Files View > Settings, enter the following
properties:

Property Description Example Value

WebHDFS Username This is the username the view will access |${username}
HDFS as. Leave this default value intact
to represent the authenticated view user.

WebHDFS Authorization This is the semicolon-separated auth=KERBEROS;proxyuser=ambari-server
authentication configuration for
WebHDFS access. **This property is only needed if the view is Custom

Configured or Ambari Server is Kerberized before 2.4.0.

With a Kerberos setup, the proxy user setting should be the primary value of the Kerberos
principal for Ambari Server. For example, if you configured Ambari Server for Kerberos
principal ambari-server@EXAMPLE.COM, this value would be ambari-server.

More Information

Configuring Views for Kerberos

2.10.2.2.2. Cluster Configuration: Local

The Local Ambari Managed Cluster Configuration option is enabled on the Ambari Admin
page if you are managing a cluster with Ambari. When enabled, you can choose this option
and Ambari will automatically configure the view based on how the cluster is configured.

When you configure the view using the Local option, the Files View communicates with
HDFS based on the fs.defaultFS property (for example: hdfs://namenode:8020). The View
also determines whether NameNode HA is configured and adjusts accordingly.

2.10.2.2.3. Cluster Configuration: Custom

These properties are required if using Custom configuration.

Required Properties Description Example Value

WebHDFS FileSystem URI The WebHDFS FileSystem URI webhdfs://namenode:50070
in the format webhdf s: //
<HOST>: <HTTP_PORT>

These properties are required if your cluster is configured for NameNode HA.

Property Description Example Value

Logical name of the Comma-separated list of nameservices. hdfs-site/dfs.nameservices
NameNode cluster
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Property Description

Example Value

For example:

nameservice

List of NameNodes
a given nameservice.

Comma-separated list of NameNodes for

hdfs-site/dfs.ha.namenodes
For example:

namenode1,namenode2

First NameNode RPC Address

RPC address for first name node.

hdfs-site/dfs.namenode.rpc-address.
[nameservice].[namenode1]

Second NameNode RPC

RPC address for second NameNode.

hdfs-site/dfs.namenode.rpc-address.

Address [nameservice].[namenode2]
First NameNode HTTP WebHDFS address for first NameNode. hdfs-site/dfs.namenode.http-address.
(WebHDFS) Address [nameservice].[namenode1]

WebHDFS address for second
NameNode.

Second NameNode HTTP
(WebHDFS) Address

hdfs-site/dfs.namenode.http-address.
[nameservice].[namenode2]

Failover Proxy Provider
contact the Active NameNode.

The Java class that HDFS clients use to

hdfs-site/
dfs.client.failover.proxy.provider.
[nameservice]

2.10.2.2.4. Troubleshooting

Error

Solution

500 Usernames not matched: name=root != expected=ambari-
server

If your cluster is configured for Kerberos, double-check
WebHDFS Authorization setting and confirm the “proxyuser="
part of the string is set to the Ambari Server principal name.

For example:

auth=KERBEROS; proxyuser=ambari-server

500 User: ambari-server is not allowed to impersonate admin

HDFS has not been configured for Ambari as a proxy user.

500 SIMPLE authentication is not enabled. Available:[TOKEN,
KERBEROS]

If your cluster is configured for Kerberos, you cannot use

the Local Cluster Configuration option. You must use the
Custom Cluster Configuration option and enter the WebHDFS
FileSystem URI.

For example:

webhdfs://namenode:50070

More Information
Kerberos Settings [32]
Configuring Your Cluster

Cluster Configuration: Custom [32]

2.10.3. Configuring Falcon View

Hadoop administrators can use Falcon View to centrally define, schedule, and monitor data
management policies. Falcon uses those definitions to auto-generate workflows in Apache

Oozie.
This section describes:

» Configuring Your Cluster for Falcon View [34]
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* Installing and Configuring Falcon View [35]

2.10.3.1. Configuring Your Cluster for Falcon View

For Falcon View to access HDFS, the Ambari Server daemon hosting the view must act as
the proxy user for HDFS. This allows Ambari to submit requests to HDFS on behalf of the
Falcon View users. This is critical since Falcon View stores metadata about the user Falcon
entity definitions. Falcon View users must have a user directory set up in HDFS.

2.10.3.1.1. Set up HDFS Proxy User

To set up an HDFS proxy user for the Ambari Server daemon account, you need to
configure the proxy user in the HDFS configuration. This configuration is determined by the
account name the ambari-server daemon is running as. For example, if your ambari-server
is running as root, you set up an HDFS proxy user for root.

Steps
1. In Ambari Web, browse to Services > HDFS > Configs.
2. Under the Advanced tab, navigate to the Custom core-site section.

3. Click Add Property... to add the following custom properties:

hadoop. pr oxyuser. root . gr oups="users"
hadoop. pr oxyuser . r oot . host s=anmbari - server . host name

Notice the anbar i - ser ver daemon account name root is part of the property name.
Be sure to modify this property name for the account name you are running the ambari-
server as. For example, if you were running anbar i - ser ver daemon under an account
name of anbar i usr, you would use the following properties instead:

hadoop. proxyuser . anbari usr. gr oups="users"
hadoop. pr oxyuser . anbari usr. host s=anbari - ser ver . host nane

Similarly, if you have configured Ambari Server for Kerberos, be sure to modify this
property name for the primary Kerberos principal user. For example, if ambari-server is
setup for Kerberos using principal ambari-server@EXAMPLE.COM, you would use the
following properties instead:

hadoop. pr oxyuser . anbari - server. gr oups="users"
hadoop. pr oxyuser . anbari - server. host s=anbari - server. host nane

4. Save the configuration change and restart the required components as indicated by
Ambari.

More Information
Ambari Server for Kerberos
2.10.3.1.2. Set up HDFS User Directory

Falcon View stores user metadata in HDFS. By default, the location in HDFS for this
metadata is / user/ ${ user nane} where ${ user nane} is the username of the currently
logged in user that is accessing Falcon View.
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c Important

Since many users leverage the default Ambari admin user for getting started
with Ambari, the / user / admi n folder needs to be created in HDFS. Therefore,
be sure to create the admin user directory in HDFS using these instructions prior
to using the view.

To create user directories in HDFS, do the following for each Falcon View user:
Steps
1. Connect to a host in the cluster that includes the HDFS client.

2. Switch to the hdfs system account user.

su - hdfs

3. Using the HDFS client, make an HDFS directory for the user. For example, if your
username is admin, you would create the following directory.

hadoop fs -nkdir /user/admn

4. Set the ownership on the newly created directory. For example, if your username is
admin, you would make that user the directory owner.

hadoop fs -chown adm n: hadoop /user/adm n
2.10.3.2. Installing and Configuring Falcon View

You must manually copy the . j ar file for Falcon View, then configure Ambari to access the
view. You can install Falcon View in a secure or an unsecure cluster. If using a secure cluster,
Ambari and Falcon must be properly configured with Kerberos.

Prerequisites

* Apache Falcon must have been installed and configured, and be deployed in Ambari.
For an Ambari-managed installation, Falcon is included as a default service.

* The users and groups for Falcon must exist in Ambari prior to installing the Falcon View.

* Falcon must have been configured as a proxy super user in the 00zi e- si t e properties
and in the HDFS cor e- si t e properties.

Steps

1. Copy the Falcon View f al con- anbari - vi ew. j ar file from the Falcon server/
webapp directory to the Ambari server / vi ews directory.

¢ |If the Falcon and Ambari servers are on the same host, use the copy command:

cp /usr/hdp/current/fal con-server/server/webapp/fal con-anbari-view jar /
var/li b/ anmbari -server/resources/ vi ews/

* If the Falcon server is on a remote host, use the secure copy command for your
operating system.

35



Hortonworks Data Platform April 3, 2017

A key pair might be required. See your operating system documentation for more
information about remote copies.

2. Restart the Ambari server.

[ r oot @at aMovenent Docs-1 ~]# anbari-server restart

3. In Ambari Web, browse to user _nane > Manage Ambari.

About

Manage Ambari
Settings

Sign out

4. Under Deploy Views, click Views, then click Falcon > Create Instance in the Views list.
5. Provide the required Details information.
Instance Name: 250 characters, no spaces, no special characters
Display Name: 250 characters, including spaces; no special characters; can be the same as

the Instance Name
Description: 140 characters max, including spaces; special characters allowed

3 Note

If you enter more than the allowed number of characters, you might see the
error message Cannot create instance: Server Error.

6. Select a cluster configuration.

The Local and Remote fields populate with the names of available clusters. The
authentication type for the cluster is automatically recognized.

To use a custom cluster location, enter the Falcon service URI and authentication type of
si mpl e or ker ber os.

7. Click Save.
The Permissions section displays at the bottom of the Views page.
8. (Optional) Set the permissions for access to the view.

9. Hover over the Views icon to verify that your Falcon View is available in the menu.

3 Note

Do not click on the Falcon link yet. You must make additional configuration
changes before you can access the Falcon View.
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|

YARN Queue Manager
Files View

Falcon — afffes
Hive View
SmartSense View

Tez View

Workflow Manager

10Click the Ambari icon to return to the Dashboard window, then click the Falcon service
and the Configs tab.

& HOFS Summary Configs I el Links = Sarvice Actions =

@ YARM
© MapAsduca? Summary m
Taz Falcon Server @ Started CTET0)

Cliaris 2 Fadcon Cllarrs inass

& Hva

& HBnso

© Ambari Irfra
11Scroll to the Falcon startup.properties section, locate the *.application.services
field, and enter the following services immediately above the line
or g. apache. f al con. met adat a. Met adat aMappi ngSer vi ce:
org. apache. fal con. servi ce. G oupsServi ce, \

or g. apache. fal con. servi ce. ProxyUser Servi ce, \

12 Add the proxy user for hosts and groups in the Custom falcon-runtime.properties
section.

The proxy user is the user that the Falcon process runs as, typically Falcon.
a. Click Add Property.
b. Add the following key/value pairs.
Substitute #USER# with the proxy user configured for the Ambari server.
» Key=*.falcon.service.ProxyUserService.proxyuser.#USER#.hosts, Value=*
These are the hosts from which #USER# can impersonate other users.

» Key=*.falcon.service.ProxyUserService.proxyuser.#USER#.groups, Value=*
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These are the groups that the users being impersonated must belong to.

Example 2.1. Substitute #USER#

In the key/value pairs above, if the #USER# is “falcon”, enter
* fal con. servi ce. ProxyUser Servi ce. proxyuser. fal con. host s.

The wildcard value=* (asterisk) is used to allow impersonation from any host or of any
user. If you don't use the wildcard character, enter the appropriate host or group values.

Add Property

Type falcon-runtime. proparties.xml L L
Kay * falcon.service. ProxyUserService.proxyuser. falcon.groups
Value

=

13Click Save on the information bar at the top of the Configs page.

m admin m admin m admin w admin m admin m admin

B hours g0 B hours ago 9 hours ago B hours ago 8 hours ago about a day ago
HDP-2.5 HOP-2.5 HOP-2.5 HDP-2.5 HDP-2.5 HDP-2.5

V18 «+ admin authored on Fri, Aug 12, 2016 13:18

* Falcon Server

If you try to leave the page without clicking Save, you see a Warning message. Click Save
in the Warning dialog box.

ARestart Requir ed message displays at the top of the Falcon Configs page.
14 Click Restart > Restart All Affected to restart the Falcon services.

15When the restart completes, verify that you can access the Falcon View by clicking Falcon
in the Views menu.

More Information
Adding a Service to your Hadoop cluster
Installing Apache Falcon

Managing Users and Groups
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2.10.4. Configuring Hive View

This section describes:
» Upgrading Your Hive View [39]
» Configuring Your Cluster for Hive View [40]
* Creating a Hive View Instance [42]
* Troubleshooting Hive View [48]
Prerequisites
* Prepare your Ambari Server for hosting views.
It is strongly recommended that you:
¢ increase the amount of memory available to your Ambari Server
* run a standalone Ambari Server to host the views
* Install Tez View when you install Hive View. Tez View integrates with Hive View.
Hive View Versions

With the release of Apache Ambari 2.5.0, two Hive View versions install as part of your
Hortonworks Data Platform distribution:

Hive View 1.5
Hive View 2.0

Both versions are JDBC-based. You can run both views simultaneously, use only one of the
views, or upgrade your data from the older view to the newer view.

c Important

In the Ambari Ul and in this documentation going forward, Hive View refers to
version 1.5 of the view and Hive View 2.0 is the term to differentiate the new
version of the view from the previous version.

More Information
Preparing Ambari Server for Views [5]
Running Ambari Server Standalone [7]

Using Tez View [117]
2.10.4.1. Upgrading Your Hive View

If you are upgrading from Apache Ambari 2.4.0 to Apache Ambari 2.5.0 and want to
upgrade and migrate the data and queries from Hive View to Hive View 2.0, first create a
new instance of the Hive View and then migrate your queries.

Migrating your queries into the new view

39



Hortonworks Data Platform April 3, 2017

Create a new Hive View 2.0 instance and then migrate the saved queries from the Hive
View 1.5 instance to the new instance. To do that, run the following curl command.

curl -v -u admin:admin -X PUT -H X- Requested-By:1 http://<host/ip anbari
server >: 8080/ api / v1/ vi ews/ <vi ew nane>/ ver si ons/ <versi on of target view>/
i nst ances/ <i nst ance nanme of target view>/m grate/<version of source
vi ew>/ <i nst ance nane of source view>

For information on where to get the specific parameters listed in the curl command, refer
to the following figure:

View HIVE
Version 2.0.0
Details
Instance Name AUTO_HIVE20_INSTANCE
Display Name Hive View 2.0
Description This view instance is auto created when the Hive service is added to a cluster.
Short URL /main/view/HIVE/auto_hive20_instance

Visible

2.10.4.2. Configuring Your Cluster for Hive View

For Hive View to access HDFS, the Ambari Server daemon hosting the view needs to act

as the proxy user for HDFS. This allows Ambari to submit requests to HDFS on behalf of
Hive View users. This is critical since the Hive View will store metadata about their user Hive
queries in HDFS. This also means users that access Hive View must have a user directory
setup in HDFS.

If you are running views in an operational Ambari server (one that is operating the cluster)
Ambari does this setup by default. You should verify that the HDFS proxy user and user
directory settings are correct. If you are running views on a standalone server, you must set
up proxy user settings manually.

2 Important
For clusters with wire encryption enabled: You must configure a Hive session
parameter to use Hive View:
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1. Click the drop-down menu of your username profile (top right corner of
window).

2. Click Manage Ambari > Views > Hive > Hive View or Hive View 2.0.
3. Click the Edit icon in the Settings part of the window.

4. In the the Hive Session Parameters field, enter
ssl Trust St ore=/ et c/ security/serverKeys/
hi vetruststore.jks;trust St orePasswor d=your _password,
inserting a real password in place of your_password. If you do not specify a
password, the default password that gets assigned is changei t .

5. Click Save.
More Information
Set up HDFS Proxy User [41]

Set up HDFS User Directory [42]
2.10.4.2.1. Set up HDFS Proxy User

To set up an HDFS proxy user for the Ambari Server daemon account, you must configure
the proxy user in the HDFS configuration. This configuration is determined by the account
name the ambari-server daemon is running as. For example, if your ambari-server is
running as root, you set up an HDFS proxy user for root with the following:

Steps:
1. In Ambari Web, browse to Services > HDFS > Configs.
2. Under the Advanced tab, browse to the Custom core-site section.

3. Click Add Property... to add the following custom properties:

hadoop. pr oxyuser. root . gr oups="users"
hadoop. proxyuser. root . host s=anbari - server. host nane

Notice the ambari-server daemon account name root is part of the property name. Be
sure to modify this property name for the account name you are running the ambari-
server as. For example, if you were running ambari-server daemon under an account
name of ambariusr, you would use the following properties instead:

hadoop. pr oxyuser . anbari usr. gr oups="users"
hadoop. proxyuser . anbari usr. host s=anbari - server. host name

Similarly, if you have configured Ambari Server for Kerberos, be sure to modify this
property name for the primary Kerberos principal user. For example, if ambari-server is
setup for Kerberos using principal ambari-server@EXAMPLE.COM, you would use the
following properties instead:

hadoop. proxyuser . anbari - server. gr oups="users"
hadoop. proxyuser . anbari - server . host s=anbari - server. host nane
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4. Save the configuration change and restart the required components as indicated by
Ambari.

More Information
Ambari Server for Kerberos
2.10.4.2.2. Set up HDFS User Directory

The Hive View stores user metadata in HDFS. By default, the location in HDFS for this
metadata is / user / ${ user nane} where ${ user nane} is the username of the currently
logged in user that is accessing the Hive View.

c Important

Since many users leverage the default Ambari admin user for getting started
with Ambari, you must create the / user/ admi n folder in HDFS using these
instructions before using Hive view.

To create user directories in HDFS, for each Hive View user:
Steps
1. Connect to a host in the cluster that includes the HDFS client.

2. Switch to the hdfs system account user.

su - hdfs

3. Using the HDFS client, make an HDFS directory for the user. For example, if your
username is admin, you would create the following directory.

hadoop fs -nkdir /user/admn

4. Set the ownership on the newly created directory. For example, if your username is
admi n, you would make that user the directory owner.

hadoop fs -chown admi n: hadoop /user/adm n

2.10.4.3. Creating a Hive View Instance
Steps
1. Click Manage Ambari to open the Ambari Admin user interface.
2. Click Views > Hive > Create Instance.

3. On the Create Instance page, select the Version. If multiple Hive View JAR files are
present, choose one.

4. Enter the following view instance details:

Table 2.1. Hive View Instance Details

Property Description Example Value

Instance Name This is the Hive view instance name. |AUTO_HIVE_INSTANCE
This value should be unique for all

42


https://docs.hortonworks.com/HDPDocuments/Ambari-2.5.0.3/bk_ambari-views/content/configuring_views_for_kerberos.html

Hortonworks Data Platform April 3, 2017

Property Description Example Value

Hive view instances you create. This
value cannot contain spaces and is

required.

Display Name This is the name of the view link Hive View
displayed to the user in Ambari Web.

Description This is the description of the view Auto-created when the Hive service is
displayed to the user in Ambari Web. | deployed.

Short URL Alternative to full URL to quickly Auto-created when the Hive service is
navigate to the Hive View. deployed.

Visible This checkbox determines whether | Visible or Not Visible
the view is displayed to users in
Ambari Web.

5. The Settings and Cluster Configuration options depend on a few cluster and
deployment factors in your environment. Typically, you can accept the default Settings
unless you are using the Hive View with a Kerberos-enabled cluster.

6. Click Save.

More Information

Settings and Cluster Configuration [43]

2.10.4.3.1. Settings and Cluster Configuration

Ambari configures Hive View settings automatically when you choose to add the Hive
service.

Tip

To use Hive View with a Hive LLAP (interactive query) environment, set the Use
Interactive Mode property settingtot r ue.

Figure 2.2. Default Hive View Settings

Ly
Settings # Edit

Hive Session Parameters
"ebHDFS Username S{usermamea}

WebHDFS Authentication

Instance name of Tez view

Scripts HDFS Directory® fusenS{usarmame}lhive/scripts
Jobs HDFS Directory* fusarS{usarmname}hivejobs
Default script settings file* fusenS{usamame}/.${instanceNama}.default Settings
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An example default Hive View cluster configuration is shown in the following figure:

Figure 2.3. Default Hive View Cluster Configuration

k

' Cluster Configuration # Edit

« Local Cluster

Cluster Mame

Remaote Cluster

Cluster Mame

Custom

HiveServer2 JDBC Url*

Hive Metastore directory

WebHDFS FileSystem URI®

Logical name of the
NameNode cluster

List of Mamehodes

First NameMNode RPC
Address

Sacond MameModa RPC
Address

First NameNode HTTP
[WebHDFS) Address

Second MameaMode HTTP
(WebHDFS) Address

First NameNoda HTTPS
[WebHDFS) Address

Second NamaMode HTTPS
(WebHDFS) Address

Failover Praoxy Provider

Umask

Auth To Local

YARN Application Timeline
Server URL*

YARMN ResourceManager
URL*

jdbc:hive2:/127.0.0.1:10000

fapps/hive/warehouse

wabhdfs://namenode: 50070

nz2z2

httpafyarn.ats.address:8188

httpu/fyarn.resourcamanager.address: 8088
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If required for migrating view instances, find and modify the following cluster configuration

settings, using Ambari Web.

HiveServer2 JDBC URL

Hive Metastore directory

WebHDFS FileSystem URI*

Logical Name of the NameNode
cluster

List of NameNodes

First NameNode RPC Address

Second NameNode RPC Address

First NameNode HTTP
(WebHDFS) Address

Second NameNode HTTP
(WebHDFS) Address

Click Hive > Summary to view the URL, displayed at the
bottom of the Summary list.

For example:

jdbc:hive2://

¢6403.ambari.apache.org:2181,c¢6401.ambari.apache.org:2181,c6402.an

Click Hive > Configs > Advanced > General. For
example, /apps/hive/warehouse

Click HDFS > Configs > Advanced >Advanced hdfs-site
For example dfs.nameserviceid.http-address

For HA: Click HDFS > Configs > Advanced >
Advanced hdfs-site > dfs.nameservice.id. When

you enter the value in the view definition, pre-pend
"webhdfs://" to the value you find in the advanced
HDFS configuration settings. For example, webhdfs://
¢6401.ambari.apache.org:50070 or webhdfs://
nameserviceid

Click HDFS > Configs > Advanced > Advanced hdfs-site
> dfs.namenode.rpc-address.

See the first address in the list. For example,
¢6401.ambari.apache.org

Click HDFS > Configs > Advanced > Advanced hdfs-site
> dfs.namenode.rpc-address.

See the second address in the list. For example,
¢6402.ambari.apache.org

Click HDFS > Configs > Advanced > Advanced hdfs-site
> dfs.namenode.http-address

See the first address in the list. For example,
¢6401.ambari.apache.org

Click HDFS > Configs > Advanced > Advanced hdfs-site
> dfs.namenode.http-address

See the second address in the list. For example,
¢6402.ambari.apache.org
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First NameNode HTTPS
(WebHDFS) Address

Second NameNode HTTPS
(WebHDFS) Address

Failover Proxy Provider

Umask

Auth To Local

YARN Application Timeline
Server URL*

YARN ResourceManager URL*

For NameNode High Availability

Click HDFS > Configs > Advanced > Advanced hdfs-site
> dfs.namenode.https-address

See the first address in the list. For example,
c6401.ambari.apache.org

Click HDFS > Configs > Advanced > Advanced hdfs-site
> dfs.namenode.https-address

See the second address in the list. For example,
c6402.ambari.apache.org

Click HDFS > Configs > Advanced > Advanced hdfs-site
> dfs.client.failover.proxy.provider[nameservice]

Click HDFS > Configs > Advanced > Advanced hdfs-site
> fs.permissions.umask-mode

The default value is 022. Do not change this value
unless you are sure that you understand the effects
of changing the value on your Hive View cluster. The
umask property defines the file mode creation mask,
which controls how file permissions are configured in
new files.

Click HDFS > Configs > Advanced > Advanced core-site
> hadoop.security.auth_to_local

Click YARN > Configs > Advanced >

Application Timeline Server > yarn.timeline-
service.webapp.address. When you enter the value in
the view definition, pre-pend "http://" to the value you
find in the YARN advanced configuration settings. For
example, http://c6401.ambari.apache.org:8188

Click YARN > Configs > Advanced > Advanced yarn-
site > yarn.resourcemanager.webapp.address.
When you enter the value in the view definition,
pre-pend "http://" to the value you find in the YARN
advanced configuration settings. For example, http://
¢6401.ambari.apache.org:8088

The following values must be entered for primary and secondary NameNodes:

First NameNode RPC Address,
or Second NameNode RPC
Address

First NameNode HTTP
(WebHDFS) Address, or Second

Select the primary or secondary NameNode to view
settings from that host in the cluster. When you enter
the value in the view definition, pre-pend "http://" to
the value you find in the advanced hdfs-site settings.
For example, http://c6401.ambari.apache.org:8020

Click HDFS > Configs > Advanced > Advanced hdfs-
site > dfs.namenode.http-address. \WWhen you enter the
value in the view definition, pre-pend "http://" to the
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NameNode HTTP (WebHDFS)
Address

value you find in the advanced hdfs-site settings. For
example, http://c6401.ambari.apache.org:50070

To get First NameNode RPC Address values:
Steps

1. In Ambari Web, browse to HDFS > Summary page. Click NameNode (primary) or
SNameNode (secondary) to view the host page:

Figure 2.4. HDFS Service Page in Ambari

‘m Summary  Heatmaps  Configs Quick Lirks - Service Actions -
@ YARN
© MapReduca? Summmary [ No alerts
O Tez Disk Remaining 1.1 TB /1.3 TB (21.10%)
Blocks {total) 738
© Hive
® Block Emors 0 comupt replica /0 missing / 0 under
HBa:
- DataModes Status 3 live / 0 dead /0 decommissioning replicated
2 rg JournalNodes 040 JournalNodes Live Total Files + Diractories 847
8 Oozie NFSGateways 00 Started Upgrade Status Mo pending upgrade
@ ZookKeeper NameMode Uptime 8.12 days Safe Mode Status Mot In safe moda
@ Storm NameNode Heap 102.8 MB / 1011.3 MB (10.2% used)
_ Disk Usage (DFS Used) 5.1 GB /1.3 TB (0.40%)
S Ambari Infra
Disk Usage (Non DFS Used) 109.1 GB /1.3 T8 (8.50%)
9 Ambari Metrics

2. On the host page, click Configs > Advanced.

3. Enter r pc in the Filter search well at the top right corner of the page or browse to the
Advanced hdfs-site settings to find the dfs.namenode.rpc-address value that you can
enter into the Hive View definition. Here is an example of using the Filter to locate a
value:

Figure 2.5. Using the Filter to Search Advanced hdfs-site Settings

Summary Haatmapa Configs Quick Links~ Sarvice Actions -
Group  Default (3) Manage Config Groups e o -
admin
T days ago
HODP-2.5

W + admin authored on Mon, Oct 03, 2046 09:50

ngs  Advanced

¥ Advanced hdfs-sita

dfs.namenoda.rpc-addrass
dfs.namencde.rpc- cB401.ambari.apache.org:B020 I |
address RPC address that handles all clients requests.

More Information
Kerberos Setup for Hive View [48]
2.10.4.3.2. User Permissions for Hive Views

After saving the Hive View instance definition, grant permission on the view for the set of
users who can use the view:
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Figure 2.6. Granting User Permissions to Hive Views
.“' Permissions

Parmission Grant permission to these users Grant permission to these groups

Use

admin

Local Cluster Permissions

Grant Use permission for the following mycluster Roles:

¢ Cluster Administrator
# Cluster Oparator
¥ Sarvice Operator
+ Sarvice Administrator

* Cluster User

Chack AN | Clear A

2.10.4.3.3. Kerberos Setup for Hive View
Prerequisites
Set up basic Kerberos for the Ambari server that manages Views.
Steps

After you have set up Kerberos on the Ambari Views server, you must manually set the
following Hive View property:

WebHDFS Authentication aut h=KERBERCS; pr oxyuser =<anbari - pri nci pal -
nane>

This property is only needed if the view is Custom
Configured or Ambari Server is Kerberized before 2.4.0.

More Information

Set Up Kerberos for Ambari Server
2.10.4.4. Troubleshooting Hive View

Table 2.2. Troubleshooting Hive Views Errors

Error Solution

User: root is not allowed to impersonate admin HDFS has not been configured for Ambari as a proxy user.

E090 HDFS020 Could not write file /user/admin/hive/jobs/ | The user does not have a user directory in HDFS for the
hive-job-1-2015-10-30_02-12/query.hqgl [HdfsApiException] |view to store metadata about the view.
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More Information
Set up HDFS Proxy User [41]

Set up HDFS User Directory [42]

2.10.5. Configuring Pig View

This section describes:
» Configuring Your Cluster for Pig View [49]

* Creating a Pig View Instance [52]

2.10.5.1. Configuring Your Cluster for Pig View

For Pig View to access HDFS, the Ambari Server daemon hosting the view needs to act as
the proxy user for HDFS. This allows Ambari to submit requests to HDFS on behalf of the
users using the Pig View. This is critical since Pig View will store metadata about the user Pig
scripts. This also means users that will access Pig View must have a user directory setup in
HDFS. In addition, Pig View uses WebHCat to submit Pig scripts so the View needs a proxy
user for WebHCat.

If you are running views in an operational Ambari server (one that is operating the cluster)
Ambari does this setup by default. You should verify that the HDFS and WebHCat proxy

user and the HDFS user directory settings are correct. If you are running views on a
standalone server, you must setup proxy user settings manually.

More Information
Set up HDFS Proxy User [49]
Set up WebHCat Proxy User [50]
Set up HDFS User Directory [51]
2.10.5.1.1. Set up HDFS Proxy User
To set up an HDFS proxy user for the Ambari Server daemon account, you need to
configure the proxy user in the HDFS configuration. This configuration is determined by the
account name the ambari-server daemon is running as. For example, if your ambari-server
is running as root, you set up an HDFS proxy user for root with the following:
Steps
1. In Ambari Web, browse to Services > HDFS > Configs.

2. Under the Advanced tab, navigate to the Custom core-site section.

3. Click Add Property... to add the following custom properties:

hadoop. pr oxyuser. root . gr oups="users"
hadoop. proxyuser. root . host s=anbari - server. host nane
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Notice the ambari-server daemon account name root is part of the property name. Be
sure to modify this property name for the account name you are running the ambari-
server as. For example, if you were running ambari-server daemon under an account
name of ambariusr, you would use the following properties instead:

hadoop. proxyuser . anbari usr. gr oups="users"
hadoop. pr oxyuser . anbari usr. host s=anbari - server. host nane

Similarly, if you have configured Ambari Server for Kerberos, be sure to modify this
property name for the primary Kerberos principal user. For example, if ambari-server is
setup for Kerberos using principal ambari-server@EXAMPLE.COM, you would use the
following properties instead:

hadoop. proxyuser . anbari - server. gr oups="users"
hadoop. pr oxyuser . anbari - server. host s=anbari - server . host nane

4. Save the configuration change and restart the required components as indicated by
Ambari.

More Information

Ambari Server for Kerberos
2.10.5.1.2. Set up WebHCat Proxy User

You must set up an HDFS proxy user for WebHCat and a WebHCat proxy user for the
Ambari Server daemon account.

To setup the HDFS proxy user for WebHCat :

Steps

1. In Ambari Web, browse to Services > HDFS > Configs.

2. Under the Advanced tab, navigate to the Custom core-site section.

3. Click Add Property... to add the following custom properties:

hadoop. pr oxyuser . hcat . gr oups=*
hadoop. proxyuser . hcat . host s=*

4. Save the configuration change and restart the required components as indicated by
Ambari.

To setup a WebHCat proxy user for the Ambari Server daemon account, you need to
configure the proxy user in the WebHCat configuration. This configuration is determined by
the account name the ambari -server daemon is running as. For example, if your ambari -
server is running as root, you set up an WebHCat proxy user for root with the following:

Steps
1. In Ambari Web, browse to Services > Hive > Configs.

2. Under the Advanced tab, navigate to the Custom webhcat-site section.
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3.

Click Add Property... to add the following custom properties:

webhcat . pr oxyuser. root . gr oups=*
webhcat . proxyuser. root . host s=*

Notice the ambari-server daemon account name root is part of the property name. Be
sure to modify this property name for the account name you are running the ambari-
server as. For example, if you were running ambari-server daemon under an account
name of ambariusr, you would use the following properties instead:

webhcat . proxyuser. anbari usr. gr oups=*
webhcat . proxyuser. anbari usr. host s=*

Similarly, if you have configured Ambari Server for Kerberos, be sure to modify this
property name for the primary Kerberos principal user. For example, if ambari-server is
setup for Kerberos using principal ambari-server@EXAMPLE.COM, you would use the
following properties instead:

webhcat . proxyuser. anbari - server. gr oups=*
webhcat . proxyuser. anbari - server. host s=*

. Save the configuration change and restart the required components as indicated by

Ambari.

More Information

Ambari Server for Kerberos

2.10.5.1.3. Set up HDFS User Directory

The Hive View stores user metadata in HDFS. By default, the location in HDFS for this
metadata is / user/ ${ user nane} where ${ user nane} is the username of the currently
logged in user that is accessing the Hive View.

2 Important

Since many users leverage the default Ambari admin user for getting started
with Ambari, the / user / admi n folder needs to be created in HDFS. Therefore,
be sure to create the admin user directory in HDFS using these instructions prior
to using the view.

To create user directories in HDFS, for each PigView user :

Steps

1.

2.

Connect to a host in the cluster that includes the HDFS client.

Switch to the hdfs system account user.

su - hdfs

. Using the HDFS client, make an HDFS directory for the user. For example, if your

username is admin, you would create the following directory.

hadoop fs -nkdir /user/admn
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4. Set the ownership on the newly created directory. For example, if your username is
admin, you would make that user the directory owner.

hadoop fs -chown admi n: hadoop /user/adm n

2.10.5.2. Creating a Pig View Instance

To create a Pig View Instance:

Steps

1. Browse to the Ambari Admin interface.

2. Click Views, expand the Pig View, and click Create Instance.

3. On the Create Instance page, select Version. If multiple Pig View jars are present,
choose one.

4. Enter the Details and Settings. The Instance Name appears in the URI, the Display Name
appears in the Views drop-down list, and the Description helps multiple users identify the
view:

Figure 2.7. Pig View Details and Settings

View L]

Version
Details
Instance Name ETLPg

Dispilary Nams ETLPg

Sottings
WobHDFS Usemame Slusermaims)
WebHDFS Authentication auth=SIMPLE
WebHCat Usarmama

Seripts HOFS Directory”

Jobs HOFS Directory”

5. Scroll down, and enter the Cluster Configuration information, which tells the Pig View
how to access resources in the cluster. For a cluster that is deployed and managed by
Ambari, select Local Ambari Managed Cluster:
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Figure 2.8. Pig View Cluster Configuration

Cluster Configuration

# Local Amibasi Managed Clusber

Clustor Nama MyCluster

Custom

WebHOFS FileSystorn URI®

Legical nam of the
NamaNoce cluster

List of Namedodes

First NameNode RPC
Address

Second Namoode RPG
Addrnss

First NameNode HTTP
(WebHDFS) Address.

Second NameNode HTTP
{WobHOFS) Address

Fallover Proxy Provider
WebHCat Hostname®

WetHCat Port* 50111

6. Click Save, give Permissions to the appropriate users and groups, and click Go to
instance at the top of the page to go to the view instance.

2.10.5.3. Getting Correct Configuration Values for Manually-Deployed
Clusters

If you have manually deployed your cluster, you must enter cluster configuration values in
the Pig View Create Instance page. The following table explains where you can find cluster
configuration settings in Ambari.

Scripts HDFS Directory* Juser/${username}/pig/scripts
Jobs HDFS Directory* Juser/${username}/pig/jobs
WebHDFS FileSystem URI* Click HDFS > Configs > Advanced hdfs-site >

dfs.namenode.http-address. When you enter the
value in the view definition, pre-pend webhdf s: //
to the value you find in the advanced HDFS
configuration settings. For example, webhdfs://
¢6401.ambari.apache.org:50070

WebHCat Hostname* Click Hive > Configs > Advanced > WebHCat Server
> WebHCat Server host to view the hostname. For
example, ¢6402.ambari.apache.org

WebHCat Port* Click Hive > Configs > Advanced > Advanced webhcat-
site > templeton.port to view the port number. For
example, 50111

For NameNode High Availability
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The following values must be entered for primary and secondary NameNodes:

First NameNode RPC Address or  Select the primary or secondary NameNode to view

Second NameNode RPC Address  settings from that host in the cluster. When you enter
the value in the view definition, pre-pend htt p: // to
the value you find in the advanced hdfs-site settings.
For example, http://c6401.ambari.apache.org:8020

First NameNode HTTP Click HDFS > Configs > Advanced > Advanced hdfs-
(WebHDFS) Address or Second site > dfs.namenode.http-address. When you enter the
NameNode HTTP (WebHDFS) value in the view definition, pre-pend htt p: // to the
Address value you find in the advanced hdfs-site settings. For
example, http://c6401.ambari.apache.org:50070

To get First NameNode RPC Address values:
Steps

1. In Ambari Web, browse to the HDFS Summary page. Click NameNode (primary) or
SNameNode (secondary) to view the host page:

Figure 2.9. HDFS Service Page in Ambari

‘m Summary Heatmaps Configs Quick Links - Service Actions -

© YARN
| No alerts

© MapReduce? =

O Taz Disk Remaining 1.1 TB /1.3 TB (21.10%)
Blocks {total) 738
@ Hive -

® Block Emors 0 commupt replica /0 missing / 0 under
HBase .
Datahodes Status 3 live / 0 dead / 0 decommissioning replicated

~ Pig JournalNodes V0 JournalNodes Live Total Flles + Directories 847
B Oozie NFSGateways 00 Started Upgrade Status Mo pending upgrade
@ ZooKeeper MameMode Uptime 6.12 days Safe Mode States Mot In safe moda
® Storm NameNode Heap 102.8 MB./ 1011.3 MB (10.2% used)
Disk Usage (DFS Used) 5.1 GB /1.3 TB (0.40%)
S Ambari Infra

Disk Usage (Non DFS Used) 109.1 GB /1.3 T8 (8.50%)
@ Ambar Matrics

2. On the host page, click Configs > Advanced.

3. Enter r pc in the Filter search well at the top right corner of the page or navigate to
the Advanced hdfs-site settings to find the dfs.namenode.rpc-address value that you
can enter into the Pig View definition. Here is an example of using the Filter to locate a
value:
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Figure 2.10. Using the Filter to Search Advanced hdfs-site Settings

Summary Heatmaps Configs

Quick Links=~ Sarvice Actions =
Group | Defautt (3) Manage Config Groups pc o -
admin
T days ago
HDP-2.5

E W « admin authored on Mon, Oct 03, 2046 09:50

Setfings ~ Advanced

¥ Advanced hdfs-sita

dfs.namencde.rpe-

dfs.namenoda.rpc-address
cB401 .ambari.apache.org:8020 I
address

RPC address that handles all clients requests.

2.10.5.4. User Permissions for Pig View

After saving the Pig View instance definition, grant view permissions for all Pig View users
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Figure 2.11. Granting User Permissions to Pig View

Views My Pig View o

View MG
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Dsalails F
Inslanoe Mams Mg o
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2.10.5.5. Kerberos Setup for Pig View
Prerequisites
Set up basic Kerberos for the Ambari views server.
Steps

After you have set up Kerberos on the Ambari Views server, you must manually set the
following Pig View property:

WebHDFS Authentication aut h=KERBERGCS; pr oxyuser =<anbari - pri nci pal -
name>

This property is only needed if the view is Custom
Configured or Ambari Server is Kerberized before 2.4.0.

For example, see the following figure:
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Figure 2.12. Kerberos Settings for Pig View

Propertios /B
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More Information

Set Up Kerberos for Ambari Server

2.10.6. Configuring Slider View

To configure Slider View:

Steps

1. From the Ambari Admin interface, browse to the Views section.

2. Click to expand the Slider view and click Create Instance.

3. Enter the instance name, the display name and description.

4. Enter the configuration properties for your cluster.

Property Description Example

Ambari Server URL (required) The Ambari REST URL to the cluster |http://ambari.server:8080/api/v1/
resource. clusters/MyCluster

Ambari Server Username (required) |The username to connect to Ambari. [admin
Must be an Ambari Admin user.

Ambari Server Password (required) | The password for the Ambari user. | password

Slider User The user to deploy slider applications
as. By default, the applications

will be deployed as the “yarn”
service account user. To use the
current logged-in Ambari user, enter
${ user nane}.

joe.user or ${username}

Kerberos Principal The Kerberos principal for Ambari
views. This principal identifies the
process in which the view runs. Only
required if your cluster is configured
for Kerberos. Be sure to configure
the view principal as a proxy user in
core-site.

view-principal @EXAMPLE.COM

Kerberos Keytab The Kerberos keytab for Ambari
views. Only required if your cluster is
configured for Kerberos.

/path/to/keytab/view-
principal.headless.keytab

5. Save the view.
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2.10.7. Configuring SmartSense View

This chapter describes:
¢ Configuring Your Cluster for SmartSense View [58]
¢ Creating a SmartSense View Instance [58]

¢ Using SmartSense View [110]

2.10.7.1. Configuring Your Cluster for SmartSense View

When you deploy a cluster with Ambari, a SmartSense View instance is automatically
created as long as an Ambari Agent is deployed on the host running the Ambari Server.

If an Ambari Agent is not installed on the Ambari Server host, the view will not be
automatically created, and you will have to add a SmartSense instance manually.

Before accessing SmartSense View, you should enter your SmartSense user ID, account
name (both are available in the Hortonworks support portal in the Tools tab), and email
address in the SmartSense service configuration properties.

More Information

Creating a SmartSense View Instance [58]

2.10.7.2. Creating a SmartSense View Instance
To create a SmartSense view instance manually:
Steps
1. Browse to the Ambari Admin interface.

2. Click Views, expand the HORTONWORKS_SMARTSENSE menu, and click Create
Instance:

i Cnters Views
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3. On the Create Instance page, select the Version. If multiple SmartSense View jars are
present, choose one.

P — Views / Create Instance

[T HORTONWORKE SAMARTSTNSE

H Vs natance Mame maranse Y
_ Doy Marms ey

[ TP Y — Capcription

STrga
haf nprver.url®
Pl fafrie. b ol T T

haf abrver paanword”

4. Enter the following view instance details:

Instance Name This is the SmartSense view instance name. This value should be
unique for all SmartSense view instances you create. This value
cannot contain spaces and is required.

Display Name This is the name of the view link displayed to the user in Ambari
Web.

Description This is the description of the view displayed to the user in Ambari
Web.

5. Enter the following view instance settings:

hst.server.url This is the HST server URL. This should be ht t p: //
<HST_host >: 9000/
hst.server.username The default username is 'admin’.
hst.server.password Unless changed after installation, the default password is
‘admin'.
6. Click Save.
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2.10.8. Configuring Storm View

2 Important

This view has been marked deprecated.
Prerequisites

Storm View requires that the cluster is managed by Ambari; the view utilizes the Ambari
Server API.

Prepare your Ambari Server for hosting views.

It is strongly recommended that you:

¢ increase the amount of memory available to your Ambari Server
¢ run a standalone Ambari Server to host the views

To create a Storm View instance:

Steps

1. Browse to the Ambari Admin interface: from the dashboard, open the administrator
account menu and click Manage Ambari:

@ Arnbar WIRSSNEN Cericen  Moats  Meris aomn B
Aboi
o o | T | e T [ Mdare Aol |
& 0 LApT CoRNE st | hoar SHRHNga
B MapReducs] Siagn out
o HOFE Déni Usage DilaModdey Live HUFSE Linhs Merrory Ussge Srtwrrs Usage

L B

. o .
:3 3/3 sl | M ﬁ mi h

2. Click Views, expand the Storm_Monitoring menu, and click Create Instance:

o
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3. On the Create Instance page, select the Version. If multiple Storm View versions are
present, choose one.

& Bomin -

& Ciusters Views / Create Instance

Ighdp280 [

...... . VoW Storm_Mondtoring

Ga to Dashiboand Verslon 0.0 g
Viar

Datails
Herm i
Instance Mamae® Storm_View1

i views

Display Hame" SlormiViow
Dascription® Saoemn View
View LIALs
B Vesibin
X User + Group
Manageament
Saettings
Grou,
Stonm Hostname® stoem-host-nodol.com
Storm Port® AT44

4. Enter the following view instance details:
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Table 2.3. Storm View Instance Details

Property Description Example Value

Instance Name This is the Storm view instance name. | St or m Vi ewl
This value should be unique for all
Storm view instances you create. This
value cannot contain spaces, and it is
a required setting.

Display Name This is the name of the view link St or nVi ew
displayed to the user in Ambari Web.

Description This is the description of the view St or nVi ew
displayed to the user in Ambari Web.

5. Enter the following view instance settings:

Table 2.4. Storm View Instance Settings

Property Description Example Value

Storm Hostname This is the hostname where the st or m host - nodel. com
Storm Ul Server is running.

Storm Port This is the port where the Storm Ul (8744
Server is listening.

Settings depend on cluster and deployment factors in your environment. You can
typically leave the default settings unless you are using Storm View with a Kerberos-
enabled cluster.

6. Click Save.

More Information

Preparing Ambari Server for Views [5]
Running Ambari Server Standalone [7]
Set Up Kerberos for Ambari Server

Configuring Views for Kerberos

2.10.9. Configuring Tez View
This sections describes:
» Configuring Your Cluster for Tez View [62]

* Creating or Editing a Tez View Instance [63]
2.10.9.1. Configuring Your Cluster for Tez View
When you deploy a cluster with Ambari, a Tez View instance is automatically created.

However, you must verify that the configurations listed in the following table have been
correctly set.
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If you have manually deployed your cluster, you must set the properties listed in the
following table to configure your cluster before you create Tez View on your standalone
Ambari server.

To configure your cluster for Tez View:

Steps

1. Confirm the following configurations are set:

Table 2.5. Cluster Configurations for Tez View

Component Configuration Property Comments
YARN yarn-site.xml yarn.resourcemanager. Enable the generic history
system-metrics- service in the Timeline
publisher.enabled Server. Verify that this
property is setto t r ue.
YARN yarn-site.xml yarn.timeline- Enable the Timeline Server
service.enabled for logging details. Verify
that this property is set to
true.
YARN yarn-site.xml yarn.timeline- Value must be the
service.webapp.address | P: PORT on which the

Timeline Server is running.

2. If you changed any settings, you must restart the YARN ResourceManager and the
Timeline Server for your changes to take effect.

2.10.9.2. Creating or Editing a Tez View Instance

Depending on whether you must create a new Tez View instance for a manually deployed
cluster or modify an Ambari-created Tez View, using one of the following procedures:

To modify a Tez View instance on an Ambari-managed cluster:

Steps

1. Browse to the Ambari Admin interface.

2. Click Views and expand the Tez View.

3. On the Create Instance page, change the appropriate configuration parameters.

4. Select Local Ambari-Managed Cluster:
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Figure 2.13. Tez View Create Instance Page

View TEZ

Details
Instance Name
Display Name

Description

8 Vil

Cluster Configuration

© Local Amibari Managed Cluster

Cluster Mame MyClustor

Custom

YARN Timedine Server URL

YARN RescurceManager
URL

c Important

Secure clusters that use wire encryption (SSL/TSL) cannot use the Local
Ambari Managed Cluster option. Instead you must configure the view

manually.

5. Click Save, grant Permissions on the view , then click Go to instance to use the view.

To create a new Tez View instance for a manually-deployed cluster:

Steps

1. Browse to the Ambari Admin interface.

2. Click Views, expand the Tez View, and click Create Instance.

3. On the Create Instance page, select the Version.

4. Enter the Details (required). The Instance Name appears in the URI, the Display Name
appears in the Views drop-down list, and the Description helps multiple users identify the

view.

5. Scroll down to the Cluster Configuration, verify that Custom is checked and enter the
following values, which tell the Tez View how to access resources in the cluster:

Table 2.6. Cluster Configuration Values for Tez View in Ambari

Property Value

YARN Timeline Server URL (required) The URL to the YARN Application Timeline Server,
used to provide Tez information. Typically, this is the
yarn. tineline-service.webapp. address
property that is specified in the et ¢/ hadoop/ conf /
yarn-site.xm .
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Property Value

When you enter the value in the view definition, pre-
pend "http://" to the value you find in the yarn-site.xml
file. For example, http://<tineline server
host >: 8188

For wire encryption-enabled clusters:

Set this based on the value of yarn. ti nel i ne-
servi ce. webapp. htt ps. addr ess inyarn-
site. xm

When you enter the value in the view definition, pre-
pend "https://" to the value. For example, htt ps: //
<tineline server host>:8190

YARN ResourceManager URL (required) The URL to the YARN ResourceManager, used to
provide YARN Application data. Typically, this is the
yarn. resour cenanager . webapp. addr ess
property that is specified in the et ¢/ hadoop/ conf /
yarn-site.xm .

When you enter the value in the view definition, pre-
pend "http://" to the value you find in the yarn-site.xml
file. For example, http://<resour cemanager
host >: 8088

Important: If YARN ResourceManager HA is enabled,
provide a comma-separated list of URLs for all the
Resource Managers.

For wire encryption-enabled clusters:

Set this based on the value of
yarn. resour cemanager . webapp. htt ps. addr ess
inyarn-site. xm

When you enter the value in the view definition, pre-
pend "https://" to the value. For example, htt ps: //
<r esour cenanager host>: 8090

6. Click Save and grant Permissions on the view.
7. At the top of the view instance configuration page, click Go to instance.

8. When your browser is at the view instance page, copy the URL for the Tez View from
your browser address bar:

Figure 2.14. Tez View Instance Page

801 ambariapache.ong BOBD S /muen fiews (TEZADL5,.2.2.7 .2 0-4 35 [MyTazVies

Dk b Samices Heais 3 Alarig Arkrin e I & avkrin =

Ml Dags

@ Las? refrashed at 06 Mar 2015 17:21:39

Humber of rows| 10 _—
Dag Mame "] Submither Sintus Start Tima Erad Tirray Duaratian Appdicat
O FET ' o
PygistnpgSmobash-0...  deg 14033155530 0 rrlsar-ca & SUCCEEDED &4 Fab 2115 183803 &4 Fab N5 183815 12 Rpshoutics

9. Intez-site.xm, specify the URL that you copied in Step 8 as the value for the
tez.tez-ui.history-url.base property, and save the file.
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10Restart the HiveServer2 daemon to make sure that your changestot ez- si t e. xmi
take effect.

2 Important

If your cluster is configured for Kerberos, you must set up Ambari Server for
Kerberos for the Tez View to access the ATS component.

More Information

User Permissions for Tez Views [66]

Using Tez View [117]

Kerberos Setup for Tez View [67]
2.10.9.2.1. User Permissions for Tez Views

After saving the Tez View instance definition, grant permission on the view for all Tez View
users:

Figure 2.15. Granting User Permissions to Tez View

Views / Tez View oow rewes =3

Diaplay Hame Tz Vi

Deseription  Meriace meet chetnsg o Taz ot subenitied by Hive tusries and P seriess [iuts-crested)

* Visbie

Clster Name. MyCauster

S Note

To grant access to all Hive and Pig users, create a group that contains these
users, and then grant permission to use the Tez View to that group.

More Information

Managing Users and Groups
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2.10.9.2.2. Kerberos Setup for Tez View
Prerequisites
Set up basic Kerberos for views, on the Ambari Views server.

After you have set up basic Kerberos, Tez View requires that you set the following
configuration properties:

Steps

1. On the timeline server host, set the following values for properties in the YARN
configuration for Ambari-managed clusters or the yar n- si t e. xm for manually
deployed clusters:

Table 2.7. Kerberos Settings for Tez View

Property Value

yarn. tineline-service. http- *
aut henti cati on. proxyuser. <anbari -
princi pal - name>. host s

yarn. tineline-service. http- *
aut henti cati on. proxyuser. <anbari -
princi pal - nane>. users

yarn. tineline-service. http- *
aut henti cati on. proxyuser. <anbari -
princi pal - nane>. gr oups

Ti mel i ne HTTP Auth ker ber os
RM HTTP Aut h ker ber os

3 Note
Tez View will not work in a kerberized cluster, if Timeline HTTP Auth and RM
HTTP Auth properties are not set to kerberos.

For example, if the Kerberos principal used for the Ambari server is anbari -
servi ce@XAMPLE. COM replace anbari - servi ce with <anbari - pri nci pal -
name>.

2. Restart the Timeline Server so your configuration changes take effect.
More Information

Set Up Kerberos for Ambari Server

2.10.10. Configuring Workflow Manager View

Before you can access Workflow Manager, you must complete several configuration tasks.
See the following content:

Section 2.10.10.1, “Configuring Your Cluster for Workflow Manager View" [68]

Section 2.10.10.2, “Kerberos Setup for Workflow Manager” [70]

Section 2.10.10.3, “Creating and Configuring a Workflow Manager View Instance” [71]
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2.10.10.1. Configuring Your Cluster for Workflow Manager View

For Workflow Manager View to access HDFS, the Ambari Server daemon hosting the view
must act as the proxy user for HDFS. This allows Ambari to submit requests to HDFS on
behalf of the Worklow Manager View users.

Each Worklow Manager View user must have a user directory set up in HDFS.

If the cluster is configured for Kerberos, ensure that the Section 2.8, "Configuring Views for
Kerberos” [12] has been completed.

2.10.10.1.1. Set up HDFS Proxy User

S Note

If you previously set up the proxy user for another View, you can skip this task.

To set up an HDFS proxy user for the Ambari Server daemon account, you need to
configure the proxy user in the HDFS configuration. This configuration is determined by the
account name the ambari-server daemon is running as. For example, if your ambari-server
is running as root, you set up an HDFS proxy user for root.

Steps
1. In Ambari Web, browse to Services > HDFS > Configs.
2. Under the Advanced tab, navigate to the Custom core-site section.

3. Click Add Property... to add the following custom properties:

hadoop. pr oxyuser. root . gr oups="users"
hadoop. pr oxyuser . r oot . host s=anbari - server. host name

Notice the anbari - ser ver daemon account name root is part of the property name.
Be sure to modify this property name for the account name you are running the ambari-
server as. For example, if you were running anbar i - ser ver daemon under an account
name of anbar i usr, you would use the following properties instead:

hadoop. pr oxyuser . anbari usr. gr oups="users"
hadoop. pr oxyuser . anbari usr. host s=anbari - server . host nane

Similarly, if you have configured Ambari Server for Kerberos, be sure to modify this
property name for the primary Kerberos principal user. For example, if ambari-server is
setup for Kerberos using principal ambari-server@EXAMPLE.COM, you would use the
following properties instead:

hadoop. pr oxyuser . anbari - server. gr oups="users"
hadoop. proxyuser . anbari - server . host s=anbari - server. host nane

4. Save the configuration change and restart the required components as indicated by
Ambari.

More Information

Ambari Server for Kerberos
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2.10.10.1.2. Set up HDFS User Directory

You must set up a directory for each user that accesses the Workflow Manager View.
Workflow Manager View stores user metadata in the user directory in HDFS.

About This Task

By default, the location in HDFS for the user directory is / user / ${ user nane}, where
${user nane} is the username of the currently logged in user that is accessing Workflow
Manager View.

2 Important

Since many users leverage the default Ambari admin user for getting started
with Ambari, you should create a/ user/ adm n directory if one does not exist,
in addition to directories for other Workflow Manager View users.

Steps
1. Connect to a host in the cluster that includes the HDFS client.
2. Switch to the HDFS system account user.
su - hdfs
3. If working on a secure Kerberos cluster:
a. Destroy any existing Kerberos tickets:
kdestr oy

If no ticket is found, you get an error message that you can ignore: No credentials
cache file found while destroying cache

b. Obtain a Kerberos ticket-granting ticket:
kinit -kt /etc/security/keytabs/hdfs. headl ess. keytab hdfs
4. Using the HDFS client, make an HDFS directory for the user.
For example, if your username is wfmadmin, you would create the following directory.
hadoop fs -nkdir /user/w madmnin
5. Set the ownership on the newly created directory.

For example, if your username is wfmadmin, the directory owner should be
wfmadmin:hadoop.

hadoop fs -chown wf madm n: hadoop /user/wf madmi n
6. Log in as root user.
su -

7. Access the Kerberos administration system.
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kadnmi n. | ocal

8. Create a new principal and password for the user.
You can use the same user name and password that you used for HDFS directory.
addprinc -pw [wW madm n- password] wf madm n@XAVPLE. COM

9. Repeat steps 2 through 8 for any additional Workflow Manager View users.

2.10.10.2. Kerberos Setup for Workflow Manager

If you install Ambari using Kerberos, the Kerberos settings for Oozie that are required
for Workflow Manager are configured automatically. The image below shows what the
settings should look like.

Figure 2.16. Workflow Manager Kerberos Configuration for Oozie

¥ Advanced oorie-sile
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2.10.10.2.1. Set up Proxy User for Oozie

If you are using Kerberos, you must configure the proxy user for Oozie. Workflow Manager
uses Oozie as its scheduling engine.

Steps

1. In Ambari Web, browse to Services > Oozie > Configs.
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2. Expand the Custom oozie-site section.

3. Click Add Property... to add the following custom properties:
oozie.service.ProxyUserService.proxyuser.[ambari-server-c/1].groups=*
oozie.service.ProxyUserService.proxyuser.[ambari-server-c/1].hosts=*

Replace ambari-server-cl1 with the server principal name used when configuring
Kerberos.

Figure 2.17. wfm-oozie-proxy-user.png

*  Custom cozie-site

OOZie senvice o m
BroxylserSenvice,

proxyuser.ambari-sarver-

cll.groups

GOzieservice. o @

ProxylLiserSenice,
progyuserambari-senser-
cll.hosts

Add Property ...

4. Save the configuration change and restart the required components as indicated by
Ambari.

More Information

Set Up Kerberos for Ambari Server

2.10.10.3. Creating and Configuring a Workflow Manager View Instance
You can configure multiple WFM View instances. You might want to have multiples
instances if you want to assign different users and permissions for each instance. You can
also have instances that run locally and others that run remotely.
Steps
1. Click Manage Ambari to open the Ambari Admin user interface.
2. Click Views, expand the Workflow_Manager View, and click Create Instance.
3. On the Create Instance page, select the Version.

If multiple View versions are present, choose one.

4. Enter the following view instance Details:
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Table 2.8. Workflow Manager View Instance Details

Property

Description

Example Value

Instance Name

This is the Workflow Manager View
instance name and must be unique
for all instances you create. The
instance name cannot be modified
after the instance is created.

wfm_local_instance

This value cannot contain spaces
or special characters other than an
underscore.

the view is displayed to users in
Ambari Web.

Display Name This is the name of the view link WFM View
displayed to the user in Ambari Web. ) )
The display name can be modified This value can contain spaces and
after the instance is created. underscores, but no other special
characters.
Description This is the description of the view Local instance of WFM
displayed to the user in Ambari Web.
Visible This checkbox determines whether | Visible or Not Visible

. Under Cluster Configuration, select the Local Cluster or Remote Clusterinstance type

and select the cluster name.

. Review the remaining settings and make changes as desired.

The Settings and Cluster Configuration options depend on a few cluster and deployment
factors in your environment. Typically, you can accept the default Settings unless you are
using the Workflow Manager View with a Kerberos-enabled cluster.

. Click Save.

The instance is created and a success message displays.

. Scroll to the Permissions section at the bottom of the Views configuration form.

. Grant permission on the Workflow Manager View for the set of users and groups who

can access the view instance.
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.“' Permissions

Parmission Grant permission to these users Grant permission to these groups

Use
acmin

Local Cluster Permissions

Grant Use permission for the following miycluster Aoles:

# Cluster Administrator
¢ Cluster Opearator
¥ Servica Operator
# Sarvice Administrator

* Cluster Usar

Chack A8 | Chear A)

More Information

For descriptions of the View instance types, see Section 2.3, “Configuring View
Instances” [9].

You can access the Workflow Manager documentation in the Workflow Management
guide.
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3. Using YARN Queue Manager View

The Yarn Capacity Scheduler allows for multiple tenants in an HDP cluster to share compute
resources according to configurable workload management policies.

The YARN Queue Manager View is designed to help Hadoop operators configure these
policies for YARN. In the View, operators can create hierarchical queues and tune
configurations for each queue to define an overall workload management policy for the
cluster.

The YARN Queue Manager View is designed to help hadoop operators configure workload
management policies for YARN. In YARN Queue Manager View, operators can create
hierarchical queues and tune configurations for each queue to define an overall workload
management policy for the cluster.

Next Steps

Setting up Queues [74]

Configuring Queues [79]

Enabling Preemption [80]

Setting YARN Queue Priorities [84]

Configuring Cluster Scheduler Settings [86]

Applying the Configuration Changes [87]

3.1. Setting up Queues

To set up Capacity Scheduler queues on a view instance.
Steps
1. On the YARN Queue Manager view instance configuration page, click Add Queue.

The queue will be added under the top level, or "root" queue. A "default" queue already
exists under the root queue.

To return to a previously created YARN Queue Manager view instance:
a. Click Views on the Manage Ambari page.
b. Click CAPACITY-SCHEDULER.

¢. Click the applicable YARN Queue Manager view instance, then click Go to instance at
the top of the page.
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2. Type in a name for the new queue, then click the green check mark to create the queue.
In the following example, we're creating the "Engineering" queue.
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3. The "Engineering" queue is added, and its configuration page appears.
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4. The sum of queue capacities at any level in the YARN Queue Manager configuration
must total 100%. Here the default queue is already set to 100%. Therefore, if we try to
set the "Engineering" queue capacity to 60%, error messages appear warning that the

total at this level is 160%.
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5. If we click the "default" queue and set its capacity to 0%, the Level Total bar at the top of
the page lists the total queue capacity at this level as 60%.
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6. To add more queues at the root level, click the root queue, then click Add Queue. In the
following example, we have added a "Support" queue set to 10% of the level capacity,
and a "Marketing" queue set to 30%. The root-level queue capacities now total 100%.
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7. To save your configuration, click Actions > Save Only.
8. On the Notes pop-up, enter an optional description of your changes, then click Save.

Each version is retained and listed in the Versions box.
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9. To build a queue hierarchy, click a top level queue, then click Add Queue.

In the following example, the "qga" and "development" queues have been added under
the "Engineering" queue.

= Easall

s— roct {100%] w
et 0 < v Gpciy e oot S
- s v Enamme et moan
nignrng o Bt fuacka
. dewmicomant 0| ® W Cagacty. m W — Mix Capeine: 10 W —
0 (RO [ -~ ]
- ; o Bt P Ll st
- Markorting G0 R
Suppon [1096] * —
stnin [T secca: Linar it Fcter
Schoduser '
Winimum Uner Lirsft L] %
Adeerigter | Anyeem | Cumom
Mammum Applcrtons 000 Oussn
Wazimesm Apzicetiom
P ¢ iovs |
Marimum Al Fassrcs = L]
Akl Mgnimyorm AN Hainrion L
Moste Locasny Deiay o
- [ras p— Prisry 0
[or Ty Dt Raiarrs Cacuar § Appialions.
irdigeing Policy O
et s I
ueren Magpgeenn
Cver-cia
Viersions
BEa e B 0 et
[ ] A minuieg ago waa
[ i | il ot

78



Hortonworks Data Platform April 3, 2017

3.2. Configuring Queues

To configure a queue:
Steps
1. Click the queue name.

2. Set the following queue parameters:

3 Note

Hold the cursor over a parameter name to display a description of the
parameter.

Capacity

» Capacity — The percentage of cluster resources available to the queue. For a sub-queue,
the percentage of parent queue resources.

* Max Capacity — The maximum percentage of cluster resources available to the queue.
Setting this value tends to restrict elasticity, as the queue will be unable to utilize idle
cluster resources beyond this setting.

* Enable Node Labels — Select this check box to enable node labels for the queue.
Access Control and Status

* State — Running is the default state. Setting this to Stopped lets you gracefully drain the
queue of jobs (for example, before deleting a queue).

» Administer Queue - Click Custom to restrict administration of the queue to specific users
and groups.

» Submit Applications — Click Custom to restrict the ability to run applications in the queue
to specific users and groups.

Resources

* User Limit Factor — The default value of "1" means that any single user in the queue can
at maximum only occupy the queue’s configured capacity. This prevents users in a single
queue from monopolizing resources across all queues in a cluster. Setting the value to
"2" would restrict the queue's users to twice the queue’s configured capacity. Setting it
to a value of 0.5 would restrict any user from using resources beyond half of the queue
capacity.

* Minimum User Limit — This property can be used to set the minimum percentage of
resources allocated to each queue user. For example, to enable equal sharing of the
queue capacity among five users, you would set this property to 20%.

* Maximum Applications — This setting enables you to override the Scheduler Maximum
Applications setting. The default setting is Inherited (no override).
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¢ Maximum AM Resource - This setting enables you to override the Scheduler Maximum
AM Resource setting. The default setting is Inherited (no override).

¢ Priority — An integer value that sets a relative priority for a queue. The default value is
0 for all queues. Setting this to a higher value gives a queue access to cluster resources
ahead of queues with lower priorities. In order for YARN Queue Priorities to be applied,
you must enable preemption. For more information see Setting YARN Queue Priorities.

The following image shows the example "Engineering" queue with these settings specified:
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More Information
Enabling Preemption [80]
Setting YARN Queue Priorities [84]

Configuring Cluster Scheduler Settings [86]

3.3. Enabling Preemption

About This Task

When using YARN queues, a scenario can occur in which a queue has a guaranteed level
of cluster resources, but must wait to run applications because other queues are utilizing
all of the available resources. If Preemption is enabled, higher priority applications do not
have to wait because lower priority applications have taken up the available capacity.
With Preemption enabled, under-served queues can begin to claim their allocated cluster
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resources almost immediately, without having to wait for other queues' applications to
finish running.

3 Note
For more information about Preemption, see Better SLAS Via Resource
Preemption in the YARN Capacity Scheduler.

Steps

1. On the Ambari dashboard, select YARN > Configs. Under YARN Features, click Pre-
emption. The button label changes to indicate that Preemption is enabled.
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2. Select the Advanced tab, then scroll down and select Custom yarn-site. Click Add
Property and use the Add Property pop-up to add a new property in the following
format:

yarn. resour cemanager . noni t or. capaci ty. preenpti on. total _preenption_per_round=
<(nenory- of - one- NodeManager )/ (total - cl ust er- menory) >

This is the maximum percentage of resources preempted in a single round. You can
use this value to restrict the pace at which Containers are reclaimed from the cluster.
After computing the total desired preemption, the policy scales it back to this limit.
This should be set to (memory-of-one-NodeManager)/(total-cluster-memory). For
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example, if one NodeManager has 32 GB, and the total cluster resource is 100 GB, the
total_preemption_per_round should set to 32/100 = 0.32. The default value is 0.1 (10%):

yarn. resour cemanager . noni t or. capaci ty. preenpti on. t ot al _preenpti on_per _round=
0.1

3. Click Add Property again and use the Add Property pop-up to add the following Custom
yarn-site property:

yarn. resour cemanager . noni t or. capaci ty. preenption. natural _term nati on_factor=
1.0

Similar to total_preemption_per_round, you can apply this factor to slow down resource
preemption after the preemption target is computed for each queue (for example, “give
me 5 GB back from queue-A”). For example, if 5 GB is needed back, in the first cycle
preemption takes back 1 GB (20% of 5GB), 0.8 GB (20% of the remaining 4 GB) in the
next, 0.64 GB (20% of the remaining 3.2 GB) next, and so on. You can increase this value
to speed up resource reclamation. The recommended value for this parameter is 1.0,
meaning that 100% of the target capacity is preempted in a cycle.

4. Click Save to save the new configuration settings. On the Save Configuration pop-up,
type a description of the changes in the Notes box, then click Save.

Save Configuration

5. On the Dependent Configurations pop-up, click OK to accept the recommended value
of t rue for the yarn. schedul er. capacity. ordering-policy.priority-
utilization.underutilized-preenption.enabl ed property.
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6. Click OK on the Save Configuration Changes pop-up.
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Save Configuration Changes

7. Select Restart > Restart All Affected to restart the YARN service and load the new
configuration.
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8. Click Confirm Restart All on the confirmation pop-up to confirm the YARN restart.

Confirmation

Yiu are about b ek YARN

83



Hortonworks Data Platform April 3, 2017

9. After YARN restarts, Preemption will be enabled. Other components may also require a
restart.

3.4. Setting YARN Queue Priorities

About This Task

Even with preemption enabled, there are some use cases where applications might not
have access to cluster resources without setting priorities:

* Long-running applications — Without setting priorities, long-running applications in
queues that are under capacity and with lower relative resource usage may not release
cluster resources until they finish running.

» Applications that require large containers — The issue with long-running applications
is exacerbated for applications that require large containers. With short-running
applications, previous containers may eventually finish running and free cluster resources
for applications with large containers. But with long-running services in the cluster, the
large containers may never get sufficiently large resources on any nodes.

* Hive LLAP - Hive LLAP (Low-Latency Analytical Processing) enables you to run Hive
queries with low-latency in near real-time. To ensure low-latency, you should set the
priority of the queue used for LLAP to a higher priority, especially if your cluster includes
long-running applications.

3 Note

To set the queue used for Hive LLAP, select Hive > Config > Settings on the
Ambari dashboard, then select a queue using the Interactive Query Queue
drop-down. For more information, see the Hive Performance Tuning guide.

For example, the following figure shows a 3-node cluster with long-running 20 GB
containers. The LLAP daemons require 90 GB of cluster resources, but preemption does
not occur because the available queues are under capacity with lower relative resource
usage. With only 80 GB available on any of the nodes, LLAP must wait for the long-running
applications to finish before it can access cluster resources.
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20 GB 20 GB 20GB

AtScale AtScale AtScale

Prerequisites

c Important

In order for YARN Queue Priorities to be applied, you must enable preemption.
Steps
1. On the YARN Queue Manager view, select a queue, then enter a priority in the Priority

box under Resources. All queues are set to a priority of 0 by default. Higher numbers
indicate higher priority.
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2. Select Actions > Save and Refresh Queues to save the priority setting.

+ Add Queue Z Actions -

emms ¢ U Save and Restart ResourceManager

C Save and Refresh Queues
- © Save Only ‘
& Download config
Scheduler v

3.5. Configuring Cluster Scheduler Settings

You can use the Scheduler box to set global capacity scheduler settings that apply to all
queues.
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The following Scheduler global parameters are available:

* Maximum Applications — To avoid system-thrash due to an unmanageable load - caused
either by malicious users, or accidentally — the Capacity Scheduler enables you to place
a static, configurable limit on the total number of concurrently active (both running
and pending) applications at any one time. This property is used to set this limit, with a
default value of 10,000.

* Maximum AM Resource - The limit for running applications in any specific queue is a
fraction of this total limit, proportional to its capacity. This is a hard limit, which means
that once this limit is reached for a queue, any new applications submitted to that queue
will be rejected, and clients will have to wait and retry later.

* Node Locality Delay — The number of missed scheduling cycles after which the scheduler
attempts to schedule rack-local containers.

* Calculator — The method by which the scheduler calculates resource capacity across
resource types.

* Queue Mappings — You can use this box to specify default queue mapping based on user
or group.

* Queue Mappings Override - Select this box to enable override of default queue
mappings.

3.6. Applying the Configuration Changes

You can use the Actions menu to apply configuration changes made to the queue
hierarchy.
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Depending on the configuration changes made, the Actions menu will guide you to the
options available to apply the changes.

For changes that are not valid and cannot be applied, the Actions button will turn red, and
the menu will not appear.

vwoen | S
e root (100%) v
v

= default (62%)

Scheduler

For configuration changes that can be applied dynamically (without restarting the YARN
ResourceManager), the Actions Menu will guide you to Save and Refresh Queues.
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For configuration changes that require a restart of the YARN ResourceManager, the
Actions Menu will guide you to Save and Restart ResourceManager.
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4. Using Files View

Files View provides a convenient way to access files and folders in your cluster's file system,
using a browser-style user interface. Ambari creates a Files View instance and one default
Files View automatically during cluster deployment. The default Files View points to the
HDFS file system.

You can also create a custom view from the Files View instance that points to an Amazon
Web Services (AWS) S3 file system bucket.

To create a custom Files View to work with files in S3, provide the bucket URL, and

valid, AWS credentials in the Settings > View Configs field when you create the view
instance that accesses an S3 bucket. You must enter the AWS credentials as a single string
containing no space characters using the following syntax:

fs.defaultFS=s3a://<bucketURL>/;fs.s3a.access.key=<validaccesskeystring>;fs.s3a.secret.key<validsecretkey
Files View supports the following tasks:

* Moving Files/ Folders within your file system.

* Copying Files/Folders within your file system.

* Uploading files from a local system

* Modifying permissions of files and folders

More Information

Creating View Instances [10]

About Access Keys
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5. Using Falcon View

Apache Falcon solves enterprise challenges related to Hadoop data replication, business
continuity, and lineage tracing by deploying a framework for data management and
processing. The Falcon framework can also leverage other HDP components, such as
Apache Pig, Apache Hadoop Distributed File System (HDFS), Apache Sqoop, Apache Hive,
Apache Spark, and Apache Oozie. Falcon enables this simplified management by providing
a framework to define and manage backup, replication, and data transfer.

Hadoop administrators can use the Falcon View to centrally define, schedule, and monitor
data management policies. Falcon uses those definitions to auto-generate workflows in
Apache Oozie.

More Information

Data Movement and Integration
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6. Using Hive View 2.0
A Important

This chapter focuses on Hive View 2.0. For information about how to use earlier
versions of Hive View, see Using the Hive View in version 2.4.2 of the HDP
Apache Ambari Views Guide.
Hive is a data warehouse infrastructure built on top of Hadoop. It provides tools to enable
data ETL, a mechanism to put structures on the data, and the capability to query and
analyze large data sets that are stored in Hadoop. Hive View is designed to help you
author, optimize, and execute Hive queries.
Use Hive View to:

* Browse databases

* Write queries or browse query results in full-screen mode, which can be particularly
helpful with complex queries or large query results

* Manage query execution jobs and history

* View existing databases, tables, and their statistics

* Create tables and export table DDL to source control

* View visual explain plans

@ Tip

Consider using the Tez View of Ambari as a complement to Hive View if you
are using the Tez execution engine. The Tez View helps you debug Hive queries
by displaying performance metrics and envisioning the Directed Acyclic Graph

(DAG) process at runtime.

There are two simple ways to access either a Hive View or the Tez View in
Ambari:

* Click the views tile in the upper right corner, and select the Hive View or Tez
View that you want to use:
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Figure 6.1. Views Menu of Ambari
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¢ Alternatively, you can click a Hive View hyperlink or the Debug Hive Query
hyperlink (which opens the Tez View) on the Summary tab when the Hive
Service is selected in Ambari:

Figure 6.2. Links to Hive-Related Views in Ambari
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More Information

Query Tab [93]
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Jobs Tab [99]

Tables Tab [100]

Saved Queries Tab [105]
UDFs Tab [105]

Settings Tab [106]

6.1. Query Tab

When you open Hive View 2.0, you first see the Query tab. The Query tab helps you write,
plan, execute, and save queries with embedded tools for locating Hive databases and
tables of your system in the same window.

93



ooooooo

' ExXecute

Save As

2] RESULTS i= LI




Hortonworks Data Platform April 3, 2017

Important Features of the Query Tab

* Use the Browse button to find databases. Click on a database to enable it as a selectabe
database in Hive View. The Browse button acts as a filter in case you are working with
more databases than you want to work with in Hive View.

* Click one or more databases in the database and tables pane (not in the DATABASE
field) to designate active databases. All queries in the current tab are then run against
the active database or databases.

* The database and tables pane displays all the tables of the active databases in a single
view.

* The Query Editor field and an active RESULTS tab can be toggled between compact
and full-screen mode. The screenshot below shows the compact mode. Full-screen mode
enlarges the query editor field, which can help you author large, complex SQL queries or
browse large query results.

* Use multiple Worksheet tabs to work on and analyze queries in parallel.

Query Editor and Database and Table Pane

Use the Browse button in the Query Editor to find and select databases. After you select
databases and make them active in the view, they appear in the database and table pane.
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Figure 6.4. Query Editor
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Figure 6.5. Database and Table Pane
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How to Use the Query Editor

Enter queries in the blank field. To run a specific query, highlight it, and click Execute.
All queries contained in a Worksheet tab execute sequentially, and they run in the same
session.

Click the Results tab to view the results after a query is exeucuted.

Similarly, click the Logs tab to view the log from an executed query.

When the first query is executed in a Worksheet, a Tez session is started. Click the Tez Ul
tab to see details about the DAG execution.

Click Save as to save your query.

Double-click the Worksheet tab to rename the query, click OK, and then Save as to save
the query with the new name.

Click on the + symbol to open a new worksheet tab. Queries executed from the new
worksheet tab will execute in a different session. Queries from different worksheets can
execute in parallel.
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* Click the double arrow icon in the upper right corner of the Query Editor to expand
the Worksheet area and cover Database Explorer. Click the icon again to collapse the
Worksheet and make Database Explorer available again.

* Click the icon at the bottom of the Worksheet window and drag it down to expand the
authoring space.

Visual Explain Plan

Hive View 2.0 includes a simple, graphical visualization of the Hive execution plan that
focuses on key information that can help you spot expensive operations in your query.

Clicking the Visual Explain tab launches a visual explain plan.

Figure 6.6. SQL in Query Editor with Resulting Visual Explan Plan
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The visual explain plan illustrates the execution of the query, regardless of whether you run
the query or not. So you can use the Visual Explain feature truly as a planning tool.

2 Important

The workflow sequence of the visual explain plan is plotted beginning on the
right side and proceeding to the left.

The nodes of the explain plan contain kernels of information that help you forecast or
troubleshoot execution problems. Key information of the plan includes:

» Execution “cost”: The number of processed rows for each node of the visual explain plan
is displayed, which gauges the resource demands of the various runtime processes of an
executing query.

* Labeling of runtime processes for easy comparison: Each node is identified by type of
operation or process. For example, you can see which nodes represent “cheap” Map Join
activity and compare them to “expensive” Partition or Sort operations.
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@

Tip

If your query performs Partition or Sort operations on a large number of
records, the query runtime is relatively long. In this case, consider tuning or
rewriting the query.

Click on a node to view detailed information about SQL operators:

Figure 6.7. Details of a Map Join Node

¥ Map Join
Raws: 2.2k

= a
Raws: 8l

{

}

"HybridGraceHashJoin:": "true",
"Statistics:": "Num rows: 228@ Data size: 195588@ Basic
"keys:": {

“@": “"driverid (type: string), truckid (type: string)"
“1": "driverid {type: string), truckid {(type: string)"
H
"input vertices:": {
"8": "Map 1"
Lre
"condition map:": [
{
"'y "Inner Jeoin 8 to 1"
}
1,

" _operator”™: "Map Join Operator"

Debugging Hive Query Execution Using the Tez Ul

Query execution can be debugged using the embedded Tez Ul. To access the Tez U, click
the TEZ Ul tab at the bottom of the Query Editor window.

A

Important

Clicking the Tez Ul in Hive View instantiates an Ambari Tez View for the current
query. Therefore, for more information about how to use the Tez Ul, see Using

Tez View.

6.2. Jobs Tab

You can view the history of all queries that the current user executed in the Hive View
instance on the Jobs tab. In addition, activity in the Hive View that does not execute
queries is logged, such as generating a visual explain plan.

The History tab of Hive View in Ambari 2.4.2 and earlier versions was a predecessor to
the Jobs tab. The functionality of the Jobs tab is similar to the History tab. The main

differences

are:

* The Stop execution button that was on the History tab is not on the Jobs tab. Instead,
you can stop an executing query by clicking the Stop button on the Query tab.
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* The History tab displayed all queries that were run by the current user on the databases
selected in Hive View, even if the user executed the queries outside Hive View (such as in
a JDBC or ODBC client). The Jobs tab only shows activity of the current user in Hive View.

Figure 6.8. Jobs Tab of Hive View 2.0

HIVE o

<4 QUERY -d JOBS BB TABLES % SAVED QUERIES A UDFs & SETTINGS A NOTIFICATIONS
6 SUCCEEDED Search title x Mar B, 2017 - Mar 15,2017

Jab Id Tite status Starttime Duration Action
56 LogisticsFW SUCCEEDED 20 hours ago 26 >

select count(*) from trucks t join geolocation g on (g.driverid = t.driverid and g.truckid = t.truckid);

55 Worksheet] SUCCEEDED aday ago 2 s
54 ‘Worksheet1 SUCCEEDED aday ago o Fa
53 Worksheet1 SUCCEEDED aday ago 1] >

select * from trucks limit 5;

Note the following details about the way the Ul operates:

¢ The Title column displays query names. If no name was assigned to the query, the
worksheet number appears.

¢ Click the icon in the Action column to toggle between compact and expanded view
of each job. Expanding a job on this tab shows the SQL statement for the action. For
example, in the Jobs Tab screenshot above, Job 56 and Job 53 are expanded.

6.3. Tables Tab

Click the Tables tab to access the Table Manager. The Table Manager is one central place
to view, create, delete, and manage tables of whichever databases that you select after

clicking the Browse button. By default, the Table Manager opens with the Columns subtab
enabled.

Figure 6.9. Table Manager

Click this tab
to open Table
Manager
HIVE I
<A QUERY < JOBS FB TABLES % SAVED QUERIES #- UDFs & SETTINGS A NOTIFICATIONS
LIS default Selected table (data about ™ Browse - =
Select ot saarch

database/schema this table is displayed in

subtabs below) Click these
subtabs for
/ TABLES | 3 TABLE > GEOLOCATION = different

functions

i= COLUMNS [® poL [£) STORAGE INFORMATION (£ DETAILED INFORMATION |+~ STATISTICS \

B geolocation ds AUTHORIZATION

B COLUMN NAME COLUMN TYPE

\&@ tucks J  truckid string
driverid string
event string

All tables of selected
database(s), with Table

Manager focused on
geolocation table
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Gathering Information about a Table

In the DDL, Storage Information, and Detailed Information subtabs, you can view

properties, storage, and other information of the particular table selected in the left-side
pane.

Figure 6.10. Example of Information in the DDL Subtab
HIVE [+ | +vourans |

4 QUERY 4 JoBS &8 TABLES % SAVED QUERIES # UDFs O SETTINGS & NOTIFICATIONS
DATABASE
. default I Browse ~ =
TABLES | 3 n TABLE > GEOLOCATION =
0 = comns [ oL [2 STORAGE INFORMATION [ DETAILED INFORMATION | STATISTICS & AUTHORIZATION
CREATE TABLE - geolocation" (
BB geolocation

“truckid® string,
“driverid” string,
“event® atring,
“latitude” string,
B trucks “longitude® string,
“eity® string,
“state” string,

Bn

“velocity" string,
“event_ind" string,
“idling ind" string)
ROW FORMAT SERDE
'org.apache.hadoop.hive.ql.io.orc.OrcSerde’ |I
STORED AS INPUTFORMAT
org.apache.hadoop.hive.ql. io.orc.OrcInputFormat *

Figure 6.11. Example of Storage Information Subtab

TABLES | 3 n TABLE > GEOLOCATION =
Q = COLUMNS [ ooL [#) STORAGE INFORMATION 2] DETAILED INFORMATION |#” STATISTICS & AUTHORIZATION
BB geolocation INFORMATION
B SerDe Library org.apache.hadoop.hive.ql.io.orc.OrcSerde |
B tucks Input Format org.apache.hadoop hive.ql.io.orc. OrcinputFormat K
Output Format k org.apache.hadoop.hive.ql.io.orc. OrcOutputFormat
Compressed No
Number of Buckets 1 4

Bucket Columns

Sort Columns

Daramatare

Figure 6.12. Example of Detailed Information Subtab

TABLES | 3 n TABLE > GEOLOCATION

= COLUMNS

[# poL (2 STORAGE INFORMATION [ DETAILERSNFORMATION lo2 STATISTICS & AUTHORIZATION

BB geolocation INFORMATION
=:: Il Database Name default
B0 trucks Owner admin
Create Time Thu Jan 12 09:58:31 UTC 2017
Last Access Time UNKNOWN
Retention L]
Table Type MANAGED_TABLE
Location hdfs://dipayan-hive-test-1.navalocal:8020/apps/hive/warehouse/geclocation
Daramat tare

Running and Viewing Statistics of a Table

To assess how big a table is and to estimate the execution duration of queries that run on
the table, you might find the Statistics subtab to be helpful. The subtab also calculates
statistics on each column of the table if you want to gather this information.
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If statistics do not appear on this subtab, click the Compute button. The button changes
to Recompute after you first calculate statistics. You might click Recompute if you want to
change whether or not column information is included or if you change the table in some
way after the initial calculation of statistics.

In the following screenshot, include columns must be selected and the Recompute button
clicked to display column statistics.

Figure 6.13. Example of Statistics Subtab

<4 QUERY - JoBS BB TABLES SAVED QUERIES » UDFs © SETTINGS & NOTIFICATIONS
DATABASE
default I Browse - =
TABLES | 3 TABLE > GEOLOCATION =
O = cowmns 3) DDL STORAGE INFORMATION DETAILED INFORMATION I STATISTICS & AUTHORIZATION
BB geolocation includ "
LCSL N include columns
: A staTisTIcs
BB truck:

TABLE STATISTICS

STATS NAME VALUE

Number of Files 1
Number of Rows 8000
Raw Data Size 7112000

Total Size 43039

6.3.1. Creating Tables

You can add a table to a database by either clicking the + symbol or the NEW TABLE
button.

If you create a table, the Table Manager lets you build the table column by column

and helps you use advanced features like ACID, partitioning, and bucketing. The form
that appears is dynamic. For example, if you designate the DATA TYPE for a column as
DECIMAL, the SIZE fields show two editable fields that are appropriate for a decimal data
type (Precision and Scale).

Depending on the column data type that you choose, click the configuration wheel in the
ADVANCED column of the form to select whether the column is Partitioned or Clustered. If
you select Partitioned, the Table Manager adds a Partitions tab in the Table Manager. The
Partitions tab helps provide an overview of all partitioned columns in the table.

Q .
Notice that the Create Table mode also includes the ADVANCED and TABLE
PROPERTIES subtabs, which enable you to further customize the new table.
The ADVANCED subtab lets you make a table transactional (that is, enable
ACID properties), change the default location of the Hive table in HDFS, change
the file format from the default ORC format. If you select the TEXTFILE format,

you can also configure the row format (for example, separator values, null
values, escape values).
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Figure 6.14. Example of Creating a Table Form

HIVE [ron.o | erowns |
- QUERY - JOBS ¥ TABLES % SAVED QUERIES # UDFs © SETTINGS & NOTIFICATIONS
DATABASE
tpch_bin_flat_orc_2 m Browse - =
TABLES | 8 n TABLE > CREATE TABLE m
2

Mame Customer_contact

B COLUMNS [ ADVANCED [# TABLE PROPERTIES

COLUMN NAME DATA TYPE SIZE ADVANCED

o

INT

firstname VARCHAR

VARCHAR

o & o

acdress VARCHAR v S0t &

6.3.2. Uploading Tables

To access the Upload Table functionality, click the + symbol or the NEW TABLE button.

@ Tip
With Hive View 2.0, you can change more properties of an existing table while
performing the Upload Table operation. Earlier versions of Hive View only let
you change column names and data types while uploading a table.

In the Upload Table window, you can upload files which contain the rows of an Apache
Hive table. The Upload Table command supports various input file formats. On uploading,
it creates a new Hive table with the data.

Input File Formats:

CSV, XML, and JSON files are supported for input.
csv

Supported types are:

» CSV with custom field delimiter (default is comma,)
* Quote character (default is double quote “)

» Escape character (default is backslash \)

The row delimiter must be \n or \r or \r\n. If Is first row header? option is selected, then
first row of the file is treated as column names. During preview this can be changed by
clearing this field but other delimiters should not be changed during the preview. The
number of columns in the table and their order is defined by the first line of the file,
irrespective of whether it represents column names or not. If there are extra columns in line
2 onwards, they are ignored. If there are lesser columns in line 2 onwards, then the rest of
the columns are treated as null values.
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XML

The format of the contents in the XML file should be as shown below:

<table>
<row>
<col name="gQ/1Name ">row1-col1-Data</col>
<col name="¢Ql2Name ">row1-col2-Data</col>
<col name="¢g[3Name">row1-col3-Data</col>
<col name="gQ/4Name ">row1-col4-Data</col>
</row>
<row>
<col name="¢Q[1Name ">row2-col1-Data</col>
<col name="¢Q[2Name ">row2-col2-Data</col>
<col name="gq/3Name ">row2-col3-Data</col>
<col name="gg/4Name">row2-col4-Data</col>
</row>
</table>

The root tag must be <table>. Inside <table> there can be any number of <row> tags
representing one row of the table. Inside each <row> tag there can be any number of <col>
tags representing columns of the row. Each <col> tag must have a “name” attribute, which
will be treated as the name of column. Column values should be within the <col> tag. The
names, number and order of columns are decided by the first <row> entry. The names of
column and datatypes can be changed during the Preview.

JSON
[ { "col 1Nane" : "val ue-1-1", "col 2Nane" : "val ue-1-2"}, { "col 1Nanme" :
"val ue-2-1", "col 2Nane" : "val ue-2-2"}]

The file should contain a valid JSON array containing any number of JSON objects. Each
JSON object should contain column names as property and column values as property
values. The names, number and order of columns in the table are decided from the first
object of the JSON file. The names and datatype of column can be edited during the
preview step. If some JSON objects have extra properties then they are ignored. If they do
not have some of the properties then null values are assumed. Note that the extension of
files cannot be ".json"

To import a file into Hive View:

Steps

1. Select the input file format file type by specifying CSV, XML, or JSON.

2. If the File Type is CSV, you can select the Field Delimiter, the Escape Character, and the

Quote Character values in the drop-down menus. Also, you can click the Is first row
header? box if you want to enable this feature.
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a. If Stored as is TEXTFILE, then a gear next to it is enabled and you can click it to select
Fields Terminated By, and Escape By to be used in creation of the Hive table.

b. If Stored as is NOT TEXTFILE, another option Contains endlines? is enabled. If the
column values in your file contain endline characters, (“\n” newline, ASCIl 10 or
“\r" carriage return, ASCII 13) then you must check this field for proper handling
otherwise unexpected results might occur. Endline characters are not supported in
TEXTFILE format.

3. Expand the Select File Source section to pick the table to upload. Click Upload from
HDFS or Upload from Local.

4. If you clicked Upload from Local, you can choose the file from your local machine.
Otherwise, enter the full HDFS path and click Preview. The file is partially read from
client’s browser or HDFS and the preview is generated with a suggested table name,
column names, column data types and 10 rows from the data file.

5. (Optional) Change the suggested table name, column names, column data types, and
many other table DDL and properties in the Columns, Advanced, and Table Properties
subtabs.

6. Click the Create table. The actual table and temporary table (stored as TEXTFILE) are
created. After this the data rows from the file are inserted into the temporary table
followed by insertion from temporary table to actual table.

7. On success the temporary table is deleted and workflow completes.

In case of failure, an error is reported and the temporary table and actual tables are
deleted. You can see the error message by clicking the message icon at the top right.
Clicking again on the message icon brings back the Upload Table page. You can perform
any changes required and click Upload again to upload the same file or restart the process
by selecting a different file.

6.4. Saved Queries Tab

The Saved Queries tab shows all the queries that have been saved by the current user. Click
the gear icon to the right of the query list to view the history of a query or to delete it:

Figure 6.15. Saved Queries Tab

HIVE

«d QUERY - J0BS EZ TABLES % SAVED QUERIES s UDFs £ SETTINGS & NOTIFICATIONS

Praview Title Database Owner Action

select count(*) from trucks t join geoloca k LogisticsFW default admin -}

6.5. UDFs Tab

User-defined functions (UDFs) can be added to queries by pointing to a JAR file on HDFS
and indicating the Java classpath, which contains the UDF definition. After the UDF is
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added here, an Insert UDF button appears in the Query Editor that enables you to add the
UDF to your query:

Figure 6.16. UDF Tab

HIVE [ion0n | +rownns
4 QUERY -4 JoBs BB TABLES % SAVED QUERIES & UDFs @ SETTINGS & NOTIFICATIONS
+NEWUDF
UDF Name UDF Class Name Owner Action
UDF Name UDF Class Name File Resource
o =3

6.6. Settings Tab
Use the Settings tab to append settings to queries that you execute in Hive View.

Figure 6.17. Settings Tab with Example Key and Value for One Property
HIVE

< QUERY - JoBS D TABLES % SAVED QUERIES

[ovcnon | oorrns |
% UDFs & SETTINGS

& NOTIFICATIONS
VALUE

KEY

hive.execution.engine

ACTIONS
tez

- =3
+ Add New
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7. Using Pig View

Apache Pig is a scripting platform for processing and analyzing large data sets. Pig was
designed to perform extract-transform-load (ETL) operations, raw data research, and
iterative data processing. Pig View provides a web-based interface to compose, edit, and
submit Pig scripts, download results, and view logs and the history of job submissions.

Use Pig View to:

* Write Pig scripts

* Execute Pig scripts

¢ Add user-defined functions (UDFs) to Pig scripts

* View the history of all Pig scripts run by the current user

7.1. Writing Pig Scripts

Navigate to the Pig View instance Scripts page, and click New Script in the upper right
corner of the window. Name the script in the New Script dialog box, click Create, and

enter your script into the editor. After you have written the script, you can use the execute
button on the upper right to run it. Check the box that is adjacent to the execute button to
use Tez instead of the default MapReduce engine.

The following figure shows a running Pig script:

Figure 7.1. Pig Script Running in Pig View

D‘iﬂ_m1 F Tascurs o Tar =
132 -3%-pig

P i -

DGLERg = Lo "BENUIng. 0@ wRing FlgRuoTage| 1i
il = FORRACE BaliLBg CENERATE BE &f plaFerib. $1 &e year., 0 &8 P

grp_data = CROUF ruas by (pearc);
BAE russ = FOREACH grp data QENESATE gronp &8 gUp.MAN{runs.roms | &8 Sax rons)
jadn_max_mon = JOEN max_roas by (80, mam_rens), rous by | FeAr, rossi)
foidn_dana = POREACE ioin_mam mes CENERATE §9 a8 pear, 3 as playsciDd, §1 a8 ress
dump Fila_datan
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7.2. Viewing Pig Script Execution History

The History tab shows the history of Pig scripts run by the current user. A particular script in
history can be clicked to open it in a new Script tab to view its details:

Figure 7.2. Pig View Script History Tab

PN ivari MyCrustor S : o e - [ 1
a .
[B)  seres History
ﬂ UDFs [ Bergt Status Duratien Actions
508150800 Pig ETL1 ALl & Dot
@ History 2 .

7.3. User-Defined Functions (UDFs) Tab

UDFs can be added to Pig scripts by clicking Create UDF in the upper right corner of the

UDFs window. In the Create UDF dialog box, point to a UDF in the system by specifying the
name and path:

Figure 7.3. Pig View UDFs Tab

. UDFs o+ Creats UDF
ﬂ UDFs Hame Path [+
{a Hestorg

Peo LDFe fo display
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8. Using Slider View

Slider is a framework for deploying and managing long-running applications on YARN.
When applications are packaged using Slider for YARN, Slider View can be used to help
deploy and manage those applications from Ambari.

2 Important

This view has been marked deprecated.
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9. Using SmartSense View

SmartSense View allows Hortonworks support subscription customers to capture diagnostic
data for two purposes:

* To receive recommendations on performance, security, and operational changes based
on your server hardware, HDP services deployed, and your use cases.

» To quickly capture diagnostic information about services and hosts when working with
support to troubleshoot a support case.

You use SmartSense View to do the following tasks:

» Capture a bundle

Set a bundle capture schedule

View and download captured bundles

View SmartSense recommendations
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10. Using Storm View

Storm provides a real-time, scalable, and distributed solution for data streamed from real-

time sources such as machine sensors, supporting data ingestion, processing, and real-time

response. Typical use cases include automated systems that respond to sensor data by

notifying support staff, or an application that places a proximity-based advertisement on a

consumer's smart phone.

Use Storm View for the following types of operations:

¢ Monitor Storm cluster status and review configuration settings.

¢ Monitor Storm topologies, review configuration settings, perform topology actions such
as Activate, Deactivate, and Kill, and perform topology rebalancing to increase worker
JVMs and component parallelism.

¢ Access component metrics, debug logs, and jstack outputs; debug and profile worker
JVMs.

2 Important

This view has been marked deprecated.

10.1. Monitoring Storm Cluster Status: the Cluster
Summary Page

The landing page for Storm view shows current cluster status and nimbus configuration.

It shows the available nimbus host(s), and for a nimbus HA, denotes which host is a leader.
It also shows all available supervisor hosts and currently deployed topologies. Here is an
example landing page:

[EE 4=

Topadogy Listieg ‘
Tinniseinty b T [ ]
=3
gl EviiGn
Supervitor Summary o]
Feat g TPy Belyuny W
P e
L A
Mimkun Summary ‘ - -
8w | w
sl Pary e ey
=
Mimbui Configusniion ﬁ
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The lower left section of the summary page shows resource utilization of supervisors:

Supeérvisor Summary @

Haost Slots CPu A Ty Liptime

The upper right section shows the current status of the deployed topology:

Topology Listing g

Topology Mame Status Uptime

=23

Click on the "Nimbus Configuration" section to list Storm configuration settings:

Mimbui Canliguratien ﬂ

ey "l
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10.2. Monitoring Topology Status: the Topology
Summary Page

The topology summary page contains metrics and directed acyclic graphs (DAG) that show
deployed topology components and topology debugging features.

You can select which window for which to review metrics. By default the view will show
metrics for "All Time."

TOPOLOGY SUMMARY TOPOLDGY STATE
I wewdiernant 2 Tl LT
e [irnegl B st v g L ey ] Al by
L ]
Staben ACTIVE 0 s 280 e =
Apmiomag Jom iy p—. a53en S A
Wk 1
A 24 O G O G340 D ]
Taakn: 3 B L (RF ] G =
Mmory, 14T
wordidunt ﬂ

£
=

On the right side above panel, there are several topology actions buttons. These buttons
allow you to perform several actions: Activate (highlights when topology status is
deactivated), Deactivate, Rebalance, Kill, and Changing log level.

W ey B b . Bl fomrempey Ll Dol Ll = B T e D0

Rebalancing a Topology

To adjust the number of workers for the topology and the parallelism of each component
in the topology, use the rebalance button.
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Hebalance Topodogy

Changing the Logging Level of a Running Topology

This feature facilitates topology debugging, by allowing you to temporarily enable debug
log level and see any issues in a topology.

To use this feature, edit the Logger to update the class name for which you would like to
add a log level.

Change Log Level

Pty he boper bewels 1o Sopokoqy. Mot That Sppdying 8 MetTing restarss the Timer in the woriers, To-confgure the rood ke, use e name BOOT

Lisgges Lewrd Tt Exgsires Al Aenian

For example, if you would like to see debug logs in the count bolt of the

sample word count topology supplied with Storm, add the classname as

org. apache. storm starter. WrdCount.

Sampling Events in a Running Topology

This feature allows users to debug and see the events that are flowing through the
topology, essentially sampling events from a running topology and storing them in a log
file.

To use this feature, turn the Debug switch to "On":

Wibruomy A | vt 'i Tulern Sasrerinty ek :_’"-""-'\-'l =¥ \ & 2 D
] by e
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D wou really wand 1o debuag this topokogy T H

wampding percentage

The event logger will sample the given percentage of incoming tuples and write them to
the log for users to see the incoming tuples at each stage of topology. We recommend that
you not set this to a higher percentage, because it can fill up the logs on disk very quickly.

10.3. Looking Up Configuration Values: the
Component Summary Page

On the Component Summary page, you can drill down to a individual component in a
topology to see relevant stats for the component and access debug logs and jstack outputs.
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You can also debug and profile a worker JVM, by choosing the rightmost button on the
Component Summary Page:
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—_— e o B — @

The popup window shows all worker processes running the particular spout. You can select
the worker processes to take the jstack output or Heap dump, and selectively restart a
worker JVM.

Profiling & Debugging

Hinck  RastetVWorker  Hesp

Hast: Port Execuior ld
o401 ambard apache orgs 700 [25-25). [28-28]
c&E02 ambariapacheorg6700 Dl 20]

cisb0 ] ambarl apache orgf701 [27-27). [ 24-24]
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11. Using Tez View

Tez is a framework for building high performance batch and interactive data processing
applications. Apache Hive and Pig use the Tez framework. When you run a job such as a
Hive query or Pig script using Tez, you can use Tez View to track and debug the execution
of that job.

Tez provides a framework that enables human-interactive response times with Apache Hive
queries and Apache Pig data transformations. Tez View helps you find specific Hive queries
and their performance metrics, even in environments where there are hundreds or more
queries running daily, when you need to troubleshoot or tune data analytic applications.
Both sortable metrics and graphic visualizations enable you to understand and debug
submitted Tez jobs, such as Hive queries or Pig scripts, that are executed using the Tez
execution engine.

To open the Tez View:

1. Open Ambari.

2. Click the views tile in the upper right corner of the window:

Figure 11.1. Views Menu of Ambari

YARM Queue Manager

Files View

Hive View

Hive View 2.0
SmartSense View

Tez View

3. Select Tez View.
The following sections describe using Tez View to manage Hive and Pig tasks:

* Understanding Directed Acyclic Graphs (DAGs), Vertices, and Tasks [118]

Searching and Identifying Hive Queries [118]

Identifying the Tez DAG for Your Job [122]

Understanding How Your Tez Job Is Executed [124]

Identifying Causes of Failed Jobs [125]
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¢ Viewing All Failed Tasks [126]

¢ Using Counters to Identify the Cause of Slow-Performing Jobs [127]

11.1. Understanding Directed Acyclic Graphs
(DAGS), Vertices, and Tasks

To explain DAGs, vertices, and tasks, consider how Hive SQL queries are compiled and
converted into a Tez execution graph also known as a DAG. A DAG is a collection of
vertices where each vertex executes a fragment of the query or script. Directed connections
between vertices determine the order in which they are executed. For example, the vertex
to read a table must be run before a filter can be applied to the rows of that table.

As another example, consider when a vertex reads a user table. This table can be very large
and distributed across multiple computers and multiple racks. Reading the table is achieved
by running many tasks in parallel. The following figure shows the execution of a SQL query
in Hive:

Figure 11.2. SQL Query Execution in Hive

SELECT * [ —
FROM customers T S0L Query
GROUP BY state \

Calcite Cost Based Optimizer
Hiwa Physical Optimizar

F=__ Tez Execution

Global Group By: state DAG
L] j
Table Scan: custamers I Vertex
Local Group By: state .
— )
Tabb: Scan: Tashs y

T - - e ~ ! Table custamers:
_ I 3 1‘1‘&‘\‘1 i - — distributed over
s . T manvmachines |

11.2. Searching and Identifying Hive Queries

The landing page of the Tez View has a tabbed layout, with the Hive Queries tab as the
default tab. While displaying all the query details in a tabular format with pagination
support, the Ul also provides options to search based on various parameters.
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The search criteria of the Hive Queries tab are:

* Query ID

* User

* DAGID

* Tables Read

e Tables Written
* App ID

* Queue

¢ Execution Mode

Search returns hits when there are exact matches with the criteria that is entered on the

top of the tab. Therefore, you must enter each search string as a complete value in the

search criteria fields. You can enter multiple values (table names) in the Tables Read filter

and Tables Written filters.

Figure 11.3. Hive Queries Tab Showing Unfiltered Results

Hive Chapries A DAGs
Query I0: User: DG 1D Tables Read: Tables Written:  App ID: Queus:
Query ID Usor Status Cusary DAG ID
hofs 201 TOA02220426 bedb268b-1.., hdis INSEAT INTO TABL.,, dag 14BRI7TISRAGHE 0083 1
hafe_201TO30Z215315_dc251bi2-2...  hiis INSEFT INTO TABL... dag_14BB377358308_D0&1_1
hdfs 201 70302192253 _MebBBdl-a... hdifs INSEFT INTO TABL... dag 14BB377IGE30E8_D0E61_1
hdfe_201 703011407 16_1a94a076-2... hdis INSERT INTO TABL... dag_14BBI74743517_0002_14
hdfs_201 703011407 16_3080e020-b... hdifs INSEFT INTO TABL... dag 14BBI74T43517_0002_13
hofs_ 201 70301140714_584842d0-0.,. hdfs INSEAT INTO TABL... dag 14B8374743517_0002_12

11.2.1. Analyzing the Details of Hive Queries

Execution Mode:

Tables Resd
detaut, vakies
clataui. valkies
detaul. vakes

detaull. vaknes_

detaul. vakes
defaull. values

Click the relevant link in the Query ID column for a query that you want to investigate. A
window with three tabs containing information about the query is displayed.

Details Tab

The Details tab, the first of the three tabs, is displayed after clicking a Query ID link.
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Figure 11.4. Details for a Successful Query with Links to Application and DAG
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Click the Timeline tab to get a visual representation of Hive performance logs. The view
represents the following pre-execution, runtime, and post-execution phases of a query:

¢ Pre-execution and DAG construction

* DAG submission

* DAG runtime

¢ Post-execution

Duration data about each phase are distilled into more granular metrics based on query
execution logs.

A search-enabled table with raw performance log names and their major values is displayed
under the timeline visualization.
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Figure 11.5. Total Timeline and Log Details of a Submitted Query
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Configurations Tab

Click the Configurations tab to see a list of configuration properties and settings that are
used in the Hive query. You can use this tab to verify that configuration property values
align with your expectations.

@ Tip

By default, only configuration property names that contain the substringt ez
are listed. Use the Search field to change the search criteria.
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Figure 11.6. Configurations Tab
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11.3. Identifying the Tez DAG for Your Job

Click All DAGs to view the a list of jobs sorted by time, listing the latest jobs first. You can
search for a job using the following search criteria fields:

* DAG Name

« Id (DAG identifier)

¢ Submitter (user who submitted the job)
¢ Status (job status)

¢ Application ID (application identifier)

e Caller ID
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Figure 11.7. All DAGs View (Truncated Screenshot)
Hive Queries All DAGs
DAG Name: ID: Submitter: Status
Search... Searchi... Search... All

Dag Name Id Submitter

INSEAT INTO TAEL... dag_148420332822.., admin

AMALYZE TABLE 'de.. dag_14B420332822... admin

select count(™) from ... dag_148420332822... admin

select count(”) from .., dag_148420332822_ .. admin

select count(*) from ... dag_148420332822... admin
dag_148420332822... admin

Selecting the Columns That Appear in Search Results

To select which columns are included in the Tez View search results, click the gear icon to
the right of the search tool bar. A Column Selector dialog box appears where you can select
which columns appear in the search results. Select the columns, and click Ok to return to
Tez View:

Figure 11.8. Tez View Column Selector Dialog Box
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@ Tip
To search for columns, use the search filter at the top of the Column Selector

dialog box. Click Select All to include all columns in your search results and
uncheck it to clear all of your column selections.

Understanding Tez View Job Status

The following table explains the job status field that is returned for all search results
returned in Tez View:

Table 11.1. Tez Job Status Descriptions

Status Description

Submitted The DAG is submitted to Tez but is not running.
Running The DAG is currently running.

Succeeded The DAG completed successfully.

Failed The DAG failed to complete successfully.

Killed The DAG was stopped manually.

Error An internal error occurred when executing the DAG.

11.4. Understanding How Your Tez Job Is
Executed

Tez View enables you to gain insight into the complexity and the progress of executing
jobs.

The View tab shows the following:

DAG graphical view

All vertices

Tasks per vertex on top right of the vertex

Failed vertices display in red, successful vertices display in green

Mouse over vertices to view timeline details
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Figure 11.9. View Tab in Tez View
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The View Tab enables you to investigate the vertices that have failures or are taking a long
time.

11.5. Identifying Causes of Failed Jobs

Tez View enables you to quickly find and report errors. When a Tez task fails, you must:
* Identify why the task failed

* Capture the reason for task failure

The DAG Details tab

When a Tez task fails, the DAG Detailstab explains the failure. You can download the data
of the DAG to further examine the cause of failure. Starting with Tez View in Ambari 2.5.0,
the downloader has the following features:

» A progress bar during the download process is displayed and includes messaging about
the download status

* If the data download is not completely successful, some information rather than a failure
message without any DAG details is provided. The available data is stored as JSON file in
the zip archive.

* If the downloader fails to completely capture any data, the downloader re-attempts to
download data. The maximum number of re-attempted downloads is 3. The main reason
for this feature is to address the scenario where ATS is briefly offline.
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Figure 11.10. DAG Details Window
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11.6. Viewing All Failed Tasks

Multiple task failures may occur. The Tez View All Tasks tab enables you to view all tasks
that failed and examine the reason and logs for each failure. Logs for failed tasks, but not
for aborted tasks are available to download from this tab:

Figure 11.11. Tez View All Tasks Tab
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11.7. Using Counters to Identify the Cause of
Slow-Performing Jobs

Tez View shows counters so you can understand why a task performs more slowly than
expected. Counters help you better understand the task size and enable you to locate
anomalies. Elapsed time is one of the primary counters to look for.

Counters are available at the DAG, vertex, and task levels. As of Tez View in Ambari 2.5.0,
the following Hive LLAP counter information is displayed:

Group: or g. apache. hadoop. hi ve. | | ap. count er s. LI apl OCount er s

Counters: CACHE_HI T_BYTES, CACHE_M SS_BYTES, METADATA CACHE_HI T,
METADATA CACHE_M SS

Figure 11.12. Tez View DAG-Level Counters Tab
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As of Tez View in Ambari 2.5.0, the Vertex Swimlane tab is also available. The information
here is about vertex processor details for Hive and Pig.

Figure 11.13. Tez View Vertex Swimlane Tab
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If you want to view the information about the vertex processing in a different format,
open a vertex to see the Vertex Details sutab. A Description pane at the bottom of the
window is from the user payload of the respective vertex in the DAG plan.

Figure 11.14. Tez View Vertex Details Subtab
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Figure 11.15. Tez View Vertex-Level Counters Tab
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Figure 11.16. Tez View Task-Level Counters Tab
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Monitoring Task Progress for Jobs
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The Tez View shows task progress by increasing the count of completed tasks and total
tasks. This enables you to identify the tasks that might be "hung" and to understand more
about long-running tasks.
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12. Using Workflow Manager View

Ambari includes Workflow Manager View, which supports creating, scheduling, and
monitoring jobs on a Hadoop cluster. Hadoop administrators can easily design and visualize
workflows in the Ul as flow graphs.

Workflow Manager is based on the Apache Oozie workflow engine that allows users to
connect and automate the execution of big data processing tasks into a defined workflow.
Workflow Manager integrates with the Hortonworks Data Platform (HDP) and supports
Hadoop jobs for Hive, Sqoop, Pig, MapReduce, Spark, and more. In addition, it can be used
to perform Java, Linux shell, distcp, SSH, email, and other operations.

You can access the Workflow Manager documentation in the Workflow Management
guide on the Hortonworks documentation website.
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