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| ntroducing Ambari operations

Apache Ambari collects awide range of information from cluster nodes and services and displays that information in
an easy-to-use, centralized interface known as Ambari Web.

Hadoop isalarge-scale, distributed data storage and processing infrastructure using clusters of commodity hosts
networked together. Monitoring and managing such complex distributed systemsis not simple. To help you manage
the complexity, Ambari server, agent and infrastructure components provide you operating control of hostsin the
cluster as well as administrative control of cluster access.

Ambari Web displays information such as service-specific summaries, graphs, and alerts. Y ou create and manage
your cluster using Ambari Web to perform basic operational tasks, such as starting and stopping services, adding
hosts to your cluster, and updating service configurations. Y ou also can use Ambari Web to perform administrative
tasks for your cluster, such as enabling Kerberos security and performing Stack upgrades. Any user can view Ambari
Web features. Users with administrator-level roles can access more options than those users with operator-level or
view-only roles. For example, an Ambari administrator can manage cluster security, an operator user can monitor the
cluster, but a view-only user can only access features to which an administrator grants required permissions.

Related Information
Understanding cluster roles and access

Understanding Ambari architecture
Simple overview of the Ambari Server, Agents and Web architecture.

The Ambari Server collects data from across your cluster. Each host has a copy of the Ambari Agent, which alows
the Ambari Server to control each host.

Ambari
/clusters Web

Ambari Server

DB
Agent Agent 1 [ Agent ] Agent
Host Host Host - —— Host

Ambari Web is a client-side, JavaScript application that callsthe Ambari REST API (accessible from the Ambari
Server) to access cluster information and perform cluster operations. After authenticating to Ambari Web,

the application authenticates to the Ambari Server. Communication between the browser and server occurs
asynchronously using the REST API.

For more information, see Ambari REST API.



https://docs.hortonworks.com/HDPDocuments/Ambari-2.7.0.0/administering-ambari/content/amb_understanding_cluster_roles.html
https://github.com/apache/ambari/blob/branch-2.7/ambari-server/docs/api/v1/index.md
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For more information on the built-in Swagger REST API docs, use http://<ambari_hosthame>:8080/api-docs. Port is
8443 for an SSL/TL S secured Ambari instance. However, the Swagger REST API's cannot be used for Client Code
Generation.

The Ambari Web Ul periodically accesses the Ambari REST API, which resets the session timeout. Therefore,
Ambari Web sessions do not timeout automatically by default. Y ou can configure Ambari to timeout after a period of
inactivity.

Access Ambari

Access an Ambari Server using aweb browser and your default credentials.

Before you begin
Install, set up and start Ambari using acommand line editor.

About thistask
After installing and starting Ambari Server from the command line, you access Ambari using aweb browser directed

to the Ambari Server host's fully qualified domain name (FQDN).

Procedure

1. Open asupported web browser.

2. Enter the Ambari Web URL in the browser address bar.
http://[YOUR_AMBARI_SERVER_FQDN]:8080
The Ambari Web Sign In page displaysin your browser.

® ® P oambari £ a
L (@O c7401.ambari.apache.org:8080/#/login “ O Q H
@ Ambari
Sign in
Username

admin

Password

Licensed under the Apache License, Viersion 2.0
See third-party tools/resources that Ambari uses and their respective authors
3. Typeyour user name and password in the Sign In page.
If you are an Ambari administrator accessing the Ambari Web Ul for the first time, use the default Ambari
administrator credentials.
admin/admin
4. Click SignIn.
If Ambari Server is stopped, you can restart it using acommand line editor.

5. If necessary, start Ambari Server on the Ambari Server host machine.
ambari-server start

Typicaly, you start the Ambari Server and Ambari Web as part of the installation process.
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Related Information
Installing, configuring, and deploying a cluster

Access Ambari Admin page

Asan Ambari administrator, you use the Admin page to perform tasks that require Ambari-level permissions.

About thistask

Only an Ambari administrator can access the Ambari Admin page from Ambari Web. The Ambari Admin page
supports tasks such as creating a cluster, managing users, groups, roles, and permissions, and managing stack
Versions.

Procedure

1. Fromthe user menu, click the Manage Ambari option.
0 = L ADMIN ~

Settings

Sign out

The user menu displays the user name of the current user. The Manage Ambari option appears only for users
assigned Ambari Administrator access to the cluster.

If Ambari Server is stopped, you can restart it using a command line editor.

2. If necessary, start Ambari Server on the Ambari Server host machine.
ambari-server start

Typically, you start the Ambari Server and Ambari Web as part of the installation process.

Working with the cluster dashboard

Use Dashboard to view metrics and configuration history for your cluster.

Y ou monitor your Hadoop cluster using Ambari Web. Dashboard provides Metrics and Heatmaps visualizations and
cluster configuration history options. Y ou access the cluster dashboard by clicking Dashboard at the top left of the
Ambari Web Ul main window.

@ Ambari

A Dashboard

Cluster Admin



https://docs.hortonworks.com/HDPDocuments/Ambari-2.7.0.0/bk_ambari-installation/content/ch_Deploy_and_Configure_a_HDP_Cluster.html

managing and monitoring an ambari cluster Working with the cluster dashboard

Open the cluster dashboard
Use the Ambari Web Dashboard to monitor operating status of your cluster.

About thistask
Ambari Web displays the Dashboard page as the home page.

Procedure

* In Ambari Web, click Dashboard to view the operating status of your cluster.
Dashboard includes three options:

e Metrics

e Heatmaps

* ConfigHistory

The Metrics option displays by default. On the M etrics page, multiple widgets represent operating status

information of servicesin your cluster. Most widgets display asingle metric; for example, HDFS Disk Usage
represented by aload chart and a percentage figure:

Example
A  Dashboard ' Metric: joogly2 £ AD = L ADMIN =
METRICS HEATMAPS CONFIG HISTORY METRIC ACTIONS = LAST 1 HOUR =
MNameNode Heap HDFS Disk Usage NameMNode CPL DataModes Live
\ WO
15% 44% 0.1% 2/2
MameNode RPC £ Memory Usage : Metwork Usage : CPU Usage
[0k
L& d
0.25 ms A608 _
4.8 S
Cluster Load NameNode Uptime : ResourceManager : NodeManagers Live
Heap .
5
Example
Metrics Widgets and Descriptions:
HDFS metrics
HDFSDisk Usage The percentage of distributed file system (DFS) used,
which is a combination of DFS and non-DFS used
Data NodesLive The number of DataNodes operating, as reported from
the NameNode
NameNode Heap The percentage of NameNode Java Virtual Machine

(VM) heap memory used
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NameNode RPC
NameNode CPU W10
NameNode Uptime

Y ARN metrics (HDP 2.1 or later stacks)

ResourceM anager Heap

Resour ceM anager Uptime

NodeManagersLive

YARN Memory

HBase metrics

HBase Master Heap

HBase Ave L oad

HBase Master Uptime

Region in Transition

Storm metrics (HDP 2.1 or later stacks)

SupervisorsLive

Scan oper ating status

The average RPC queue latency
The percentage of CPU wait I/0

The NameNode uptime calculation

The percentage of ResourceManager VM heap memory
used

The ResourceManager uptime calculation

The number of DataNodes operating, as reported from
the ResourceM anager

The percentage of available YARN memory (used
versus. total available)

The percentage of NameNode VM heap memory used
The average load on the HBase server
The HBase master uptime calculation

The number of HBase regionsin transition

The number of supervisors operating as reported by the
Nimbus server

Expand Services > to see top-level metrics about service operating status.

About thistask
Servicesv on the left side of Ambari Web listsall of the Apache component services that are currently installed and
monitored.

Theicon shape, color, and action to the |eft of each item indicates the operating status of that service.
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Table 1: StatusIndicators

Color Status

noicon All masters are running.
blinking green Starting up

solid red At least one master is down.
blinking red Stopping
Procedure

» Usetheseiconsto scan current operating status for the cluster.

» Hover your cursor over the restart indicator to scan the status of stale components.
==

Services e

HDFE . .
6 Components on 2 Hosts should be restarted

» Click Servicesv to collapse Ambari Web > Services.

Monitor service metrics

Use the widgets on Dashboard Metrics to monitor cluster-wide metrics.

About thistask
On the M etrics page, multiple widgets represent operating status information of your cluster. Most widgets display a
single metric, such as HDFS Disk Usage:

HDFS Disk Usage

44%

Procedure

» Hover your cursor over a Metrics widget.
A pop up window displays more details, if available.

HDFS Disk Usage

DFS used

6.9 GB (8.95%)
non DFS used
25.7 GB (33.20%)
remaining

43.1 GB (55.64%)
e Click the edit widget icon

to export, modify or remove awidget from the M etrics page.
» For cluster-wide metrics, such as Memory, Network or CPU Usage, click Save as CSV or Save as JSON to
export metrics data.

10
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Click Delete to remove the widget from the Dashboard.

View cluster health

Click Edit to modify the display of information in awidget.

Filter Dashboard > Metricsto see only metrics that reflect overll cluster health.

About thistask

From Dashboard > Metrics, you can filter the dashboard to display only cluster-wide metrics. For example, you can
customize the dashboard to hide all except the following widgets:

#  Dashboard  Melrics ter 3 AQ HI  Laowmn- |
]
METRICS =~ HEATMAPRS  CONFIG HISTORY METRIC ACTIONS = LAST 1 HOUR =
MY ¥ L Ntk Lisage Er‘lJlIib‘r Clusiter Load
[ben
1aGe I
h"f S
¥ - — -
S~
bl
i Sty

Additional optionsinclude:

Procedure

From awidget legend, click Delete to remove the widget from Metrics.

Deleting awidget from Metrics hides the widget from view. To replace it, add the widget, using Metric Actions.

For cluster-wide metrics, hover the cursor over the chart, then click the magnifying glassicon to zoom in.
Hover your cursor over awidget to magnify the chart or itemize the widget display.

A larger version of the widget displaysin a separate window. Y ou can use the larger view in the same ways that

you use the dashboard.
Click OK to closethe larger view.

Example

Cluster Load

Liast 1 howr =

|

S

030

100

Export S

Example

Cluster-wide metrics include:

Memory usage

Cluster-wide memory used, including memory that is
cached, swapped, used, and shared

11
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Network usage The cluster-wide network utilization, including in-and-

out

CPU Usage Cluster-wide CPU information, including system, user
and wait 10

Cluster Load

Cluster-wide Load information, including total number
of nodes. total number of CPUs, number of running
processes and 1-min Load

View cluster heatmaps
The Ambari Web Heatmaps page provides a graphical representation of your overall cluster utilization, using simple
color coding known as a heatmap.

About thistask
A colored block represents each host in your cluster. Colors displayed in the block represent usage in a unit
appropriate for the selected set of metrics.

Procedure

« Hovering over ablock that represents a host displays more detailed information about that specific host.
A separate window displays metrics about components installed on that host.

Example
& Cashbaard LD ']
Hoat Disk Space Lised %
- L] |
s T
-
Example

If any data necessary to determine usage is not available, the block displays Invalid data.
Example

Y ou can select a different heatmap, using the Select Metric menu.

12
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Select Metric... =

Host

HDFS

YARMN

HBase b HBase Read Request Count
HBase Write Request Count
HBase Compaction Queue Size
HBase Regions
HBase Memstore Sizes

Example

Heatmaps supports the following metrics:

Host/Disk Space Used % disk.disk freeand disk.disk_total
Host/Memory Used % memory.mem_free and memory.mem_total
Host/CPU Wait I/0 % Cpu.cpu_wio

HDFS/Bytes Read dfs.datanode.bytes read

HDFS/Bytes Written dfs.datanode.bytes written
HDFS/Garbage Collection Time jvm.gcTimeMillis

HDFS/JJVM Heap MemoryUsed jvm.memHeapUsedM

YARN/Garbage Collection Time jvm.gcTimeMillis

YARN /JVM Heap Memory Used jvm.memHeapUsedM

YARN / Memory used % UsedMemoryMB and AvailableMemoryMB
HBase/RegionServer read request count hbase.regionserver.readRequestsCount
HBase/RegionServer writerequest count hbase.regionserver.writeRequestsCount
HBase/RegionServer compaction queue size hbase.regionserver.compactionQueueSi ze
HBase/RegionServer regions hbase.regionserver.regions
HBase/RegionServer memstor e sizes hbase.regionserver.memstoreSizeM B

Finding current stack and versionsinfor mation

Use the Stack and Versionstabs add services to the stack, and register new version information before performing an
upgrade.

About thistask
The Stack tab includes information about the services installed and available in the cluster stack. The Versionstab
includes information about which versions of software are currently installed and running in the cluster.

Procedure

e In Ambari Web, browseto Cluster Admin > Stack and Versions
» Click Stack to browse all servicesinstalled in your current stack.

e Asan Ambari administrator you can click Add Service to start the wizard that installs each service into your
cluster.
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Working with the cluster dashboard
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Modifying the cluster dashboard

Viewing service account user names

Asacluster administrator, you can view the list of Service Users and Group accounts used by the cluster services.

Procedure

* InAmbari Web > Cluster Admin, click Service Accounts.

Example

ﬁ Admin / Service Accounts

Service Users and Groups
Hame
Ambari Metrics User
Metadata User
Smoke User
Hadoop Group
HDFS User
Proaty User Group
Hive User
nfra Solr User
Kafka User
Kms group
Kms Liser
Knox Group
Knox Liser
Livy2 Group
Livy2 User
Log Search User
Mapreduce User
Oozie User
Ranger Group
Ranger User
Spark2 Group
Spark2 User
Tez User
‘Yarn ATS User
Yarn User
Zeppelin Group
Zeppelin User

ZooKeeper User

Value
ams
atlas
ambari-qa
hadoop
hafs
uSers
hive:
infra-solr
kafka
kms

kms
kenian
koot

Iy

livy
logsearch
mapred
oazie
ranger
ranger
spark
spark
ez
yarm-ats
yam
zeppelin
2eppelin

Zookeeper

M odifying the cluster dashboard

Y ou can modify the content of the Ambari Cluster dashboard in the following ways:

15
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Replace a removed widget
Replace metrics widgets not currently displayed on the M etrics page using Metrics Actions > +Add.

About thistask
Y ou can remove and replace metrics widgets on the M etrics page. Metrics widgets that have been removed from the
M etrics page appear in alist you can acceess from the M etrics Actions menu, using the +Add option.

Procedure

1. Onthe Metrics page, click Metrics Actions> +Add.

2. Click the checkbox next to metics that you want to appear on the Metrics page.
For example, click Region in Transition.

METRIC ACTIONS =

HOFS Disk Usage

= Region In Trangi

& Edit ¥

ResourceManager Uptime

3. Click Add.
The Region in Transition widget appears on the Metrics page.

Reset the dashboard
Reset the M etrics page to its default settings, using Metrics Actions > Edit.

About thistask
If you have customized the M etrics page by removing widgets or changing display settings, you may reset the default

display settings.
Procedure

1. OntheMetrics page, click Metrics Actions > Edit.
METRIC ACTIONS -

+ Add "

5 Resetallwidgetstodefout TR

2. Click Reset all widgetsto default.
The Metrics page resetsto its default settings.

Customize metrics display
Change the way in which awidget displays metrics information, using the Edit icon, if available.
About thistask
Although not all widgets can be edited, you can customize the way that some of them display metrics by using the
Edit icon, if oneis displayed.
Procedure

1. Onthe Metrics page, click the edit widget icon

to customize or remove awidget from the M etrics page.
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2. Click Edit.
The Customize Widget window appears.

PR

3. Follow the instructions in Customize Widget to customize widget appearance.
In this example, you can adjust the thresholds at which the HDFS Capacity bar chart changes color, from green to
orangeto red.

4. To save your changes and close the editor, click Apply.
5. To close the editor without saving any changes, click Cancel.

Managing Hosts

Mange one or multiple hostsin your cluster from the Hosts page in Ambari Web.

About thistask

Asacluster administrator or cluster operator, you need to react when the operating status of a hostind indicates issues
that require action. Y ou can use the Ambari Web Hosts page to manage multiple components, such as DataNodes,
NameNodes, NodeM anagers, and RegionServers, running on hosts throughout your cluster. For example, you can
restart all DataNode components, optionally controlling that task with rolling restarts. Ambari Hosts enables you to
filter your selection of host components to manage host health based on operating status and defined host groupings.
The Hosts tab enables you to perform the following tasks:

View host status

Y ou can view theindividual hostsin your cluster on Ambari Web > Hosts.

About thistask
Hostslists cluster hosts by fully qualified domain name (FDQN) and accompanied by a colored icon that indicates
the host's operating status.

Procedure

* Observe the icon beside each listed host name.

Example

Red Triangle At least one master component on that host is down. Y ou
can hover your cursor over the host name to see atooltip
that lists affected components.

Orange At least one slave component on that host is down.
Hover to see atooltip that lists affected components.

Yellow Ambari Server has not received a heartbeat from that
host for more than 3 minutes.

Green Normal running state.
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Black, medical-bag icon indicates a host in maintenance

Maintenace M ode
mode.

Alert Red square with white number indicates the number of
aerts generated on a host.

Example

A red icon overrides an orange icon, which overrides ayellow icon. In other words, a host that has a master
component down is accompanied by ared icon, even though it might have slave component or connection issues as
well. Hosts in maintenance mode or are experiencing alerts, are accompanied by an icon to the right of the host name.

The following example Hosts page shows three hosts, one having a master component down, one having a slave
component down, one running normally, and two with alerts:

. g O = Lawn.

a BT4 = = ' HOP3000
WO 000

'] 3 AT Sl udi-ruck 2 HDR20.00

Find a host in the cluster
Use afiltered search to find only those hosts in the cluster that match specific criteria.

About thistask
The Hosts page lists all hosts in the cluster. Y ou can search the full list of hosts, filtering your search by host name,

component attribute, and component operating status. Y ou can also search by keyword, simply by typing aword in
the search box. The filtered search tool appears | eft of the Actions menu on the Hosts page.

Procedure
1. On Ambari Web > Hosts, click the search icon.

T

A filtered search field appears above the listed hosts.
2. Click thefiltered search field.

Available search types appear, including:

Search by Host Attribute Search by host name, IP, host status, and other
attributes, including:
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Host Mame:

Host Name

1P

Host Status @
Cores

RAM

Stack Version
Version State
Rack

Service

Search by Service Find hosts that are hosting a component from a given
service,

Search by Component Find hosts that are hosting a componentsin agiven
state, such as started, stopped, maintenance mode, and
SO on.

Search by keyword Type any word that describes what you are looking for
in the search box. This becomes atext filter.

3. Click a Search type.
A list of available options appears, depending on your first selection. For example, if you click Service, current
Services appear:

Service:
HDFS
YARN
N . MapReduce2
“e HBase

© c7AC ZooKeeper

Ambari Metrics
@ B c740 SmartSense

4. Click one or multiple options.
In this example, Service: YARN, then Host Status: Master Down.
The list of hosts that match your current search criteria display on the Hosts page.

Service: YARMN Host Status: Master Down
Name ” Host Name
A ) " a | IP
£ ¢7401 . ambari.apach.. 1¢
Host Status
1 hosts selected - clear selection Cores
RAM

5. You can click more options or type keywords to further refine your search.

Example
Examples of searches that you can perform, based on specific criteria, and which interface controlsto use:

F|nd a“ hOSZSWIth a DataNOde paTanope: All
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Find all the hostswith a DataNode that ar e stopped pATANODE: Stopped
Find all the hosts with an HDFS component (@ serice: HDES

Find all the hostswith an HDFS or HBase component - ... HDFs service: HBase

Perform host level actions

Use Hosts > Actions options to start bulk operations across multiple hosts in your cluster.

About thistask

Use the Actions Ul control to act on hostsin your cluster. Actions that you perform that comprise more than one
operation, possibly on multiple hosts, are also known as bulk operations. The Actions control comprises a workflow
that uses a sequence of three menus to refine your search: a hosts menu, a menu of objects based on your host choice,
and a menu of actions based on your object choice. For example, if you want to restart the RegionServers on any host
in your cluster on which a RegionServer exists:

Procedure

1. Inthe Hosts page, select or search for hosts running a RegionServer:
2. Using the Actions control, click Filtered Hosts > RegionServers > Restart >

3. Click OK to start the selected operation. ¥ ACTIONS ~

== Add New Hosts
What to do next™* st . : _
Optionally, moniter dackground eperations to follow, diagnose, or troubleshoot the restart operation.

Related I nformation Hosts *  Filtered Hosts (6) ¥
Monitor background Operations Dstahodes » Al Hosts (6) »
JournalNodes »
T.15GB 54 25 Components
- NedeManagers B
Add a host to a cresteé RegionServers 54 17Components
Stop Supervisors b

Use the +Add New Hosts yizard to add new host-machines to your cluster. 4 19 Components
346 Add 25 HDP-3.0.0.0-1554 15 Components
Delete

1. Browse to the Hostspageandiselect Actions > +Add New Hosts.

Recommission

Procedure
<>
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The Add Host wizard provides a sequence of prompts similar to those in the Ambari Cluster Install wizard.
2. Follow the prompts, providing information similar to that provided to define the first set of hosts in your cluster:

Add Host Wizard

Install Options

Target Hosts

Enter a kst af hosts using the Fully Qualified Domain Name [POON). one per line. Or use Patierm Expeessicns

ST404 ambai apache. ong

Host Registration Information

0O Frovide your SSH Private Key o

aly regisier hosts

S5H User Account ot

S5H Port Mumbes 0

What to do next
Review and confirm all recommended configuration changes.

Note: If you are adding a new host to your cluster, then you must know that the previous HDP and Ambari
E components are not added to the new host of your cluster.

Related Information
Review and confirm recommended configuration changes
Install options

M anage componentson a host
Click ahost FQDN on the Hosts page to manage components running on that host.

Procedure

¢ Click one of the FQDNs listed on the Hosts page.

For example, if you click c7402.ambari.apache.org, that host's page appears.
e Click Summary.

Components lists all componentsinstalled on that host.
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#A  Hosts  c7402.ambari.apache.org

Host: cT402 ambari.apache.org &

SUMMARY CONFIGS ALERTS u VERSIONS

Components

o & Sarvace g

o lindhond? aster
=] Mot i F Masber
e Master
<] Save
a8 Metrics Moniior £ Armibari Metics S
o HI e S Clie
Summary

Hostrame: c7402.ambari.apache oy
IP Address: 152.168.74.102
Rach: rdefaultrack #
O5: cemosT (xB6_64)
Cores (CPUK 1 (1)
Dishc 4. 76GE/S1. 5568 (7.68% used)
Memory: 2.TEGE
Load Awvg- 0,29
Heartbeat: less than a minute ago
Current Yersionc 3.0.0.0-1485
JCE Unlimited: false

« To manage al of the components on asingle host, you can use the Host Actions control at the top right of the
display to start, stop, restart, delete, or turn on maintenance mode for all componentsinstalled on the selected host.
e Alternatively, you can manage componentsindividually, by using the Action drop-down menu shown next to an
individual component in the Components pane. Each component's menu is labeled with the component's current
operating status. Opening the menu displays your available management options, based on that status.
For example, you can decommission, restart, stop, or put in maintenance mode the standby NameNode component

for HDFS.

Components

]

atus Hame
Timeline Service... / YARN
History Server / MapReduce?
SNameNode / HDFS
Zookeeper Server / ZooKeeper
HST Agent / SmartSense

Metrics Monitor / Ambari Metrics

e 0 0 0 0 O O

HDFS Client f HDFS

Decommission a host
Decommissioning is a process that supports removing components and their hosts from the cluster.

Y ou must decommission a master or slave running on a host before removing it or its host from service.
Decommissioning helps you to prevent potential loss of data or disruption of service. Decommissioning is available

for the following component types:

Host Metrics

Type

Master

Master

Master

Master

Slave

Slave

Client

Network Usage X

+ ADD

Acthion

Restart
Stop
Mowve

Turn On Main

AD = X ADMIN -

HOST ACTIONS -

LAST 1 HOUR: =
SEHCE
mzoe
1nacE
ik Usage £
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» DataNodes
* NodeManagers
* RegionServers

Decommissioning executes the following tasks:

For DataNodes Safely replicates the HDFS data to other DataNodes in
the cluster

For NodeM anager s Stops accepting new job requests from the masters and
stops the component

For RegionServers Turns on drain mode and stops the component

Decommission a NodeM anager

Use Ambari Web > Hosts > Actions to decommission a NodeManager component.

Procedure

1. Using Ambari Web, browse the Hosts page.
2. Find and click the FQDN of the host on which the NodeManager component resides.
3. Using the Actions menu, click Selected Hosts > NodeM anager s > Decommission.
T ACTIONS -
+ Add New Hosts

Selected Hosts (0)
Filtered Hosts (1) »
All Hosts (3) k

Hosts
DataMNodes
JournalModes

NodeManagers

r *r v v ¥

Start RegionServers
Stop

Restart

Add

Delete

Decemmission

&

The Ul shows Decommissioning status while in process.

Recommission

Results
When this NodeM anager decommissioning process is finished, the Action option shows Recommission.

Recommission
Tum On Maintenance Mode

Delete

Decommission a RegionServer

Use Ambari Web > Hosts > Actions to decommission a RegionServer component.

Procedure

1. Using Ambari Web, browse the Hosts page.
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2. Find and click the FQDN of the host on which the RegionServer component resides.
3. Using the Actions menu, click Selected Hosts > RegionServers > Decommission.
T ACTIONS ~
+ Add New Hosts

\GE Selected Hosts (0)

Hosts ¥ Filtered Hosts (1) 4
DataNodes ¥ All Hosts (3) »
JournalNodes b
NodeManagers k

Start RegionServers ¥

Stop

Restart

Add

Delete

Decemmission
Recommission @

The Ul shows Decommissioning status while in process.

Results
When this RegionServer decommissioning processis finished, the Action option shows Recommission.

Recommission
Tum On Maintenance Mode

Delete

Decommission a DataNode

Use Ambari Web > Hosts > Actions to decommission a DataNode component.

Procedure
1. Using Ambari Web, browse the Hosts page.
2. Find and click the FQDN of the host on which the DataNode component resides.
3. Using the Actions contral, click Selected Hosts > DataNodes > Decommission.
T ACTIONS ~
+ Add New Hosts

\GE Selected Hosts (0)

Hosts ¥ Filtered Hosts (1) 4
DataNodes ¥ All Hosts (3) »
JournalNodes b
NodeManagers k

Start RegionServers ¥

Stop

Restart

Add

Delete

Decemmission
Recommission @

The Ul shows Decommissioning status while in process.

Results
When this DataNode decommissioning process is finished, the Action option shows Recommission.
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Recommission g
Turn On Maintenance Mode

Delete

Delete a component

Use Component > Actionto delete a decommissioned component:

Before you begin
Decommision the component that you intend to delete.

Procedure

1. Using Ambari Web, browse the Hosts page.
2. Find and click the FQDN of the host on which the component resides.
3. In Components, find a decommissioned component.
4. If the component statusis Started, stop it.
A decommissioned slave component may restart in the decommissioned state.
5. Click Delete from the Action drop-down menu.

Deleting a slave component, such as a DataNode does not automatically inform a master component, such as a
NameNode, to remove the slave component from its exclusion list.

Adding a deleted slave component back into the cluster presents the following issue: The added slave remains
decommissioned from the master's perspective. Restart the master component, as awork-around.

6. Restart services.

Results
Ambari recognizes and monitors only the remaining components.

Delete a host from a cluster

Use Host Actions > Delete Host to remove a host from the cluster.

About thistask
Deleting a host removes the host from the cluster.

Before you begin
Before deleting a host, you must:

« Stop al components running on the host.

» Decommission any DataNodes running on the host.

« Move from the host any master components, such as NameNode or ResourceManager, running on the host.
e Turn off host Maintenance Mode, if it ison.

Procedure
1. Using Ambari Web, browse the hosts page to find and click the FQDN of the host that you want to delete.

2. OntheHost page, click Host Actions.
3. Click Delete Host.
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HOST ACTIONS -

P Start All Components

B Stop All Components

C Restart All Components

£} Set Rack

& Turn On Maintenance Mode
Delete Host

& Check host

& Download Client Configs

@ Recover Host

The host is removed from the cluster.

Bulk add or delete hosts

Usethe Hosts > Actions > Delete Hosts option to delete multiple hosts in your cluster.

Before you begin
Decommission and stop all components on the target hosts. There are guardrails in place to prevent the accidental
deletion of hosts containing singleton master instances. To delete such hosts, first move al the mastersto a different

host.

About thistask

Use the Actions Ul control to act on hostsin your cluster. Actionsthat you perform that comprise more than one
operation, possibly on multiple hosts, are also known as bulk operations. After you request that Ambari perform
abulk operation, Ambari validates whether or not it can successfully perform the action . There are two possible

scenarios where the operation cannot be performed:

» The state of the component makes it impossible to perform the operation. For example, asking to delete service
components not in the stopped state. Expand each host to see the details on why the operation cannot be

performed.

A/ Hosts

Hosts

Hamae
& lat-upgriadp-1.
O katupghdo-? ol
@ kat-upgrdp-3
© katupghdpd el
© latupgrhdp-5.

O katupgknos-1

Nothing to do

Load Avg

100

oa2

000

[ kx ]

D38

o

smokey £}

40

Versions
HOP-3.00000- 1554
HDP-3.00.0-1554
HOP-3.0 000- 1554
HOP-D00.0-1554
HOF-3.0.0.0- 1554
HDP-10000- 1554

SATIS PeT Page:

H A noctis ~
| oo
Components

19 Comganents

2 Camrponmts

26 Coerpanents

17 Companents

19 Coerganents

15 Components
105 1-6a86 £3

«  Number of components remaining after the operation completes is |ess than the minimum number of components
required by the stack. For example, asking to delete all the nodemanagers, where the minimum number of

L

nodemanagers required by the serviceis 1.

HORA0G188 17 Compararty

HOPI0SG IR 1 Compannni
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Procedure

1. Inthe Hosts page, select or search for multiple hosts.
2. Using the Actions control, click Selected Hosts > Hosts > Delete Hosts.

T ACTIONS ~

4 Add New Hosts

Start All Components Hosts »  Selected Hosts (3) b
Stop All Components DataNodes }  Filtered Hosts (3) ’
Restart All Components JournalNodes »  All Hosts (3) 3
Reinstall Failed Components  NodeManagers 3
) 2.0 17 Components

Turn On Maintenance Mode RegionServers 3

Turn Off Maintenance Mode e berpage: 10 2 <>
Set Rack

Delete Hoslsm

3. Click OK to confirm the bulk operation.

What to do next
Optionally, monitor background operations to follow, diagnose, or troubleshoot the bulk operation.
Related Information

Review and confirm recommended configuration changes

Setting M aintenance Mode

Set Maintenance Mode to supppress alerts when performing hardware or software maintenance, changing
configuration settings, troubleshooting, decommissioning, or removing cluster nodes.

Setting Maintenance Mode enables you to suppress alerts and omit bulk operations for specific services, components,
and hosts in an Ambari-managed cluster. Explicitly setting Maintenance Mode for a service implicitly sets
Maintenance Mode for components and hosts that run the service. While Maintenance Mode prevents bulk operations
being performed on the service, component, or host, you may explicitly start and stop a service, component, or host
whilein Maintenance Mode.

Four common instances in which you might want to set Maintenance Mode are; to perform maintenance, to test a
configuration change, to delete a service completely, and to address alerts. Specific use-case examples:

You want to perform hardware, firmware, or OS While performing maintenance, you want to be able to
maintenance on a host. do the following:

* Prevent aderts generated by all components on this
host.

« Beableto stop, start, and restart each component on
the host.

* Prevent host-level or service-level bulk operations
from starting, stopping, or restarting components on
this host.

To achieve these goals, explicitly set Maintenance
Mode for the host. Putting a host in Maintenance
Mode implicitly puts al components on that host in
Maintenance Mode.

You want to test a service configuration change. To text configuration changes,you want to ensure the
following conditions:
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* No alerts are generated by any componentsin this
service.

¢ No host-level or service-level bulk operations start,
stop, or restart components in this service.

To achieve these goals, explicitly set Maintenance
Mode for the service. Putting a service in Maintenance
Mode implicitly turns on Maintenance Mode for all
componentsin the service.

Y ou will stop, start, and restart the service using arolling
restart to test whether restarting activates the change.

You want to stop a service. To stop a service completely, you want to ensure the
following conditions:

« No warnings are generated by the service.
* No components start, stop, or restart due to host-level
actions or bulk operations.

To achieve these goals, explicitly set Maintenance
Mode for the service. Putting a service in Maintenance
Mode implicitly turns on Maintenance Mode for al
componentsin the service.

You want to stop a host component from generating  To stop ahost component from generating aerts, you
alerts. must be able to do the following:
e Check the component.

e Assesswarnings and alerts generated for the
component.

* Prevent alerts generated by the component while you
check its condition.

Set Maintenance Mode for a host

How to set Maintenance Mode for a host and what happens when you do.

About thistask

This task provides examples of how to use Maintenance Mode in a three-node, Ambari-managed cluster installed
using default options and having one data node, on host c7403. The example describes how to explicitly turn on
Maintenance Mode for the HDFS service, aternative procedures for explicitly turning on Maintenance Mode for a
host, and the implicit effects of turning on Maintenance Mode for a service, acomponent, and a host.

Procedure
1. Onthe Hosts page, select ahost FQDN.
c7401.ambari.apache.org
2. InHost Actions, click Turn On Maintenance M ode.
3. Click OK to confirm.
Notice, on Components, that Maintenance Mode turns on for all components.
4. To set Maintanence Mode for a muliple hosts, using the Actions control.
5. Using Hosts, click ¢7401.ambari.apache.org and c7403.ambari.apache.org.
6. InActions> Selected Hosts > Hosts, click Turn On Maintenance M ode.
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T ACTIONS ~

4 Add Mew Hosts

Start All Components Hosts P Selected Hosts (2) 3
Stop All Components DataNodes ¥ Filtered Hosts (3) »
Restart All Components JournalNodes » | All Hosts (3) ¥
Reinstall Failed Components NodeManagers b 12 Compo
12 Components
Turm On M-.Jinma_ance Mode RegionServers 3
Turn Off Maintéance Mode 0 3 <>
Set Rack
Delete Hosts
7. Choose OK.
Results
Your list of hosts shows that Maintenance Mode is set for hosts ¢7401 and c7403:
Hosts - B

L4 - L 1M 1 THGE 0.z HOF-3.0.00

278G8 024 HOP3.000

" cT403 11} 1 THGE 035 HOF-3.0.00

L

Example

If you hover your cursor over each Maintenance Mode icon that appears in the hosts list, you see the following
information:

* Hosts c7401 and c7403 are in Maintenance Mode.

e On host ¢7401, HBaseMaster, HDFS client, NameNode, and ZooK eeper Server are also in Maintenance Mode.
e On host c7403, 15 components are in Maintenance Mode.

* On host c7402, HDFS client and Secondary NameNode are in Maintenance Mode, even though the host is not.

Notice aso how the DataNode is affected by setting Maintenance Mode on this host:

* Alertsare suppressed for the DataNode.

» DataNodeis omitted from HDFS Start/Stop/Restart All, Rolling Restart.

« DataNode is omitted from all Bulk Operations except Turn Maintenance Mode ON/OFF.
» DataNode isomitted from Start All and / Stop All components.

« DataNode is omitted from a host-level restart/restart all/stop all/start.

Set Maintenance Mode for a service

How to set Maintenance Mode for a service and what happens when you do.

About thistask

Setting Maintenance Mode enables you to suppress alerts and omit bulk operations for specific services, components,
and hosts in an Ambari-managed cluster. Explicitly setting Maintenance Mode for a service implicitly sets
Maintenance Mode for components and hosts that run the service. While Maintenance Mode prevents bulk operations
being performed on the service, component, or host, you may explicitly start and stop a service, component, or host
while in Maintenance Mode.

Procedure

1. Using Services, click a service name.
For example, HDFS.

2. Click Actions, then click Turn On Maintenance M ode.
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3. Click OK to confirm.
Notice, on Services Summary that Maintenance Maode turns on for the NameNode and SNameNode components.

Establishing Rack Awareness

The term Rack Awareness means defining the physical rack on which acluster host resides. Establishing Rack
awareness can increase availability of data blocks and improve cluster performance. Co-locating data replication
blocks on one physical rack speeds replication operations. The HDFS balancer and DataNode decommissioning are
rack-aware operations. Rack awarenessis not established by default, when a cluster is deployed or anew host is
added, using Ambari. Instead the entire cluster is assigned to one, default rack.

Y ou can establish rack awareness in two ways. Either you can set the rack 1D using Ambari or you can set the rack 1D
using a custom topology script.

Set therack id for Ambari

About thistask

By setting the Rack 1D, you can enable Ambari to manage rack information for hosts, including displaying the hosts
in heatmaps by Rack ID, enabling usersto filter and find hosts on the Hosts page, using that Rack ID. If HDFSis
installed in your cluster, Ambari passes this Rack ID information to HDFS using a topology script. Ambari generates
atopology script at /etc/hadoop/conf/topology.py and sets the net.topol ogy.script.file.name property in core-site
automatically. Thistopology script reads a mappings file /etc/hadoop/conf/topology _mappings.data that Ambari
automatically generates. When you make changes to Rack ID assignment using Ambari, this mappings file will be
updated when you push out the HDFS configuration. HDFS uses this topology script to obtain Rack information
about the DataNode hosts.

Procedure

Y ou can set the Rack ID using Ambari Web in two ways.

* Make multiple hosts aware of arack simultaneously, using Actions.
« Make each host aware of arack individually, using Host Actions.

1. To set the Rack ID for multiple hosts, from the Hosts page, click Actions, then click Selected Hosts, Filtered
Hosts, or All Hosts.

2. Expand the menu, and click Hosts.
3. Then, expand the menu and click Set Rack.

Actions = Filter: All (1) ~
+ Add New Hosts IP Address Rack
Selected Hosts (0)
Filtered Hosts (1) »
All Hosts (1) Hosts Start All Components

® c6402.ambari.apz DataNodes b Stop All Components

NodeManagers  » Restart All Components

© ch403.ambar.ADimempy "= Turn On Maintenance Mode

Turn Off Maintenance Mode
Set Rack

4. Alteratively, for aspecific host, from the Hosts page, click Host Actions > Set Rack.
5. In Set Rack, type the rack name, then click OK.

What to do next
Browseto Ambari Web > Dashboard, and restart any services that display the Restart Required icon.
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Set therack id on a host

Procedure

1. InAmbari Web, browse to the Hosts page.
2. Click Host Actions.
3. Click Set Rack.

Host Actions ~

b Start All Components

M Stop All Components

C' Restart All Components

(@ Turn On Maintenance Mode
% Delete Host

£+ Set Rack *—

& Download Client Configs

What to do next
Verify rack awareness.

Set therack id using a custom topology script

About thistask
If you do not want to have Ambari manage the rack information for hosts, you can use a custom topology script. To
do this, you must create your own topology script and manage distributing the script to all hosts.

Note: Ambari Web will not display heatmaps by rack, because Ambari will have no access to host rack
E information.

Procedure

1. Browseto Services>HDFS> Configs.

2. Modify net.topology.script.file.name to your own custom topology script.
For example: /etc/hadoop/conf/topology.sh .

3. Distribute that topology script to your hosts.

What to do next

Y ou can how manage the rack mapping information for your script outside of Ambari.

Managing Services

You use Ambari Web > Services to monitor and manage sel ected services running in your Hadoop cluster.

All servicesinstalled in your cluster are listed in the leftmost pand!:
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Managing Services

#

i e

Summary

iy
woen
2Jl'El5Ir.a'|ed
.
15k
2o

View service summary

© Sarted

121

00 Live

o o
] o

040 Sia

= 49 A apuaik -
i Quick Links

ried

1924

o pending upgrade  Not in safe mode

T

Use Services > Summary to view the status of service components and metrics.

About thistask

In Ambari Web, the Services > Summary pane displays basic information about the operational status of that

service, including any current aerts.

Procedure

1. InAmbari Web, click a service name from the list of displayed services.
In Summary, basic information about the operational status of that service, including any alerts displays.

# / Services / HDFS

SUMMARY HEATMAPS

Summary

Components

Service Metrics

COMFIGS METRICS

o Started

KAMERODE

2d 23h 40m

HAMERODE LIPTINE

11 Started

DATAMODES

DATANODES STATUS

1

BLOCKS

200

nfa
TOTAL FILES + MRECTORIES

1.05%

Le=ED)

DISK USAGE (DFS

B Staned

SRAMERODE

9.8%

HAMEMODE HEAP

0/0 Live

Mo pending upgrade
UPGRADE STATUS

5.85%

DISK LESAGE (NON DFS USED)

o

0v0 Started

NFSGATEWAYS

1}

1] 199

Mot in safe mode
SAFE MODE STATUS

93.10%

DHSK REMAINING
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2. In Ambari Web, click adifferent service name from the list of displayed services.
Summary refreshesto display information about the different service.

What to do next
click one of the View Host links.
Components & Started & Started
NAMENDOE SNAMENODE
2d 23h 44m 4.6%

NAMENDDE UPTIME
NAMEMDDE HEAP

1/1 Started 0/0 Live 0/0 Started

DATANDDES JOURNALKODES HFSGATEWAYS

to view components and the host FQDN on which the selected service is running.

Find quick linksto service information
Use Services> [SERVICE_NAME] > Summary > Quick Linksto find moreinformation for each service.
About thistask
The Summary tab for each service lists Quick Links to more information, such as thread stacks, logs, and native
component Uls. For example, you can link to NameNode Ul, NameNode L ogs, NameNode IMX and Thread Stacks
for HDFS.
Procedure

« Browsethe Quick Linkslisted at the right side of Summary to select from the list of links available for each

Service.
Example
] mmary 2 A B Laouw-

SLIMBAFTY EATMAPS CONFIGS METRICS

Summary 1 ] Quick
Links

Companenis © Stared O © Started

20h 5m 36s 1.7%
MEMNODE UPTIME .

1/1 Started 00 Live O/D Started

Link tothe native user interface

Select Quick Links options to access additional sources of information about a selected service.

About thistask
Some services provide a native user interface. For most services, Ambari Web provides links to the native Ul and to
other information such as component log files and thread stacks.

Procedure

1. For aservice, browseto Services> Summary > Quick Links.
Quick Links are not available for every service.
2. On Quick Links, click a native user interface name.

33



managing and monitoring an ambari cluster

Managing Services

Example

For example, HDFS Quick Links options include the following:

Quick
Links

NameNode Ul
NameNode Logs
NameNode JMX
Thread Stacks

Add or remove a service widget

Use options on Ambari Web > Services > Metrics to manage the metrics visible for a specific service.

About thistask

The Ambari Web > Services > Metrics tab displays metrics information using
multiple widgets. Y ou can add and remove widgets from the M etrics tab. HDP core
services currently support this functionality, including HDFS, Hive, HBase, and YARN

SUMMARY HEATMAPS CONFIGS METRICS
Metrics
NameNode GG count Namedode GC time NN Connection Load
- e L]
]
e BEme
1 1 L1 1
HamrwiMode Host Load Hamweiode RFT Failed disk valumes
-
k1
m LL. L JLL U
Mt wabi g s
Under Replicated Blocks HOFS Space Lhilization
=
Sservices.
Procedure

1. OntheMetricstab, either click + to launch the Widget Browser, or click Actions > Browse Widgets.

e A = & ADmaIN -

ACTIONS = LAST 1 HOUR =

NameMode Heap

500 MO
= Ll 11

Edocks With Cornapied Replicas

0

The Widget Browser displays service widgets available to add to your Services tab, widgets already added to
your dashboard, shared widgets, and widgets you have created. Widgets that are shared are identified by the

Shared icon.
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Widget Browser

HDFS WARN HBASE

HameMode Operations

Rate per second of number of file operation aver

MORE...~ ADD

HameNode GT time

Total time takes

eollections in millis

~" ADDED

MHamebode Heap

Heap memory commitied and Heap memory

used with respect to time

«" ADDED

Show only my widgets

NameMode GC count

Courit of total garbage collections and couwnt of

magor typé garbage collections of the JWM,

« ADDED
NN Connection Losd
Number of open APC connections being
managed by NameNade

+ ADDED
HameMode Host Load
Percentage of CPU and Memory resaurces being
cansumed cn MameNode host

«" ADDED

2. Inthe Widget Browser, click the Show only my widgets check box.
Only the widgets you have created display on the Metrics tab.

3. Inthe Widget Browser, click agreen, ADDED checkmark for any widget that displays one.
The widget disappears from the the M etrics tab and no longer shows a green, ADDED checkmark in the Widget

Browser.

4. Inthe Widget Browser, for any availble widget not already added to your Metricstab, click Add.
The widget appears on the the M etries tab and shows a green, ADDED checkmark in the Widget Browser.

What to do next

To remove awidget from the M etries tab, click the edit widget icon

then click Delete.

Create a service widget

Use the Widget Browser and the Create Widget wizard to create new widgets that display metrics for a service.

About thistask

The Widget Browser displays the widgets available to add to your Services tab, widgets already added to your
dashboard, shared widgets, and widgets you have created. Widgets that are shared are identified by the Shared icon.
The Widget Browser also supports creating and deleting new service widgets.
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Widget Browser

HOFS YARN HBASE <+ CREATE WIDGET

Hametode Dperatians Hamatode GC count

Rate per second of number of file operation aver
LT,

MORE...~ ADD

HameNode GT time

Total time tak

type garbage

~" ADDED ~" ADDED

MHamebode Heap HameMode Host Load

2
T3
a
2
z
]

«" ADDED " ADDED
Show only my widgets

Procedure

1. Onthe Servicestab, either click + to launch the Widget Browser, or click Metrics > Actions menu > Create
Widget.
2. If the Widget browser is open, click + Create Widget.
a) Inthe Create Widget wizard, select awidget type.
b) Select metrics and operators to create an expression that defines the metrics to be displayed in the widget.
A preview of the widget is displayed as you build the expression.
¢) Enter aname and description for the widget.
d) Optionaly, click Shareto share the widget.
Sharing the widget makes the widget available to all Ambari usersfor this cluster. After awidget is shared,
other Ambari Admins or Cluster Operators can modify or delete the widget.

Ig Note: Share cannot be undone.

Delete a service widget

Use the Widget Browser or the edit widget icon options to del ete service widgets from a service M etir cs tab.

About thistask

The Widget Browser displays the widgets available to add to your M etir cs tab, widgets already added to your
dashboard, shared widgets, and widgets you have created. Multiple users can view widgets identified by the Shared
icon. The Widget Browser also supports creating and del eting new service widgets.

Procedure

1. OntheMetricstab, either click + to launch the Widget Browser, or click Metrics > Actions > Create Widget.
The Widget Browser displaysall current service widgets.

36



managing and monitoring an ambari cluster

Managing Services

Widget Browser

HDFS WARN HBASE

HameMode Operations

Rate per second of number of file operation aver

MORE...~ ADD

HameNode GT time

Total time takes

eollections in millis

~" ADDED
MHamebode Heap

Heap memory commitied and Heap memory

used with respect to time

«" ADDED

Show only my widgets

NameMode GC count

Courit of total garbage collections and couwnt of

magor typé garbage collections of the JWM,

« ADDED
NN Connection Losd
Number of open APC connections being
managed by NameNade

+ ADDED
HameMode Host Load
Percentage of CPU and Memory resaurces being
cansumed cn MameNode host

«" ADDED

2. Inthe Widget Browser, click agreen, Added checkmark for any widget that displays one.
This removes the widget from the M etrics tab. This does not delete the widget from the Widget Browser.
The widget disappears from the the M etrics tab and no longer shows a green, Added checkmark in the Widget

Browser.

3. Only for awidget that you created, you can click More... > Delete.

For a shared widget, only an Ambari Admin or Cluster Operator has the Delete option. Deleting a shared widget
removes the widget from all users. Deleting a shared widget cannot be undone.

The widget disappears from the Widget Browser.

What to do next

To remove awidget from the M etries tab, click the edit widget icon

then click Delete.

Export widget graph data

Use export options on the M etrics widget dashboard to save service metrics datalocally.

About thistask

Many of the service metrics widgets support exporting the data represented on the widget graph.Y ou can export the

metrics data from those widget graphs using the Export option.

Procedure

1. For awidget on Service > Metrics, click the Edit Widget icon

or click the magnify icon,

&

if displayed.
2. |If the Export icon appears, click it.
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Export &
e

Save as CSV
Save as JSON

3. Click either Save as CSV or Save as JSON.
A file of the selcted format containing metrics data downloads to your local drive.

Set display timezone

Each user can set alocale in User Settings.

About thistask
Y ou can set alocale that defines the time zone used for displaying metrics datain widget graphs.

Procedure

1. Inthe Ambari Web operator menu, click your user name, then click Settings.
2. InLocale> Timezone, click atime zone option.
3. Click Save.

Results
The Ambari Web Ul reloads. Graphs display the timezone you have saved.

M odify the service metrics dashboard
Use [SERVICE_NAME] > Metrics to scan metrics data for services that display metrics.

Depending on the service, the M etrics tab includes widgets populated by default with important service metrics
information to monitor:

# o ] A0 = £ ADMIN =
SUMMARY HEATMARS: CONFIGS METRICS m
Maetrics ACTIONS = LAST 1 HOUR =

HameNode GC count Mamehode GC time NN Connection Load i HameMode Heap
1 ima
1030 Ml
s 0Ems 11
] 0D WE
T N N T b St e T e T B
HameMode Host Load NameNode RPC Fadled disk volumes Bliocks With Cormupted Replicas
- am 0 0
w1 iUl
[ 'l
Under Replicated Blocks HOFS Space Utikzaton
L

If you have Ambari Metrics service (AMS) installed and are using Apache HDFS, Apache Hive, Apache HBase,
or Apache YARN, you can view aMetrics dashboard for that service. Y ou can add and remove widgets from the
Metrics dashboard, and you can create new widgets and delete widgets. Widgets can be private to you and your
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dashboard, or they can be shared in a Widget Browser library. Y ou must have AM S installed to view Metrics for
AMS service.

Related Information
Understanding Ambari Metrics Service

Perfor ming service actions

Use Service > Actions to manage service operations on your cluster.

About thistask
Manage a selected service on your cluster by performing service actions.

Procedure

1. Inthe Servicestab, click Actions.

2. InActions, click an option.
Available options depend on the service you have selected
For example, HDFS service action options include:

ACTIONS «

P Start

W Stop

® Restart All

© Restart DataNodes

~ Move NameNode

~ Move SNameNode

4 Enable NameNode HA

& Add New HDFS Namespace
W7 Run Service Check

I8 Turn On Maintenance Mode
.’ Rebalance HDFS

® Refresh Nodes

& Download Client Configs

X Delete Service

Clicking Turn On Maintenance M ode suppresses a erts and status indicator changes generated by the service,
while alowing you to start, stop, restart, move, or perform maintenance tasks on the service.

Start all services

Use Ambari Web > Services > Start All to start al services at once.

About thistask
In Ambari Web > Services you can start, stop, and restart al listed services simultaneously.

Procedure

e InServices, click ... and then click Start All.
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@ Ambari A / Services / |
A Das

SUMMARY HEA

=+ Add Service

P Start All

B Stop All

C Restart All Required

& Download All Client Configs

All installed services start.

Stop all services
Use Ambari Web > Services > Stop All to stop all services at once.

About thistask
In Ambari Web > Services you can start, stop, and restart al listed services simultaneously.

Procedure
* InServices, click ... and then click Stop All.

@ Ambari A / Services / |

ﬂ' Dashboard

SUMMARY HEA]
Services

=+ Add Service

P Start All

W Stop All

( Restart Fﬁ:ﬁ:&equired

& Download All Client Configs

Cluster Admin

All installed services stop.

Add a service
Use Add Service to deploy additional servicesin your cluster without interrupting operations.

About thistask

The Ambari installation wizard installs all available Hadoop services by default. Y ou can choose to deploy only
some servicesinitially, and then add other services as you need them. For example, many customers deploy only core
Hadoop servicesinitially. The Add Service option enables you to deploy additional services without interrupting
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operations in your Hadoop cluster. When you have deployed all available services, the Add Service control display
dims, indicating that it is unavailable. To add a service, follow the steps shown in this example.

Procedure

1

In Services, click ... > +Add Service.
The Add Service wizard opens.

In the Add Service wizard, click Choose Services.
The Choose Services pane lists those services already added in a shaded background and with checked boxes.

In Choose Services, click the empty check box next to the service that you want to add. Then, click Next.
Notice that you can also select all services listed by clicking the checkbox next to the Service table column
heading.

The Add Services Wizard indicates hosts on which the master components for a chosen service will be installed.
A service chosen for addition shows a grey check mark.

. In Assign Masters, confirm the default host assignment. Alternatively, use the drop-down menu to choose a

different host machine to which master components for your selected service will be added. Then, click Next.
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Add Service Wizard

Assign Masters.

MNameNade:

SHameNade:

YARM Registry DNS:

Timeline Service V1.5;

Timeling Service VI.0 Reader

ResourceManager:

History Server;

HiveServerd:

Hive Metastone:

HBase Master:

ZooKeeper Server;

IooHeeper Server

ZooHeeper Server,

infra Solr instance:

Grafana:

Metrics Collector:

Log Search Server:

Activity Explorer:

Mectivity Analyzer:

HST Server.

+ BACK

7402 . ambari, spache.ora (28 G,

cT402.amban. adache.ora (281G

<7401 . ambari.asache.ora (2.8 G

cT401 . ambari.asache.ora (2.8 G

c7401.ambari apache.org (2.8
GB, 1 cores)

c7402 ambari.apache.crg (2.8
GE. 1 cores)

c7403.ambari apache.org (2.8
GB, 1 cores)

EES
| Metrics Collectar |

Managing Services

5. If you are adding a service that requires slaves and clients, in Assign Slaves and Clients, accept the default
assignment of slave and client components to hosts. Alternatively, select hosts on which you want to install slave

and client components (at |east one host for the Slave of each service being added). Then, click Next.

Add Service Wizard

Assign Slaves and Chents

Hiat all | none  all | none all | nome all | nome all | mone

7401 ambari. apach,. DataNode WFSGateway KodeManager RegionServer Pheenix Query Serw
7402 ambari. apach..® = DataNode NFSGatewsy = NodeManager = ReglonServer = Phoenix Query Serv
€T403. ambari.apach.. = DataMode MFSCateway RodeManager ReglonServer Phoenix Query Sere

25 £

&

= BACK

Table 2: Host Roles Required for Added Services

Service Added Host Role Required

YARN

NodeM anager
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7.

Service Added

Host Role Required
HBase

RegionServer
6.

indicated.

In Customize Services, accept the default configuration properties. If necessary, edit any property values

Add Service Wizard

Customize Services
HDFS YARN MAPREDUCEZ TEZ HIVE‘I HBASE ZOOKEEPER IMFRASOLR AMBARI METRICS
LOG SEAHCH“ SMARATSENSE MISC
There are 4 configuration changes in 2 services Show Details
Group | Dedault (3)
SETTINGS DATABASE “ ADVANCED
Database Configurations

Database Passwornd

Anention: Some configurations need your anention before you can proceed.
Showing properties with issu g1

Show all proj

= BACK

a) If necessary, click Override to create a configuration group for this service.
b) Make sure al configurations have been addressed.

Add Service Wizard

Customize Services

HOFS YARM MAPREDUCEZ TEZ HIVE HBASE ZOOKEEPER INFRASOLR AMBARI METRICS

LOG SEARCH SMARTSENSE MISC

There are 4 configuration changes in 2 services Show Detadls

SETTINGS ADVANCED
Advanced logsearch-admin-json

Agdmun password

& Al configurations have been addressed
Show all propedties

o= BACK

el

Then, click Next.

In Review, verify that the configuration settings match your intentions. Then, click Deploy.
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Add Service Wizard

Review

Admin Name - admin
Cluster Hame : mycluster
Total Hosis : 3 [0 new)
Repositories
redhai? (HOP-3.0)
hitpo/fs3. amazonaws.com/dev.hortonworks.com/HDP/ centos T/3 W BUILDS/3.0.0.0-1 485
redhat7 (HDP-3.0-GPL):
hitpe//s3. amazonaws.com/dev. horionwarks com/HDP-GPL/centosT/3 /BUILDS/3.00.0-1414

redhal? (HDP-UTILS-1.1.0.22);
hatpe/fe3 amaronaws com/dev. hortonwarks com/HOP-UTILS-1.1.0.22frepos/cenasT

Services:
Ter
Cliants : 3 hosts
i

8. Monitor the progress of installing, starting, and testing the service. When that finishes successfully, click Next.

kﬂ.dd Service Wizard

install, Start and Test

100 % averall
Show: PUIEY | In Progress (0) | Warmning (1) | Success (2) | Fail (0
Host Statu Message
o740 ambari.apache.org N 00 Success
smibari.apache.org N 100 Success
03, ambari.apache.org 100% Warnings encountered
25 & fa €y

Installed and started the services with Some wamings.

9. Review the summary display of installation results. Then, click Complete.

Add Service Wizard

Surmmary

Important: After cloing this wizard, pleass restart all services thal have the réstan indicalor 0 next 1o the Service name,

The cluster consisis of 3 hosts
Installed and stared services successiully on 2 néw hosis
1 warnings

[ comeLerE~ |

10. Review and confirm recommended configuration changes.

What to do next
Restart any other components that have stale configurations as a result of adding services.
Related Information

Review and confirm recommended configuration changes
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Restart multiple components

Use arolling restart to restart multiple components.

About thistask

When you restart multiple components, use rolling restarts to distribute the task. A rolling restart stops and then starts
multiple running slave components, such as DataNodes, NodeManagers, RegionServers, or Supervisors, using a batch
sequence. You set rolling restart parameter valuesto control the number, time between, tolerance for failures, and
limits for restarts of many components across large clusters.

f Important: Rolling restarts of DataNodes should be performed only during cluster maintenance.

Procedure

1. InServices, click aservice name.

2. In Summary, click alink, such as DataNodes or RegionServers, of any components that you want to restart.
The Hosts page lists any host namesin your cluster on which that component resides.

Using the host-level Actions menu, click the name of a slave component option. Then, click Restart.
Review and set values for Rolling Restart Parameters.

Optionally, reset the flag to restart only components with changed configurations.

Click Trigger Rolling Restart.

o o~ w

Restart DataMode

Thiz will restart a specified number of DataModes at a time.
Note: This will trigger alerts. To suppress alerts, turn on
Maintenance Mode for HDFS prior to triggering a rodling restart

Restart | 1 DataModes at a time
Wait | 120 | seconds between batches
Tolerate up to | 1 restart failures

" Only restart DataModes with stale configs
Turn On Maintenance Mode for HDFS

CANCEL TRIGGER ROLLING RESTART

What to do next
Monitor the progress of the background operations.
Related Information

Monitor background operations

Set rolling restart parameters

Y ou can adjust the default parameter values before starting arolling restart operation.

About thistask

When you choose to restart slave components, you should use parameters to control how restarts of components roll.
Parameter values based on ten percent of the total number of componentsin your cluster are set as default values. For
example, default settings for arolling restart of components in a three-node cluster restarts one component at atime,
waits two minutes between restarts, proceeds if only one failure occurs, and restarts all existing components that run
this service.

Before you begin
Initiate arolling restart.
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Procedure

* IntheRestart dialog, enter integer, non-zero valuesfor al parameters.

Restart (Batch Size) Number of components to include in each restart batch.

Wait (Time) Time (in seconds) to wait between queuing each batch
of components.

Tolerateup tox failures Total number of restart failures to tolerate, across all
batches, before halting the restarts and not queuing
batches.

Restart DataNode

This will restart a specified number of DataModes at a time.
Note: This will trigger alerts. To suppress alerts, turn an
Maintenance Mode for HDFS prior to triggering a rolling restart

Festart | 1 Dataiodes &t a time
Wait | 120 | seconds between batches
Tolerate upto | 1 restart failures

® Only restart DataModes with stale configs
Turn On Maintenance Mode for HDFS

CANCEL TRIGGER ROLLING RESTART

If you trigger arolling restart of components, the default value of Only restart componentswith stale configsis
true.

If you trigger arolling restart of services, the default value of Only restart serviceswith stale configsisfalse.
« Change the default value of Only restart components with stale configs, if necessary.

What to do next
Click Trigger Rolling Restart.

Monitor background operations

Use Background Oper ations to monitor tasks during execution and examime log details, post-completion.

About thistask

Y ou can use the Background Operations window to monitor progress and completion of atask that comprises
multiple operations, such as arolling restart of components. The Background Operations window opens by default
when you run such atask. This topic shows monitoring the progress of arolling restart as an example.

Procedure

1. InBackground Operations, click the text that describes each operation to show restart operation progress on
each host.
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Background Operations
1 Background Operation Running ALL (10}
« ¥ [ PR . | 3% BOmn Tty 0 5 18 Sma
o Pibstant o components with Stalke MagReduce . atm —— m5d
» o rarits a o - iy e m s
D et e 1Rt chileg B300n whuee $2aR B Backeround coaatien n

2. After operations complete, you can click an operation name link to view log files and any error messages
generated on the selected host.

Background Operations

0 Background Operations Running SUCCESS (B) -

Bperations Inew tait Time uration

« Aoling Restart of ModeManagers - batch 1 of 1 R admin Today DE-54 &mis

Show mare.

Do ol shirws this dialog again when staning & baskgrouwnd operatcon “

Background Operations / Relling Restart of NodeManagers - batch 1 of 1

Hosts
L
D oo oo g cheding g when) gtarteg o bickground operaton n
3. Optionaly, click ahost name link to view tasks on that host.

Background Operations / Rolling Restart of NodeManagers - batch 1 of 1 / c7403.amban.apache.org

Tasks Al

o Fisstart Modebdanager
Do moot o e cisiog) again when starting a background operation n

4. Optionally,click atask name link to view the task log generated during the operation.
Y ou can use the Copy, Open, or Host L ogs icons located at the upper-right of the [HOST_NAME] dialog to
copy, open, or view log information generated during the operation.
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Background Operations | Rolling Restart of NodeManagers - batch 1 of 1 / ¢7403.ambari.apache.org ' + Restart
NodeManager

Task Log & COPY £ OPEN &

Do it shecrwy this dialog again when starting & background operation n

This example demonstrates the task |og that contains error and output information for the restart NodeM anagers
task run on host c7403.ambari.apache.org.

What to do next
Y ou can also select the check box at the bottom of the Background Operations window to hide the Background
Operations dialog during future operations.

Abort arolling restart

Use the Abort Oper ation option to prevent future operationsin a batch from running.

About thistask
In-progress batch operations display an Abort Operation option when you hover the cursor over the operation
displayed in Background Operations.

Procedure

1. Inthe active Background Operations dialog, hover your cursor over atask in-progress.
For example, the in-progress rolling restart batch operation shades blue and displays the Abort operation option
when you hover the cursor over it.

ground Operations

3 Background Operations Running &

L s n

2. Click Abort operation to stop any future operations in the batch from occurring.
3. Click OK to confirm that you want to stop future operations.

Enable Service Auto Start from Ambari Web

Use Cluster Admin > Service Auto Start to control whether components in a stopped state re-start automatically.
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About thistask

AsaCluster Administrator or Cluster Operator, you can enable each servicein your stack to re-start automatically.
Enabling auto-start for a service causes the ambari-agent to attempt re-starting service components in a stopped state
without manual effort by auser. Asafirst step, you should enable auto-start for the worker nodes in the core Hadoop
services, the DataNode and NameNode componentsin Y ARN and HDFS, for example. Y ou should also enable auto-
start for all componentsin the SmartSense service. After enabling auto-start, monitor the operating status of your
services on the Ambari Web dashboard. Auto-start attempts do not display as background operations. To manage the
auto-start status for components in a service:

Procedure

1. In Ambari Web > Cluster Admin, click Service Auto Start.

@ Ambari o/ Adn vice 4 o 0 A0 EH | Laoun-
& Dashboard

Auto Start Settings m}

Service Aulo Starl

Auto-Start Settings is enabled by default, but only the Ambari Metrics Collector component is set to auto-start by
default.

2. Totoggle auto-start settings from Enabled to Disabled and back, click the Auto-Start settings button.
3. Toset acomponet to restart automatically, click the Auto-Start checkbox for a component.
4. To set al components to auto-start, click the Auto Start checkbox.
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Service

Infra Solr

Ambari Metrics

HBase

HODFS

Auto Start Settings

nifra Solr Client

nfra Solr Instance

Metrics Monitor

Grafana

Metrics Collector

HBase Chent

HBase Master

RegionServer

Phoenix Query Server

MFSGateway

DataMNode

HameNode

ZKFailoverController

Joumallode

5. Toclear all pending status changes before saving them, click Cancel.
6. When you complete changes to your auto-start settings, click Save.

What to do next

To diagnose issues with service components that fail to start, check the ambari agent logs, located at: /var/log/ambari-
agent.log on the component host.

Disable service auto start settings from Ambari Web

Disable Auto Start Settings to prevent components in a stopped state in your cluster from re-starting automatically.

About thistask
AsaCluster Administrator or Cluster Operator, you can enable each component in your cluster to re-start

automatically. Enabling auto-start for a service causes the ambari-agent to attempt re-starting service componentsin a
stopped state without manual effort by a user. Auto-start attempts do not display as background operations. To disable

Auto-Start Services:

Procedure

1. In Ambari Web > Cluster Admin, click Service Auto Start.
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2.

3. Toclear all pending status changes before saving them, click Cancel.

Aute Start Settings (e )

@
# Da
A
Fa

Servioe Auto Start

i ]

AD =

Auto-Start Settingsis enabled by default, but only the Ambari Metrics Collector component is set to auto-start by

default.

In Auto-Start Settings, click the green Enabled button.

A / Admin / Service Auto Start

Ambari services can be configured to start automatically
selectively.

Auto Start Settings

The Auto Start settings button toggles to Disabled.

A / Admin / Service Auto Start

Ambari services can be configured to start automatically
selectively.

Auto Start Settings (@ pisabled

4. When you complete changesto your auto-start settings, click Save.

Remove a service

Use Services > Actions > Delete Service to remove a service from your cluster.

About thistask

f Important: Removing aserviceis not reversible and all configuration history will be lost.

Procedure

1

In Ambari Web, click a service name listed in Services.
2. Click Actions > Delete Service.

3.

4. Stop al components for the service, as prompted.

Remove any dependent services, as prompted.
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5. Confirm the removal.
After the serviceis stopped, you must confirm the removal to proceed.

Bulk add or delete service components
Usethe Hosts > Actions > [COMPONENT_NAME] > Delete option to delete multiple componentsin your cluster.

Before you begin
Before adding new components, make sure al hosts have sufficient memory and disk space.

Before del eting service components, you must stop them. Services that support decommissioning should be first
decommissioned, then stopped, then deleted.

Note:

E Warning!!Bulk-deleting services that store data, such as datanodes, regionservers, without decommissioning
them first may result in data loss. Deleting more datanodes than the configured dfs.replication.factor, without
first decommissioning them completely, will result in permanent data loss.

About thistask

Use the Actions Ul control to act on hostsin your cluster. Actions that you perform that comprise more than one
operation, possibly on multiple hosts, are also known as bulk operations. The bulk component management behavior
issimilar to individua service component management, so usual best practices apply.

Procedure

1. Inthe Hosts page, select or search for multiple hosts.
2. Using the Actions control, click Selected Hosts > [COMPONENT_NAME] > Delete.

T ACTIONS ~

+ Add New Hosts

Selected Hosts (0)
2.78GB !
e Hosts ¥  Filtered Hosts (1) »
Start DataNodes »  All Hosts (3) 4
Stop JournalNodes »
Restart NodeManagers L4
Add RegionServers »
Delete &

Decommission
Recommission

3. Click OK to confirm the bulk operation.

What to do next
After adding components, consider adjusting the resource allocations of other components on the same hosts to
accommodate the new component.

Read audit log files

Read the audit logs to assess details of Ambari-managed operations and configuration changes.
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About thistask

When you use Ambari to perform an operation, such as user login or logout, stopping or starting a service, and adding
or removing a service, Ambari creates an entry in an audit log. By reading the audit logs, you can determine who
performed the operation, when the operation occurred, and other, operation-specific information. When you change
configuration for a service, Ambari creates an entry in the audit log, and creates a specific log file.

Procedure

e Fndthe Ambari audit log on your Ambari server hogt, at:
Ivar/log/ambari-server/ambari-audit.log

e Fndthe Ambari config changes log on your Ambari server host, at:
ambari-config-changes.log

By reading the configuration change log, you can find out even more information about each change. For
example:

2016-05-25 18: 31: 26,242 INFO - Cluster 'MyCduster' changed by: 'admn';
servi ce_nane=' HDFS' confi g_group='default' config_group_id="-1'
ver si on='2'

Enablethe Oozie Ul

Y ou must manually create an Ooze Ul when using the latest versions of Ambari and HDP.

About thistask

Ext JSis GPL licensed software and is no longer included in builds of HDP 2.6 and higher. Because of this, the
Oozie WAR fileis not built to include the Ext JS-based user interface unless Ext JSis manually installed on the
Oozie server. If you add Oozie using Ambari 2.6.1.0 to an HDP 2.6.4 or greater stack, no Oozie Ul will be available
by default. If you want an Oozie Ul, you must manually install Ext JS on the Oozie server host, then restart Oozie.
During the restart operation, Ambari re-builds the Oozie WAR file and will include the Ext JS-based Oozie Ul.

Procedure

1. Logintothe Oozie Server host.
2. Download and install the Ext JS package.

CentOSRHEL Oracle Linux 6:
wget https://archive. cl oudera. con!
p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/
repos/ cent os6/ extj s/
extjs-2.2-1.noarch.rpm
rpm-ivh extjs-2.2-1.noarch.rpm

CentOSRHEL OracleLinux 7:
wget https://archive. cl oudera. conf
p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/
repos/ cent os7/ extj s/
extjs-2.2-1. noarch. rpm
rpm-ivh extjs-2.2-1.noarch.rpm

CentOSRHEL OracleLinux 7 (PPC): )
wget https://archive. cl oudera. cont
p/ HDP- UTI LS- GPL/ r epos/ cent os7- ppc/
extjs/extjs-2.2-1.noarch.rpm
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SUSE11SP3:

SUSE11SP4:

SLESI12:

Ubuntul2

Ubuntul4

Ubuntul6

Debian6:

Debian7:

rpm-ivh extjs-2.2-1.noarch.rpm

wget https://archive. cl oudera. cont
p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/

repos/ susellsp3/extjs/
extjs-2.2-1.noarch. rpm

rpm-ivh extjs-2.2-1.noarch.rpm

wget https://archive. cl oudera. cont
p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/

repos/ repos/ susellsp4d/ extj s/
extjs-2.2-1.noarch.rpm

rpm-ivh extjs-2.2-1.noarch.rpm

wget https://archive. cl oudera. cont
p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ r epos/

sl esl2/extjs/extjs-2.2-1.noarch.rpm
rpm-ivh extjs-2.2-1.noarch.rpm

wget https://archive. cl oudera. cont
p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ r epos/
ubunt ul2/ pool / mai n/ e/ extj s/

extjs 2.2-2 all.deb

dpkg -i extjs 2.2-2 all.deb

wget https://archive. cl oudera. conf
p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ r epos/
ubunt ul4/ pool / mai n/ e/ extj s/

extjs 2.2-2 all.deb

dpkg -i extjs_2.2-2 all.deb

wget https://archive. cl oudera. conf
p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ r epos/
ubunt ul6/ pool / mai n/ e/ extj s/
extjs_2.2-2 all.deb

dpkg -i extjs_ 2.2-2 all.deb

wget https://archive. cl oudera. cont
p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ r epos/
debi an6/ pool / mai n/ e/ extj s/

extjs 2.2-2 all.deb

dpkg -i extjs 2.2-2 all.deb

wget https://archive. cl oudera. con!
p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ r epos/
debi an7/ pool / mai n/ e/ extj s/

extjs 2.2-2 all.deb
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dpkg -i extjs_ 2.2-2 all.deb

Debian9:
wget https://archive. cl oudera. conf
p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ r epos/
debi an9/ pool /mai n/1ibj/libjs-extjs/
libjs-extjs_3.4.0+dfsgl-1_all.deb
dpkg -i
extjs_3.4.0+dfsgl-1 all.deb

3. Removethe .war file prep file.
rm /usr/hdp/current/oozie-server/.prepare_war_cmd

4, Restart Oozie Server from the Ambari Ul.
Ambari rebuilds the Oozie WAR file.

Enablethe Oozie Ul on CentOSRHEL OracleLinux 7 PPC
Y ou must manually create an Ooze Ul when using the latest versions of Ambari and HDP.

About thistask

Ext JSis GPL licensed software and is no longer included in builds of HDP 2.6. Because of this, the Oozie WAR file
isnot built to include the Ext JS-based user interface unless Ext JS is manually installed on the Oozie server. If you
add Oozie using Ambari 2.6.1.0 to an HDP 2.6.4 or greater stack, no Oozie Ul will be available by default. If you
want an Oozie Ul, you must manually install Ext JS on the Oozie server host, then restart Oozie. During the restart
operation, Ambari re-builds the Oozie WAR file and will include the Ext JS-based Oozie Ul.

Procedure

1. Logintothe Oozie Server host.
2. Download and install the Ext JS package.

wget https://archive. cl oudera. com p/ HDP- UTI LS/ 1. 1. 0. 22/ r epos/ cent 0s7- ppc/
extjs/extjs-2.2-1.noarch.rpm
rpm-ivh extjs-2.2-1.noarch.rpm

3. Remove the following file:
rm /usr/hdp/current/oozie-server/.prepare_war_cmd

4. Restart Oozie Server from Ambari Web.
Ambari rebuilds the Oozie WAR file.

Enablethe Oozie Ul on CentOSRHEL OracleLinux 7
Y ou must manually create an Ooze Ul when using the latest versions of Ambari and HDP.

About thistask

Ext JSis GPL licensed software and is no longer included in builds of HDP 2.6. Because of this, the Oozie WAR file
isnot built to include the Ext JS-based user interface unless Ext JS is manually installed on the Oozie server. If you
add Oozie using Ambari 2.6.1.0 to an HDP 2.6.4 or greater stack, no Oozie Ul will be available by default. If you
want an Oozie Ul, you must manually install Ext JS on the Oozie server host, then restart Oozie. During the restart
operation, Ambari re-builds the Oozie WAR file and will include the Ext JS-based Oozie Ul.

Procedure

1. Logintothe Oozie Server host.
2. Download and install the Ext JS package.

wget https://archive. cl oudera. conl p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ r epos/ cent 0s7/
extjs/extjs-2.2-1.noarch.rpm
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rpm-ivh extjs-2.2-1.noarch.rpm

3. Remove the following file:
rm /usr/hdp/current/oozie-server/.prepare_war_cmd

4, Restart Oozie Server from Ambari Web.
Ambari rebuilds the Oozie WAR file.

Enablethe Oozie Ul on Susell sp4
Y ou must manually create an Ooze Ul when using the latest versions of Ambari and HDP.

About thistask

Ext JSis GPL licensed software and is no longer included in builds of HDP 2.6. Because of this, the Oozie WAR file
is not built to include the Ext JS-based user interface unless Ext JS is manually installed on the Oozie server. If you
add Oozie using Ambari 2.6.1.0 to an HDP 2.6.4 or greater stack, no Oozie Ul will be available by default. If you
want an Oozie Ul, you must manually install Ext JS on the Oozie server host, then restart Oozie. During the restart
operation, Ambari re-builds the Oozie WAR file and will include the Ext JS-based Oozie Ul.

Procedure

1. Logintothe Oozie Server host.
2. Download and install the Ext JS package.

wget https://archive.cl oudera. com p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ repos/ r epos/
susellsp4/extjs/extjs-2.2-1.noarch.rpm
rpm-ivh extjs-2.2-1.noarch.rpm

3. Remove the following file:
rm /usr/hdp/current/oozie-server/.prepare_war_cmd

4. Restart Oozie Server from Ambari Web.
Ambari rebuilds the Oozie WAR file.

Enablethe Oozie Ul on Suse 11 sp3
Y ou must manually create an Ooze Ul when using the latest versions of Ambari and HDP.

About thistask

Ext JSis GPL licensed software and is no longer included in builds of HDP 2.6. Because of this, the Oozie WAR file
isnot built to include the Ext JS-based user interface unless Ext JS is manually installed on the Oozie server. If you
add Oozie using Ambari 2.6.1.0 to an HDP 2.6.4 or greater stack, no Oozie Ul will be available by default. If you
want an Oozie Ul, you must manually install Ext JS on the Oozie server host, then restart Oozie. During the restart
operation, Ambari re-builds the Oozie WAR file and will include the Ext JS-based Oozie Ul.

Procedure

1. Logintothe Oozie Server host.
2. Download and install the Ext JS package.

wget https://archive. cl oudera. coni p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ r epos/
susellsp3/extjs/extjs-2.2-1.noarch.rpm
rpm-ivh extjs-2.2-1.noarch.rpm

3. Removethefollowing file:
rm /usr/hdp/current/oozie-server/.prepare_ war_cmd

4. Restart Oozie Server from Ambari Web.
Ambari rebuilds the Oozie WAR file.
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Enablethe Oozie Ul on SLES 12
Y ou must manually create an Ooze Ul when using the latest versions of Ambari and HDP.

About thistask

Ext JSis GPL licensed software and is no longer included in builds of HDP 2.6. Because of this, the Oozie WAR file
isnot built to include the Ext JS-based user interface unless Ext JSis manually installed on the Oozie server. If you
add Oozie using Ambari 2.6.1.0 to an HDP 2.6.4 or greater stack, no Oozie Ul will be available by default. If you
want an Oozie Ul, you must manually install Ext JS on the Oozie server host, then restart Oozie. During the restart
operation, Ambari re-builds the Oozie WAR file and will include the Ext JS-based Oozie UI.

Procedure

1. Logintothe Oozie Server host.
2. Download and install the Ext JS package.

wget https://archive.cl oudera. com p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ repos/ sl es12/
extjs/extjs-2.2-1.noarch.rpm
rpm-ivh extjs-2.2-1.noarch.rpm

3. Removethefollowing file:
rm /usr/hdp/current/oozie-server/.prepare_war_cmd

4, Restart Oozie Server from Ambari Web.
Ambari rebuilds the Oozie WAR file.

Enablethe Oozie Ul on Ubuntu 14
Y ou must manually create an Ooze Ul when using the latest versions of Ambari and HDP.

About thistask

Ext JSis GPL licensed software and is no longer included in builds of HDP 2.6. Because of this, the Oozie WAR file
isnot built to include the Ext JS-based user interface unless Ext JS is manually installed on the Oozie server. If you
add Oozie using Ambari 2.6.1.0 to an HDP 2.6.4 or greater stack, no Oozie Ul will be available by default. If you
want an Oozie Ul, you must manually install Ext JS on the Oozie server hogt, then restart Oozie. During the restart
operation, Ambari re-builds the Oozie WAR file and will include the Ext JS-based Oozie Ul.

Procedure

1. Logintothe Oozie Server host.
2. Download and install the Ext JS package.

wget https://archive. cl oudera. conl p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ r epos/ ubunt ul4/
pool /main/ el extjs/extjs 2.2-2 all.deb
dpkg -i extjs 2.2-2 all.deb

3. Removethefollowing file:
rm /usr/hdp/current/oozie-server/.prepare_war_cmd

4, Restart Oozie Server from Ambari Web.
Ambari rebuilds the Oozie WAR file.

Enablethe Oozie Ul on Ubuntu 16
Y ou must manually create an Ooze Ul when using the latest versions of Ambari and HDP.

About thistask

Ext JSis GPL licensed software and is no longer included in builds of HDP 2.6. Because of this, the Oozie WAR file
isnot built to include the Ext JS-based user interface unless Ext JS is manually installed on the Oozie server. If you
add Oozie using Ambari 2.6.1.0 to an HDP 2.6.4 or greater stack, no Oozie Ul will be available by default. If you
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want an Oozie Ul, you must manually install Ext JS on the Oozie server host, then restart Oozie. During the restart
operation, Ambari re-builds the Oozie WAR file and will include the Ext JS-based Oozie Ul.

Procedure

1. Logintothe Oozie Server host.
2. Download and install the Ext JS package.

wget https://archive. cl oudera. com p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ r epos/ ubunt ul6/
pool / mai n/ e/ extjs/extjs_2.2-2 all.deb
dpkg -i extjs 2.2-2 all.deb

3. Remove the following file:
rm /usr/hdp/current/oozie-server/.prepare_war_cmd

4. Restart Oozie Server from Ambari Web.
Ambari rebuilds the Oozie WAR file.

Enablethe Oozie Ul on Debian 9
Y ou must manually create an Ooze Ul when using the latest versions of Ambari and HDP.

About thistask

Ext JSis GPL licensed software and is no longer included in builds of HDP 2.6. Because of this, the Oozie WAR file
isnot built to include the Ext JS-based user interface unless Ext JS is manually installed on the Oozie server. If you
add Oozie using Ambari 2.6.1.0 to an HDP 2.6.4 or greater stack, no Oozie Ul will be available by default. If you
want an Oozie Ul, you must manually install Ext JS on the Oozie server hogt, then restart Oozie. During the restart
operation, Ambari re-builds the Oozie WAR file and will include the Ext JS-based Oozie Ul.

Procedure

1. Logintothe Oozie Server host.
2. Download and install the Ext JS package.

wget https://archive. cl oudera. conl p/ HDP- UTI LS- GPL/ 1. 1. 0. 22/ r epos/ debi an9/
pool / mai n/ e/ extjs/extjs 2.2-2 all.deb
dpkg -i extjs_2.2-2 all.deb

3. Removethefollowing file:
rm /usr/hdp/current/oozie-server/.prepare_ war_cmd

4. Restart Oozie Server from Ambari Web.
Ambari rebuilds the Oozie WAR file.

Refresh YARN Capacity Scheduler
Use Ambari Web to refresh the Y ARN Capacity Scheduler when you add or modify existing queues.

About thistask

After you modify the Capacity Scheduler configuration, Y ARN enables you to refresh the queues without restarting
your ResourceManager, if you have made no destructive changes (such as completely removing a queue) to your
configuration. The Refresh operation will fail with the following message: Failed to re-init queuesif you attempt to
refresh queues in a case where you performed a destructive change, such as removing a queue. In cases where you
have made destructive changes, you must perform a ResourceManager restart for the capacity scheduler change to
take effect. To refresh the Capacity Scheduler, follow these steps:
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Procedure

1. InAmbari Web, browseto Services> YARN > Summary.
2. Click Actions > Refresh YARN Capacity Scheduler.

3. Confirm that you want to perform this operation.
The refresh operation is submitted to the Y ARN ResourceManager.

Restart all required services
As prompted in Ambari Web, restart al required services whenever you update configuration properties.

About thistask

When you update service configuration settings in Ambari, Ambari marks the services that require arestart with a
prompt similar to this:

7 Restart Required: 1 Component on 1 Host

Torestart all required services:

Procedure

1. InAmbari Web, click Services....
2. Click Restart All Required.

4 Add Service

P Start All

B Stop All

C Restart All Required

& Download All Client Configs

Important: Apache Oozie requires arestart after an Atlas configuration update, but might not be marked
asrequiring restart in Ambari. If Oozieis not included, follow these steps to restart Oozie:

a) InAmbari Web, click Ooziein the services summary pane on the left of the display.
b) Click Service Actions> Restart All.

M anaging service configuration settings

Y ou can optimize performance of Hadoop components in your cluster by adjusting configuration settings and
property values. Y ou can also use Ambari Web to set up and manage groups and versions of configuration settings

in the following ways:

Related Information
Review and confirm configuration changes
Restart all required services
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Change configuration settings

Use Services > [SERVICE_NAME] > Configs to optimize service performance for the service.

About thistask

The Configs page includes several tabs you can use to manage configuration versions, groups, settings, properties
and values. Y ou can adjust settings called Smart Configs that control at a macro-level, memory allocation for each
service. Adjusting Smart Configs requires related configuration settings to change throughout your cluster. Ambari
prompts you to review and confirm all recommended changes and restart affected services.

Procedure

1
2.

In Ambari Web, click a service name in the service summary list on the left.

From the the service Summary page, click the Configs tab, then use one of the following tabs to manage
configuration settings.

« Usethe Configs tab to manage configuration versions and groups.

« Usethe Settings tab to manage Smart Configs by adjusting the green, slider buttons.

« Usethe Advanced tab to edit specific configuration properties and values.
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Enter a description for this configuration version that includes your current changes.
Review and confirm each recommended change.

What to do next
Restart all affected services.

Adjust Smart Config settings
Use Configs > Settings to manage "Smart Configs" by adjusting the green, slider buttons.
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Procedure

1. Onthe Settingstab, click and drag a green-colored slider button to the desired value.
2. Edit valuesfor any propertiesthat display the Override option.

Edited values, aso called stale configs, show an Undo option.
3. Click Save.
4. Enter adescription for this configuration version that includes your current changes.
5. Review and confirm each recommended change.

What to do next
Restart all affected services.

Edit specific configuration properties

Use Configs > Advanced for each service to access groups of individual properties that affect performance of that
service.

Procedure

1. For aservice, click Configs > Advanced, and expand a category.
2. Edit the value for any property.
Edited values, aso called stale configs, show an Undo option.
3. Click Save.
4. Enter adescription for this configuration version that includes your current changes.
5. Review and confirm each recommended change.

What to do next
Restart all affected services.

Review and confirm configuration changes
When you change a configuration setting, use Dependent Configurationsto confirm other, related configuration
changes.

Before you begin
Change a confguration poperty. As prompted, click Show Details.

There are 11 configuration changes in 3 services Show Details

About thistask

When you change a configuration property value, the Ambari Stack Advisor captures and recommends changesto all
related configuration properties affected by your original change. Changing a single property, a Smart Configuration,
and other actions; such as adding or deleting a service, host, or ZooK eeper Server, moving a master, or enabling high
availability for acomponent, all require that you review and confirm related configuration changes. For example,

if you increase the Minimum Container Size (Memory) setting for YARN, Dependent Configurationslistsall
recommended changes that you must review and (optionally) accept.
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Dependent Configurations

Recommended Changes
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Types of changes are highlighted in the following colors:

Value Changes Yellow
Added Properties Green
Deleted properties Red

To review and confirm changes to configuration properties:

Procedure

1. In Dependent Configurations, for each listed property review the summary information.

2. If the changeis acceptable, proceed to review the next property in the list.

3. If the changeis not acceptable, click the check mark in the blue box to the right of the listed property change.
Clicking the check mark clears the box. Changes for which you clear the box are not confirmed and will not occur.

4. After reviewing al listed changes, click OK to confirm that all marked changes occur.

What to do next
Restart any components marked for restart to utilize the changes you confirmed.

Restart components

Use Restart options to start service components using new configuration properties.

Before you begin
Edit and save configurations for one or more services.
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About thistask

After editing and saving configuration changes, a Restart indicator appears next to components that require
restarting. Y ou must restart components affected by a configuration change so that the component uses the updated
configuration values.

Procedure

1. Click the indicated Components or Hosts links to view details about the requested restart.

2. Click Restart and then click the appropriate action.
For example, optionsto restart Y ARN components include the following:

RESTART -

Restart All Affected

Restart NodeManager

Download client configuration filesfor a service

Use the Services > Actions > Download Client Configs option to download client configurations for asingle
service.

About thistask

Client configuration filesinclude; .xml files, env-sh scripts, and logdj properties used to configure Hadoop services.
For services that include client components (most services except SmartSense and Ambari Metrics Service), you can
download the client configuration files associated with that service. Y ou can also download the client configuration
filesfor your entire cluster as a single archive. To download client configuration files for asingle service:

Procedure

1. InAmbari Web > Services, click the service for which you want to download configurations.
2. Click Actions.

3. Click Download Client Configs.
Y our browser downloads atarball archive containing only the client configuration files for that service to your
default, local downloads directory.

4. If prompted to save or open the client configs bundle,

You have chosen to open:
! HDFS_CLIENT-configs.tar.gz

which is: tar archive (5.3 KB)
from: http:/ /c6401.ambari.apache.org:5080

‘What should Firefox do with this file?

Open with Archive Utility (default)
* Save File

Do this automatically for files like this from now on.

Cancel OK

Click Save File, then click OK.

Download all client configuration filesfor a cluster

Usethe Ambari Web > Services > ... > Download All Client Configs option to download all client configurations
for your cluster.

About thistask
Client configuration filesinclude; .xml files, env-sh scripts, and logdj properties used to configure Hadoop services.
For services that include client components (most services except SmartSense and Ambari Metrics Service), you can
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download the client configuration files associated with that service. Y ou can also download the client configuration
filesfor your entire cluster as a single archive. To download client configuration files for your entire cluster:

Procedure

1. InAmbari Web > Services> ..., click Download All Client Configs.

(@ Ambari A / Services

A Dashboard

SUMMARY HE
e

<+ Add Service

P Start All

B Stop All

& Restart All Required

& Download All Client Conﬁgs&g

Y our browser downloads atarball archive containing all client configuration files for your cluster to your default,
local downloads directory.

2. If prompted to save or open the cluster configs bundle, click Save File, then click OK.

M anaging service configuration versions

Use Ambari Web > Services > [SERVICE_NAME] > Configs, to manage configuration versions.

Ambari enables you to manage configurations associated with a service. Y ou can make changes to configurations, see
ahistory of changes, compare and revert changes, and push configuration changes to the cluster hosts.

Related Information

Review and confirm configuration changes

Restart all required services

Under standing service configuration versions
Ambari creates and stores a unique configuration version when you change any property value in a config type.

It isimportant to understand how service configurations are organized and stored in Ambari. Properties are grouped
into configuration types. A set of config types composes the set of configurations for a service.

For example, the Hadoop Distributed File System (HDFS) service includes the hdfs-site, core-site, hdfs-logdj,
hadoop-env, and hadoop-policy config types. Using Ambari Web, browse to Services > HDFS > Configs, to edit the
configuration properties for these config types.

Ambari performs configuration versioning at the service level. Therefore, when you modify a configuration property
in aservice, Ambari creates a service config version. The following figure shows version 1 (V1) and version 2 (V2)
of aservice configuration with a change to a property in Config Type A. When you changie a property valuein
Config Type A inV1, Ambari creates V2.



https://docs.hortonworks.com/HDPDocuments/Ambari-2.7.0.0/managing-and-monitoring-ambari/content/amb_review_and_confirm_configuration_changes.html
https://docs.hortonworks.com/HDPDocuments/Ambari-2.7.0.0/managing-and-monitoring-ambari/content/amb_restart_all_required_services.html

managing and monitoring an ambari cluster Managing service configuration versions

Service configuration ter minology

Terms and concepts that describe configuration versioning.

configuration property Configuration property managed by Ambari, such as
NameNode heap size or replication factor

configuration type (config type) Group of configuration properties: for example, hdfs-site

service configurations Set of configuration types for a particular service: for

example, hdfs-site and core-site as part of the HDFS
service configuration

change notes Optional notes to save with a service configuration
change

service config version (SCV) A particular version of aconfiguration for a specific
service

host config group (HCG) A set of configuration properties to apply to a specific set
of hosts

Save a service configuration change

Describe any changes you make to service configs as you save the changes, to store descriptive information in the
service configuration version history.

About thistask
Any change that you make to a configuration property creates a new configuration version.

Procedure

1. For aservice, in Configs, change the value of a configuration property.

2. Choose Save.
Save Configuration prompts you to describe and save the change.
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3. Optionally, enter text that describes the change.

Save Configuration

4. Then, click one of the following options:

Option
Cancel
Discard
Save

Results

After saving your change(s), a new service configuration version appearsin Configs.

To:

continue editing

leave the control without making any changes

confirm your change

What to do next
Restart affected components, as prompted.

View service configuration history

Ambari saves previous versions of configurations and provides access to them for comparision and revert.

About thistask

Ambari Web provides two ways to view your configuration change history. The Dashboard page includes the
Config History tab. Each service page provides a Configs tab, specific to that service. Using Configs enables you to

quickly access the most recent changes to a service configuration.

Procedure

From the Dashboard, click Config History

#  Dashboard

Config History

E CONFIG HESTORY

0

00 0000

€

Config History shows all versions across all services, with each version number and the date and time the version
was created. Y ou can also see which user authored the change, and any notes about the change. Use controls on

Config History to filter, sort, and search across versions.
For a selected service, click Configs, then expand Version:
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& / Services

SUMMARY HEATMAPS

Version: T =

Version 7

Enabling Kerberos

Version 6

Enabling Kerberos

Version 5

Enabling Kerberos

Version 4

Enabling Kerberos

Version 3

Enabling Kerberos

Version 2

CONFIGS

METRICS

Current

il

1l

1l

1l

Configs shows you details of the most recent configuration version by default. Use the version scrollbar to see

previous config versions.

* Fromthe Version list, click any version in to view detailed information.

Version: 6 - MAKE CURRENT

Version 7

Enabling Kerberos

Version 6
Enabling Kerberos

Current

Thu, Jun 14, 2018 15:20

1l

* Click one of the following options:

Select To:

Option

Click a

Version

display and compare two versions

display detailed information for the selected version in Configs

[ Maxe curment | apply configs from the currently selected version to the cluster

What to do next

If you choose Make Current, restart any affected services after changing versions.
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Compar e service configuration versions

Use Compare Versionsto display differences between the current configruation version and an older one.

About thistask

Services > [SERVICE_NAME] > Configs displays specific property values from the current service configuration.
Configs aso supports comparing details from the current version with a previous one. All versions of a service
configuration history display as version-numbered rowsin the Ver sions menu. When browsing multiple config
versions displayed in the VVer sions menu, hover your cursor over aversion block to display options to view, compare,
or make current.

Procedure

1. While details of the current version diplay on Configs, find a version you want to compare with the current one,
using the Versions menu.
For example, if you want to compare the current version 7 to 6, find version 6 in the Versions menu.

2. Inthe Versions menu, hover your cursor over the V2 block to display options, then click

—
.

Configs displays a comparison of V6 to V7. Specific differences appear in the main window.
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In this example, V6 differs from V7 by nine properties.

3. Tofilter the comparison, expand the Filter menu, and select an option.
For example, to display only properties with changes between two versions, in Filters, click Changed Properties.
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Overridden properties
Final properties
© Changed properties

Show property issues

Clear filters

4. To close Comparing Changes, click the X.

= Comparing Changes in: Version: 6~ with Version: 7 =

What to do next
If you want to revert the service to use the older version settings, click Make [PREVIOUS VERSION] Current.

Make a previous service version current

Use Make Current to revert a cluster to operate using a previous configuration version.

About thistask

[SERVICE_NAME] > Configs displays specific property values from the current service configuration. Configs
also supports comparing details from the current version with a previous one. All versionsin a service configuration
history display as version-numbered rows across the Ver sions menu. When browsing multiple config versions
displayed in the Versions menu, click aversion row to display optionsto view, compare, or make current. The Make
Current option reverts the cluster to operate using a previous config version. Make Current creates (clones) a new,
current service configuration version using the configuration properties from the older version you are comparing.

Procedure
* Fromthe Version list, click any version, then click Make Current.
Version: 6 - MAKE CURRENT
Q

Version 7 admi Thu, Jun 14, 2018 15:20
Enabling Kerberos Current -
‘u’ersion 6 4, 2018 15:-20
Enabling Kerberos

What to do next
After initiating the Make Current operation, Make Current Confirmation prompts you to enter text that descibes the
new version. To confirm and save the new version after typing descriptive text, click Make Current.

Managing HDFS
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This section contains information specific to rebalancing and tuning garbage collection in Hadoop Distributed File
System (HDFS).

Rebalance HDFS blocks

About thistask
HDFS provides a balancer utility to help balance the blocks across DataNodes in the cluster. To initiate a balancing
process, follow these steps:

Procedure

1. In Ambari Web, browse to Services> HDFS > Summary.

2. Click Service Actions > Rebalance HDFS.

3. Enter the Balance Threshold value as a percentage of disk capacity.
4. Click Start.

What to do next
Y ou can monitor or cancel arebalance process by opening Background Operations.

Tune HDFS gar bage collection

About thistask

The Concurrent Mark Sweep (CMS) garbage collection (GC) process includes a set of heuristic rules used to trigger
garbage collection. This makes garbage collection less predictable and tends to delay collection until capacity is
reached, creating a Full GC error (which might pause all processes). Ambari sets default parameter values for many
properties during cluster deployment. Within the export HADOOP_NameNode Opts= clause of the hadoop-env
template, two parameters that affect the CM S GC process have the following default settings:

o -XX:+UseCM Sl nitiatingOccupancyOnly
prevents the use of GC heuristics.
e -XX:CMSlInitiatingOccupancyFraction=<percent>
tells the Java VM when the CM S collector should be triggered.

If this percent is set too low, the CM S collector runstoo often; if it is set too high, the CM S collector istriggered too
late, and concurrent mode failure might occur. The default setting for -XX:CM Sl nitiatingOccupancyFraction is 70,
which means that the application should utilize less than 70% of capacity. To tune garbage collection by modifying
the NameNode CM S GC parameters, follow these steps:

Procedure

1. InAmbari Web, browseto Services > HDFS.

2. Open the Configs tab and browse to Advanced > Advanced hadoop-env.
3. Edit the hadoop-env template.

4. Saveyour configurations and restart, as prompted.

Customizethe HDFS home directory
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About thistask
By default, the HDFS home directory is set to /user/[USER_NAME]. Y ou can use the dfs.user.home.base.dir property
to customize the HDFS home directory.

Procedure
1. In Ambari Web, browse to Services > HDFS > Configs > Advanced.
2. Click Custom hdfs-site, then click Add Property.

3. Onthe Add Property pop-up, add the following property:
dfs.user.home.base.dir=[HOME_DIRECTORY]

Where [HOME_DIRECTORY] isthe path to the new home directory.
4. Click Add, then save the new configuration and restart, as prompted.

Configure HDFS Federation

An HDFS federation allows you to scale a cluster horizontally by configuring multiple namespaces and NameNodes.
The DataNodes in the cluster are available as a common block of storage for every NameNode in the federation.

Before you begin

« Ensurethat you have planned for a cluster maintenance window before configuring the HDFS federation because
al the cluster services are restarted during the process of configuration.

» Verify that you have configured HA for all the NameNodes that you want to include in the federation.

About thistask
Y ou must associate every NameNode you want to include in afederation with a namespace. Y ou can configure a
maximum of four namespaces in a federated environment.

Procedure

1. In Ambari Web, select Services> HDFS > Summary.
2. Click Actions> Add New HDFS Namespace.

The Add New HDFS Namespace wizard launches. The wizard describes the set of automated and manual steps
you must perform to add the new namespace.

3. Onthe Get Started page, typein aNameService ID and click Next.

Add New HDFS Namespace

Get Started

You should plan a cluster maintenance window and prepare for cluster downtime when adding a new HDFS Namespace as this Wizard will restart all services.

Existing Nameservice ID: nsl

New Nameservice ID: ns2

4. Onthe Select Hosts page, select a host for the additional NameNodes and JournalNodes, and click Next.
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Add New HDFS Namespace

Select Hosts

Select hosts running the NameNodes for ns2

Current NameNode: <7401 ambari apache.org (2.8 GB, 1 cores)
Current NameNode: iliastie Gorvion VD chder] f [Favoe e |
Additional NameNode: -
Additional NameNode: | ¢7403.ambari.apache.orq (2.8 GB, 1 cores) - GT402.ambari.apache.org (2.8 GB, 1 cores)

=0 =) B2
E==E

©7403.ambari.apache.org (2.8 GB, 1 cores)

5. On the Review page, confirm your host selections and click Next.

Add New HDFS Namespace

Review

Confirm your host selections.

Current NameNode:  c7401.ambari.apache.org
Current NameNode:  c7402.ambari.apache.org
Additional NameNode: false + TO BEINSTALLED

Additional NameNode: c7403.ambari.apache.org = TO BE INSTALLED

Review Configuration Changes.
‘The following lists the configuration changes that will be made by the Wizard to enable NameNode Federation. This information is for review only and is not editable except for the dfs.journalnode. edits.dir properties

HDFS ~
dfs journalnode.edits.dirns2 /hadoop/hdfs/journal2
dfs journalnode edits.dirns1 hadoop/hdfs/journal

6. On the Configure Components page, monitor the progress bars as the wizard completes adding the new
namespace, then click Complete.

Add New HDFS Namespace

Configure Comgonents

P it e s e

TR L S O T T S

o

After the Ambari Web Ul reloads, you may see some alert notifications. Wait afew minutes until all the services
restart.

Y ou can navigate to Services> HDFS > Summary to view details of the newly added namespace.
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Note: If the process of adding the new namespace does not compl ete, then you must update the
E configuration properties of the NameNodes so that the cluster revertsto its earlier functional state.

ConfigureViewFs

Configure ViewFsto create common views for file and directory paths corresponding to locations on different
NameNodes of afederated HDFS cluster by specifying mount table entries. Y ou can use Ambari Web Ul to specify
ViewFs as the default file system, and specify mount table entries for the file and directory paths.

Before you begin
Verify that you have configured HDFS federation for the cluster.

About thistask

* You can either specify the ViewFs mount table entries as key-value pairsin core-site.xml, or add a separate
configuration file containing the mount paths.

« ViewFsisnot supported on Hive clusters.

Procedure

1. In Ambari Web, select Services > HDFS > Configs, and navigate to Advanced core-site.
2. Update the value of the fs.defaultFS property to viewfs://<clustername>.
For example, if your cluster is named Clusterx, set the value to viewfs://ClusterX.

This sets ViewFs as the default file system.

Note: Updating fs.defaultFS to ViewFs a so updates the default root to point to the ViewFs root.
Therefore, you must remap any directory paths mounted earlier to point to the namespaces that contain
those directories.

3. Useeither of the following options to specify the mount table entries for the file and directory paths.
Key-vaue pairsin core-site.xml:
a. Navigate to Custom core-site.

b. Click Add property.
¢. Add apath name property as the key, its corresponding mount point as the value, and click Add.

Add similar key-value pairsfor al the file and directory paths you want to mount.

For example, if ClusterX has adirectory named /tmp in the namespace nsl and another directory named /foo in
the namespace ns2, you can define the following key-value pairs:

Key Value

fs.viewfs.mounttable.ClusterX.link./tmp hdfs://nsl/tmp

fs.viewfs.mounttable.ClusterX.link./foo hdfs://ns2/foo
d. Click Save.

e. Add adescription of the configuration changes, and click Save.
f. Restart HDFS and other services as applicable.

Mount table configuration file:

a. Navigate to Advanced viewfs-mount-table.
b. Enter the mount table entries to the various file and directory paths as properties in the text box.
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For the previous example, you can specify mount table entries for the directories /foo and /tmp as follows:

<confi guration>
<property>
<nanme>fs. vi ewfs. mount tabl e. d uster X. |i nk. /t np</ name>
<val ue>hdf s: // nsl/t np</val ue>
</ property>
<property>
<name>fs. vi ewf s. mount t abl e. d ust er X. I i nk. / f oo</ name>
<val ue>hdf s: // ns2/f oo</ val ue>
</ property>
</ configuration>
c. Click Save.
d. Add adescription of the configuration changes, and click Save.

e. Restart HDFS and other services as applicable.

Start Kerberoswizard from Ambari Web

Asacluster administrator, use Ambari Web > Cluster Admin > Kerber os to enable and manage Kerberos security
in your cluster.

Before you begin
Before enabling Kerberos in your cluster, you must prepare the cluster, as described in Configuring Kerberos.

Procedure

* |InAmbari Web > Cluster Admin > Kerberos, click Enable K erberos.
The Enable K erber os wizard launches.

e Complete dl stepsin the Enable K erberos wizard.

What to do next

After Kerberos is enabled, regenerate key tabs. Y ou can disable Kerberos, using Ambari Web > Cluster Admin >
Kerberos.

Related Information

Configuring Kerberos

Regenerate K erber os keytabs from Ambari Web

Asacluster administrator, use Ambari Web > Cluster Admin > Kerber os to regenerate the key tabs required to
maintain Kerberos security in your cluster.

Before you begin
Before regenerating key tabsin your cluster:

e your cluster must be Kerberos-enabled
e you must have KDC Admin credentials

Procedure

1. InAmbari Web > Cluster Admin > Kerberos,click Regenerate Keytabs.
2. Confirm your selection to proceed.
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Results

Ambari connects to the Kerberos Key Distribution Center (KDC) and regenerates the key tabs for the service and
Ambari principalsin the cluster. Optionally, you can regenerate key tabs for only those hosts that are missing key
tabs: for example, hosts that were not online or available from Ambari when enabling Kerberos.

What to do next
Restart all services.

Disable Kerberosfrom Ambari Web

Asacluster administrator, use Ambari Web > Cluster Admin > Kerberosto disable Kerberos security in your
cluster.

Before you begin
your cluster must be Kerberos-enabled.

Procedure

1. InAmbari Web > Cluster Admin > Kerberos,click Disable K erberos.
2. Confirm your selection.
3. Confirm your selection to proceed.

Results
Cluster services are stopped and the Ambari Kerberos security settings are reset.

What to do next
To re-enable Kerberos, click Enable K erber os and complete al steps in the wizard.

Configuring log settings
Configure the log4j property group to control logging activities for each service running in your Hadoop cluster.

About thistask

Ambari uses sets of properties called log4j propertiesto control logging activities for each service running in your
Hadoop cluster. Initially, default values for each property reside in Advanced[SERVICE_NAME]-log4j ina
[SERVICE_NAME]-log4j template file, and in custom[SERVICE_NAME]-log4j in a custom[SERVICE_NAME]-
log4j propertiesfile. Log4j properties and values that limit the size and number of backup log files for each service
appear in Advanced[SERVICE_NAM E]-log4j with the log4j template file. Together, the log4j template, custom
properties file and backup properties are called the log4j property group. To configure log settings for a service, first
access the log4j property group for the service.

Procedure

* InAmbari Web, browse to Services > [SERVICE_NAME] > Configs > Advanced[SERVICE_NAME]-log4;.
For example, Advanced yarn-log4j in the YARN log4k property group for the Y ARN service looks like:
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Advanced yarn-hbase-logdj

HBase Log: # of backup files 20 [+]
HBase Log: backup file size 256 MEBE ©

HBase Security Log: # of backup 20 [+]
filea

HBasze Security Log: backup file size 256 ME ©

# Licensed to the Apache Softwane Foundation (ASF) under one
se agreements. See the NOTICE file
# distributed with this work for additional information

# or mone contri

# regarding copyright ownership, The ASF licenses this file
# to you under the Apache License, Viersion 2.0 (the

# "License”™); you may not use this file except in compliance
# with the License. You may obtain a copy of the License at
#

#  hitp/fwwwapache org/licenses/LICENSE-2.0

W

# Unless required by applicable law or agreed to in writing, software
W distributed un ¢ iz distributed on an “AS 15" BASIS

# WITHOUT WARRANTIES OR COMDITIONS OF ANY KIMD, ¢
# See the License for the gpecific language governing permissions and
W limitations under the License.

ef express or impliec

# Define some default values that can be overridden by system properties
hbasze root logger=INFO console

e InAmbari Web, browseto Services>[SERVICE_NAME] > Configs > custom[SERVICE_NAME]-log4j and
browse to custom [SERVICE_NAME]log4j properties.

What to do next

Use the template and custom properties files for a selected service to edit and customize specific properties and values
that control log activities for that service, as necessary.

Related Information

Review and confirm configuration changes
Restart all required services

Limit the size and number of backup log filesfor a service

Edit propertiesin the log4j property group for a service to limit backup log files.

About thistask

Log4j properties and values that limit the size and number of backup log files for each service appear above the log4j
template filein the log4j property group. To limit backup log files for a service, first access the Log4j property group
for the service.

Procedure

1. InAmbari Web, browseto Services > [SERVICE_NAME] > Configs > Advanced[SERVICE_NAME]-log4j.
2. Edit the valuesfor the [SERVICE_NAME] backup file size and [SERVICE_NAME] # of backup files properties.
3. InConfigs, click Save.

Customize log4j settingsfor a service

Edit the log4j property template in which default logdj properties reside, and use those customizations to overwrite
the custom log4j properties for each service to control logging activities for that service.
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About thistask

Ambari uses sets of properties called Log4j propertiesto control logging activities for each service running in
your Hadoop cluster. Initially, default values for each property reside in the log4j property group. To customize
log settings, first access the Log4j property group for the service. Then, edit the log4j template, and save a
service-specific version of property values appropriate to control log activities for the service, in custom
[SERVICE_NAME]log4j properties.

Procedure

1. InAmbari Web, browse to Services>[SERVICE_NAME] > Configs > Advanced[SERVICE_NAME]-log4j.
2. Edit values of any propertiesin the [SERVICE_NAME] log4j template.

3. Copy the content of the log4j templatefile.

4. Browseto the custom [SERVICE_NAME]log4j properties group.

5. Paste the copied content into custom [SERVICE_NAME]log4j properties, overwriting, the default content.

6. InConfigs, click Save.

7. Review and confirm any recommended, related configuration changes, as prompted.

8. Restart affected components and services, as prompted.

Restarting components in the service pushes the configuration properties displayed in Custom log4j .pr operitesto
each host running components for that service.

What to do next

If you have customized logging properties that define how activities for each service are logged, you see refresh
indicators next to each service name. Ensure that logging properties displayed in Custom logj4.propertiesinclude
any customization.

Custom yarn-log4)

keyvalue . . o
Ige

le defined by

Optionally, you can create configuration groups that include custom logging properties.

Managing host configuration groups

Manage configurations across mulitple hosts by creating host configuraiton groups.

Ambari initialy assigns all hostsin your cluster to one default configuration group for each service you install.
For example, after deploying athree-node cluster with default configuration settings, each host belongs to one
configuration group that has default configuration settings for the HDFS service.

Create a new host configuration group
To create new groups, reassign hosts, and override default settings for host components, you can use the M anage
Configuration Groups control:

About thistask
To create a new configuration group:
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Procedure

1. Click aservice name, then click Configs.
2. In Configs, click Manage Config Groups.

Vergion: 2 - l:.m‘.g Group  Defaul (3
SETTINGS ADVANCED Manage Config Groups
Default (3)

A default config group appears as follows:

Manage HDFS Configuration Groups

Yiou can apply different sets of HDFS configurations 10 groups of hosts by managing HDFS Configuration Groups and their host membership. Hosts
belonging to a HOFS Configuration Geroup have the same set of configurations for HDFS. Each host belongs to one MDFS Configuration Group.

Default (3) €7401 ambari_apache org
cT402 ambari.apache.ong
cT403. ambari apache.ong

3. InManage Config Groups, click Create New Configuration Group.
Dtmuit 3)

4. Name and describe the group; then choose OK.

Add a host to a configuraton group
Use Manage Config Groupsto add hosts to a configuration group.

Procedure

1. In Manage Config Groups, click a configuration group name.
2. Click Add Hoststo selected Configuration Group.
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A Pt 0 e Corfguraton e

3. Using Select Configuration Group Hosts, click Components, then click a component name from the list.

Choosing a component filtersthe list of hosts to only those on which that component exists for the selected
service. To further filter the list of available host names, use the Filter drop-down list. The host list isfiltered by IP

address, by default.

Select Configuration Group Hosts

configurations

= cT403 amban.apache.oig

192.168.74.103

Select hosts that should bedong 1o this New Config Group Configuration Group. All hosts belonging to this group will hawe the same set of

COMPONENTS ~

© Datakiode
HDFS Chent
JournalNode
NameMNode
NFSGateway
SHameNode

4. After filtering the list of hosts, click the check box next to each host that you want to include in the configuration

group.
5. Choose OK.

6. In Manage Configuration Groups, choose Save.

Edit settingsfor a configuraton group

Use Configsto edit settings for a configuration group.

Procedure

1. InConfigs, click agroup name.

2. Click a Config Group; then expand components to expose settings that allow Override.

3. Provide anon-default value; then click Override or Save.

Configuration groups enforce configuration properties that allow override, based on installed components for the

selected service and group.
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Version: 3 =

SETTINGS ADVANCED

NameNode
Secondary NameNode

DataNode

DataNode host

DataNode directories permission

4. In[SERVICE] Configuration Group complete one of the two options.
Description

Option

Click an existing
configuration group

Createanew
configuration group

Canfig Group  new config group (¥

c7403.ambari.apache.org

T

5. In[SERVICE] Configuration Group click OK.

6. In Configs, choose Save.

Host configuration groups example wor kflow

to which the property value override provided in Step 3 applies

which includes default properties, plus the property override provided in Step 3

Shows multiple host config groups and creates service configuration versions in each config group.

Service configuration versions are scoped to a host config group. For example, changes made in the default group can

be compared and reverted in that config group. The same applies to custom config groups.

The following example workflow shows multiple host config groups and creates service configuration versionsin

each config group:

Start with the default host config group and service configuration version V1 with all hosts
(host1,host2,host3) and the heapsize property is set to 256, which is applied to all hosts in

the group.

Default
Host Config Group

(host1.host2 host)
beapaizen236

Modify the heapsize property to 512 and save the change. Ambari increments the service
configuration version to V2. Users can compare and revert between these versians.

Default
Host Config Group

(hostl host2 host3)
heapsize-256  heapsize-512

Version compare + revert
available

Create a new custom host config group and place host3 into the group. For this particular
hast group, override the heapsize to be 768, creating version V3. The host group (i.e. host3)
inherits all properties from default config group and heapsize override from custom group.

Default
Host Config Group

(host1,hostz)
hospsize=256  heapaize=512

Custom
Host Config Group
(host3)
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4, Modify the custom host config group by adjusting ie heapsize to be 1024, creating version
[ 4 / VA4, Users can compare and revert between these versicns.
-

Default
Host Config Group
hespaizee2sé  hespaizessid

(nost1 host2)

Host Config Group
(nost3)

@, Modily the default host config group by adjusting the heapsize ta be 256, creating version
() V5. Users can compare and revert batwaen these versions inside of their config group.
-

y
Default
Host Cenfig Group
(host1.hest2)
heapsize=256  hedpaize-5i2 heapsize=a56
vert

Vers)

Custom
Host Config Group
(nost3)

Managing Alerts and Notifications

Use customized notifications to communicate important Ambari alerts to the appropriate recipient.

Ambari uses a predefined set of seven types of alerts; web, port, metric, aggregate, script, server, and recovery, for
each cluster component and host. Y ou can use these alerts to monitor cluster health and to aert other usersto help
you identify and troubleshoot problems. Y ou can modify alert names, descriptions, and check intervals, and you can
disable and re-enable aerts. Y ou can also create groups of alerts and setup notification targets for each group so that
you can notify different parties interested in certain sets of aertsin different ways.

Understanding alerts
Use Ambari Web > Alertsto scan, enable or disable, or open an alert definition for customization.

Ambari predefines a set of alerts that monitor the cluster components and hosts. Each alert is defined by an alert
definition, which specifies the alert type, check interval, and thresholds. When a cluster is created or modified,
Ambari reads the alert definitions and creates alert instances for the specific items to monitor in the cluster. For
example, if your cluster includes Hadoop Distributed File System (HDFS), thereis an alert definition to monitor
"DataNode Process'. An instance of that alert definition is created for each DataNode in the cluster.

Using Ambari Web > Alerts, you can browse the list of aerts defined for your cluster. You can search and filter
alert definitions by current status, alert definition name, last status change, alert state, and by the service with which
the alert definition is associated. Y ou can click alert definition name to view details about that alert, to modify the
alert properties (such as check interval and thresholds), and to see the list of alert instances associated with that alert
definition.

Each alert instance reports an alert status, defined by severity. The most common severity levels are OK,
WARNING, and CRITICAL, but there are also severities for UNKNOWN and NONE. Alert notifications are sent
when alert status changes (for example, status changes from OK to CRITICAL).

Alert types
Describes seven types of Ambari alerts: web, port, metric, aggregate, script, server, and recovery.

Alert thresholds and the threshold units depend on the type of the alert. The following list describes aert types,
possible status for each type, and to what units thresholds can be configured if the thresholds are configurable.

WEB Alert Type WEB alerts watch aweb URL on a given component; the
alert statusis determined based on the HT TP response
code. Therefore, you cannot change which HTTP
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response codes determine the thresholds for WEB alerts.
Y ou can customize the response text for each threshold
and the overall web connection timeout. A connection
timeout is considered a CRITICAL alert. Threshold units
are based on seconds. The status values and response
codesfor WEB derts are:

* OK dtatusif the web URL responds with a code under

400.
« WARNING statusif the web URL responds with
code 400 and above.
e CRITICAL statusif Ambari cannot connect to the
web URL.
PORT Alert Type PORT alerts check the response time to connect to a

given a port; the threshold units are based on seconds.

METRIC Alert Type METRIC alerts check the value of asingle or multiple
metrics, if acalculation is performed. The metricis
accessed from a URL endpoint available on a given
component. A connection timeout is considered a
CRITICAL dert. The thresholds are adjustable and
the units for each threshold depend on the metric. For
example, in the case of CPU utilization alerts, the unit is
percentage; in the case of RPC latency alerts, the unit is
milliseconds.

AGGREGATE Alert Type AGGREGATE alerts aggregate the alert status as a
percentage of the alert instances affected. For example,
the Percent DataNode Process alert aggregates the
DataNode Process dert.

SCRIPT Alert Type SCRIPT aerts execute a script that determines status
such as OK, WARNING, or CRITICAL. You can
customize the response text and values for the properties
and thresholds for the SCRIPT dlert.

SERVER Alert Type SERVER alerts execute a server-side runnable class that
determines the aert status such as OK, WARNING, or
CRITICAL.

RECOVERY Alert Type RECOVERY aderts are handled by the Ambari Agents

that are monitoring for process restarts. Alert status OK,
WARNING, and CRITICAL are based on the number of
times a process is restarted automatically. Thisis useful
to know when processes are terminating and Ambari is
automatically restarting.

Find alertsfor a service

A service with curent aerts displays red, numbered indicators next to the service name, and on the service's
Summary page.

About thistask
The Summary tab provides access to all alerts and their status for the selected service. Critical alerts cause ared
indicator to dispay on Summary.
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(& Ambari

= Restart Required: 1 Component on 1 Host

Summary &p

Procedure

1. For aservice, in Summary, click the bell icon next to the aert indicator.
For example, in Services > HDFS click the bell icon.
Alertsfor HDFS opens.

Alerts for HDFS
NameMode Last Checkpoint
Last Checkpaint: [15 hours, 48 minutes, 1 transactions]

NameMNode Host CPU Lilization

1 CPU, load 14.8%

Secondary NameNode Process
HTTP 200 respanse in 0.000s

HDFS Pending Deletion Blocks

Pending Deletion Blocks:[0]

for 2 days

NameNode Client RPC Queue Latency (Daily)

There were no data points above the minimum threshold of 30 seconds

DataNode Heap Usage
Used Heaod13%, 130.77155 MB). Max Heap: 1004,0 MB

2. Click thetext title of each alert message in the list to see the alert definition.

What to do next
Modify the alert definition, if necessary.

Modify an alert

Edit the configuration properties in each alert definition to modify alert behavior.

About thistask

General properties for an alert include name, description, check interval, and thresholds. The check interval defines
the frequency with which Ambari checks alert status. For example, a1 minute value means that Ambari checksthe
alert status every minute. The configuration options for thresholds depend on the alert type. To modify alert behavior,
edit the general propertiesin the alert definition.

Procedure

1. In Ambari Web, click Alerts.

2. InAlerts, find an adert definition name, and click it.
The alert definition page for that alert opens.

3. Click the pencil icon next to the alert name to modify the name of the alert.
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4. Click Edit to modify configuration properties succh as description, check interval, and thresholds, as necessary.
Configuration properties differ for each aert.

5. Click Save.
Changes take effect on all alert instances at the next check interval.

Modify the global alert check count

Use Alerts > Actions > Manage Alert Settingsto set aglobal control for how many times Ambari checks an alert
before dispatching a notification.

About thistask

If the alert state changes during a check, Ambari attempts to check the condition a number of times. That number is
called the check count. Y ou can set the value of check count. Alert check counts are not applicable to AGGREATE
aert types. A state change for an AGGREGATE alert resultsin a notification dispatch. If your environment
experiences transient issues resulting in false alerts, you can increase the check count. In this case, the alert state
changeisstill recorded, but as a soft state change. If the alert condition is still triggered after the specified number of
checks, the state change is considered a hard state change, and notifications dispatch. Generally, you should set the
check count value globally for al aerts. You can override the global check count value for any alerts experiencing
transient issues.

Procedure

1. In Ambari Web, browseto Alerts> Actions > Manage Alert Settings.
2. In Check Count, edit the value, as necessary.
3. Click Save.

What to do next
Wait several seconds for changes made to the global alert check count to appear for individual alertsin Ambari Web.

Overridethe global alert check count

Edit the check count in each alert definition to override the global control for how many times Ambari checks an alert
before dispatching a notification with a unique value specified per alert.

About thistask

If the alert state changes during a check, Ambari attempts to check the condition a number of times. That number is
called the check count. Y ou can set the value of check count both globally and for each alert. Alert check counts are
not applicable to AGGREATE alert types. A state change for an AGGREGATE dert results in a notification dispatch.
If your environment experiences transient issues resulting in false aerts, you can increase the check count. In this
case, the alert state change is still recorded, but as a soft state change. If the alert condition is still triggered after the
specified number of checks, the state change is considered a hard state change, and notifications dispatch. Generally,
you should set the check count value globally for al aerts. You can override the global check count value for any
alerts experiencing transient issues by modifying the check count value specifically for each alert.

Procedure

1. InAmbari Web, browseto Alerts.

Select the alert for which you want to set a check count value different from the global check count value.
In Alert Info, click the Edit icon next to the Check Count property.

In Edit Alert Count, update the Check Count value.

Click Save.
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Enabling an alert
Edit the Alert Info > State for each alert definition to control whether the alert dispatches notifications.

About thistask

Y ou can optionally disable an alert. When an alert is disabled, no aert instances are in effect and Ambari will no
longer perform the checks for the aert. Therefore, no alert status changes will be recorded and no notifications (i.e. no
emails or SNMP traps) will be dispatched.

Procedure

1. InAmbari Web, browseto Alerts.

Browse the list of alert namesto find a specifc alert name.
Optionally, you can click an aert name to view the definition details.
In State, click Disabled text to enable the alert.

Confirm the enable action, as prompted.

o~ wD

Disabling an alert
Edit the Alert Info > State for each alert definition to control whether the alert dispatches notifications.

About thistask

Y ou can optionally disable alerts. When an aert is disabled, no aert instances are in effect and Ambari will no longer
perform the checks for the alert. Therefore, no alert status changes will be recorded and no notifications (i.e. no
emails or SNMP traps) will be dispatched.

Procedure

1. InAmbari Web, browseto Alerts.

Browse the list of alert namesto find a specifc alert name.
Optionally, you can click an alert name to view the definition details.
In State, click Enabled text to disable the alert.

Confirm the disable action, as prompted.

o~ wD

View the alert statuslog

Using acommand line editor, view the alert status log on the Ambari server host.

About thistask
Whether you have configured Ambari to send alert notifications or not, it writes alert status changesto alog on the
Ambari Server host. You can view the alert status log using a command line editor.

Procedure
1. Onthe Ambari server host, browse to the log directory.
cd /var/log/ambari-server/
2. View the ambari-aerts.log file.
Log entriesinclude the time of the status change, the alert status, the alert definition name, and the response text.

2015-08-10 22:47:37,120 [OK] [HARD] [ STORM (Storm Server Process) TCP K
- 0.000s response on port 8744
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2015-08-11 11:06: 18,479 [CRITI CAL] [HARD] [ AMBARI]

[anbari _server agent heartbeat] (Anmbari Agent Heartbeat)
c6401. anbari . apache.org i s not sending heartbeats
2015-08-11 11:08:18,481 [OK] [HARD] [AVBARI ]

[anbari _server_agent heartbeat] (Anmbari Agent Heartbeat)
c6401. anbari . apache.org i s healthy

Under standing notifications

Use derts, notifications, and groups to inform unique sets of users about only those i ssues important to them, using an
appropriate channel.

Using alert groups and notifications enables you to create groups of alerts and set up notification targets for each
group in such away that you can notify different partiesinterested in certain sets of alerts by using different methods.
For example, you might want your Hadoop Operations team to receive al aerts by email, regardless of status, while
at the same time you want your System Administration team to receive only RPC- and CPU-related alertsthat arein
Critical state, and only by simple network management protocol (SNMP).

To achieve these different results, you can have one aert notification that manages email for all alert groups for al
severity levels, and a different aert notification group that manages SNMP on critical-severity aertsfor an aert
group that contains the RPC and CPU alerts.

Create an alert notification

Use Alerts > Actions > M anage Notifications to create or edit alert notifications.

Procedure

1. In Ambari Web, browse to browseto Alerts > Actions > Manage Notifications.
2. InManage Alert Notifications, click +.
3. InCreate Alert Notification, complete the fields.
a) In Name, enter aname for the natification.
b) In Groups, click All or Custom to assign the notification to every or set of groups that you specify.
¢) InDescription, type aphrase that describes the notification.
d) InMethod, click EMAIL, SNMP (for MIB-based) or Custom SNM P as the method by which Ambari server
handles delivery of this notification.
4. Complete the fields for the notification method you selected.

For email notification - provide information about your SMTP infrastructure, such as SMTP server, port, to and
from addresses, and whether authentication is required to relay messages through the server. Y ou can add custom
properties to the SMTP configuration based on Javamail SMTP options.

Email To A comma-separated list of one or more email addresses
to which to send the aert email

SMTP Server The FQDN or IP address of the SMTP server to use to
relay the alert email

SMTP Port The SMTP port on the SMTP server

Email From A single email address to be the originator of the alert

Use Authentication

emall
Determine whether your SMTP server requires

authentication before it can relay messages. Be sure to
also provide the username and password credentials
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For M1B-based SNM P notification - provide the version, community, host, and port to which the SNMP trap

should be sent.
Version SNMPv1 or SNMPv2c, depending on the network
environment
Hosts A comma-separated list of one or more host FQDNSs to
which to send the trap
Port The port on which aprocessis listening for SNMP

traps

For SNMP notifications - Ambari uses aMIB, atext file manifest of aert definitions, to transfer alert information
from cluster operations to the alerting infrastructure. A M1B summarizes how object |Ds map to objects or
attributes. For example, MIB file content |ooks like this:

FEnkr
WTAS
YINTAXN

You can find the MIB file for your cluster on the Ambari Server host, at /var/lib/ambari-server/resources/
APACHE-AMBARI-MIB.txt.

For Custom SNM P notification - provide the version, community, host, and port to which the SNMP trap should
be sent. Also, the OID parameter must be configured properly for SNMP trap context. If no custom, enterprise-
specific OID is used, you should use the following:

Version SNMPv1 or SNMPv2c, depending on the network
environment

OID 1.3.6.1.4.1.18060.16.1.1

Hosts A comma-separated list of one or more host FQDNsto
which to send the trap

Port The port on which aprocessis listening for SNMP
traps

5. InCreate Alert Notification, click Save.

Create an alert group

Use Alerts > Actions > Manage Alert Groupsto create or edit alert groups.

Procedure

1. InAmbari Web, click Alerts> Actions > Manage Alert Groups.
2. In Manage Alert Groups, click + to create anew aert notification.
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3. InCreate Alert Group, enter agroup name and click Save.

4. Click the custom group , you can add + or delete- alert definitions from this group, and change the natification
targets for the group.

5. When you finish your assignments, click Save.

Under standing dispatch notifications
Use dispatch notifications to communicate alert status changes.

When an aert is enabled and the aert status changes (for example, from OK to CRITICAL or CRITICAL to OK),
Ambari sends either an email or SNMP notification, depending on how notifications are configured.

For email notifications, Ambari sends an email digest that includes all alert status changes. For example, if two alerts
become critical, Ambari sends one email message that Alert A is CRITICAL and Ambari B alert is CRITICAL.
Ambari does not send another email notification until status changes again.

For SNMP notifications, Ambari sends one SNMP trap per alert status change. For example, if two aerts become
critical, Ambari sends two SNMP traps, one for each alert, and then sends two more when the two alerts change.

Customize natification templates

The notification template content produced by Ambari istightly coupled to a notification type. Email and SNMP
notifications both have customizable templates that you can use to generate content. Y ou can change the template
used by Ambari when creating alert notifications.

About thistask
Alert Template XML Location

An aert-templates.xml file shipswith Ambari. Thisfile contains all of the templates for every known type of
notification, such as EMAIL and SNMP. Thisfileisbundled in the Ambari server .jar file so that the template is not
exposed on the disk; however, that fileis used in the following example. When you customize the alert template, you
are effectively overriding the default alert template's XML.

Procedure

1. Onthe Ambari server host, browse to /etc/ambari-server/conf directory.
2. Edit the ambari.propertiesfile.

3. Add an entry for the location of your new template.
aertstemplate.file=/foo/var/al ert-templates-custom.xml

4. Savethefile.
5. Restart Ambari server.
Example

After you restart Ambari, any notification types defined in the new template override those bundled with Ambari. If
you choose to provide your own template file, you only need to define notification templates for the types that you
wish to override. If anotification template type is not found in the customized template, Ambari will default to the
templates that ship with the JAR.

Example
Alert Template XML Structure

The structure of the template file is defined as follows. Each <alert-template> element declares what type of aert
notification it should be used for.

<al ert-tenpl at es>
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<alert-tenplate type="EMAIL">
<subj ect >
Subj ect Cont ent
</ subj ect >
<body>
Body Cont ent
</ body>
</alert-tenpl at e>
<alert-tenpl ate type="SNwW">
<subj ect >
Subj ect Cont ent
</ subj ect >
<body>
Body Cont ent
</ body>
</al ert-tenpl at e>
</alert-tenpl at es>

Example

Template Variables

The template uses Apache Velocity to render all tokenized content. The following variables are available for usein

your template:

$alert.getAlertDefinition()
Salert.getAlertText()
$alert.getAlertName()
$alert.getAlertState()

$alert.getServiceName()
$alert.hasComponentName()
$alert.getComponentName()
$alert.hasHostName()
$alert.getHostName()
$ambari.getServer Url()
$ambari.getServerVersion()
$ambari.getServer HostName()
$dispatch.getTar getName()
$dispatch.getTar getDescription()
$summary.getAlerts(service,alertState)

$summary.getServicesByAlertState(alertState)

$summary.getServices()

$summary.getCritical Count()
$summary.getOk Count()
$summary.get Total Count()

The definition of which the alert is an instance.
The specific alert text.
The name of the dert.

The dert state (OK, WARNING, CRITICAL, or
UNKNOWN)

The name of the service that the alert is defined for.
Trueif the alert isfor a specific service component.
The component, if any, that the alert is defined for.
Trueif the alert was triggered for a specific host.
The hostname, if any, that the alert was triggered for.
The Ambari Server URL.

The Ambari Server version.

The Ambari Server hostname.

The notification target name.

The notification target description.

A list of all aertsfor agiven service or alert state (OK|
WARNINGI|CRITICAL|JUNKNOWN)

A list of all servicesfor agiven alert state (OK|
WARNINGI|CRITICAL|JUNKNOWN)

A list of all servicesthat are reporting an aert in the
notification.

The CRITICAL dert count.
The OK dert count.
Thetotal alert count.
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$summary.getUnknownCount() The UNKNOWN dlert count.
$summary.getWar ningCount() The WARNING aert count.
$summary.getAlerts() A list of all of the alertsin the notification.
Example

Example: Modify Alert EMAIL Subject

The following example illustrates how to change the subject line of al outbound email notifications to include a hard-
coded identifier:

1. Download the alert-templates.xml code as your starting point.
2. Onthe Ambari Server, save the template to alocation, such as:

[var/lib/anbari-server/resources/al ert-tenpl ates-custom xm

3. Edit the aert-templates-custom.xml file and modify the subject link for the <alert-template type="EMAIL">
template:

<subj ect >
<! [ CDATA[ Pet st ore Ambari has $sunmary. get Total Count () alerts!]]>
</ subj ect >

Savethefile.

Browse to /etc/ambari-server/conf directory.

Edit the ambari.propertiesfile.

Add an entry for the location of your new template file.

No o s

alerts.tenplate.file=/var/lib/anbari-server/resources/alert-tenplates-
cust om xm

8. Savethefile.
9. Restart Ambari server.

Predefined Alerts

HDFS alerts

Descriptions, potential causes and possible rememdies for aertstriggered by HDFS.

Table3: HDFS service alerts

Alert Alert Type Description Potential Causes Possible Remedies
NameNode METRIC This service-level aert is Some DataNodes aredown and | For critical data, use areplication
Blocks Hedlth triggered if the number of corrupt | the replicas that are missing factor of 3.

or missing blocks exceeds the blocks are only on those

configured critical threshold. DataNodes. Bring up the failed DataNodes
with missing or corrupt blocks.
The corrupt or missing blocks are
from files with areplication factor
of 1. New replicas cannot be
created because the only replica of

the block is missing.

Identify the files associated with
the missing or corrupt blocks

by running the Hadoop fsck
command.

Delete the corrupt files and
recover them from backup, if one
exists.
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Alert Alert Type Description Potential Causes Possible Remedies
NFS Gateway | PORT This host-level dert istriggered if | NFS Gateway is down. Check for a non-operating NFS
Process the NFS Gateway process cannot Gateway in Ambari Web.
be confirmed as active.
DataNode METRIC Thishost-level alertistriggered | Cluster storageis full. If the cluster still has storage, use
Storage if storage capacity isfull onthe . the load balancer to distribute
DataNode (90% critical). It checks | ! cluster storageis not full, the datato relatively less-used
the DataNode IMX Servietfor | DataNodeisfull. DataNodes.
the Capacity and Remaining .
properties. If the cluster isfull, delete B
unnecessary data or add additional
storage by adding either more
DataNodes or more or larger disks
to the DataNodes.
After adding more storage, run the
load balancer.
DataNode PORT This host-level alert istriggered if | DataNode processis down or not | Check for non-operating
Process the individual DataNode processes | responding. DataNodesin Ambari Web.
cannot be established to be up and . )
listening on the network for the I_Datal\_lode are not down but isnot | Check for any errorsin the
configured critical threshold, in listening to the correct network DataNode logs /var/log/hadoop_/
seconds. port/address. hdfs and restart the DataNode, if
necessary.
Run the netstat-tuplpn command
to check if the DataNode process
is bound to the correct network
port.
DataNode Web | WEB This host-level aert istriggered The DataNode process is not Check whether the DataNode
Ul if the DataNode web Ul is runni ng. process isrunni ng.
unreachable.
NameNode METRIC This host-level dertistri ggered if UnUSJa”y hlgh CPU utilization Usethe top command to
Host CPU CPU utilization of the NameNode | might be caused by avery unusual | determine which processes are
Utilization exceeds certain thresholds (200% | job or query workload, but thisis | consuming excess CPU.
warning, 250% critical). It checks | generally the sign of anissuein ,
the NameNode IMX Serviet for | the daemon. Reset the offending process.
the SystemCPUL oad property.
Thisinformation is available only
if you are running JDK 1.7.
NameNode WEB This host-level aert istriggered The NameNode process is not Check whether the NameNode
Web Ul if the NameNode web Ul is running. processis running.
unreachable.
Percent AGGREGATE | Thisservice-level alertis Cluster storageis full. If the cluster still has storage, use
DataNodes triggered if the storage isfull on a . the load balancer to distribute
with Available certain percentage of DataNodes | ! cluster storageisnot full, the data to relatively less-used
Space (10% warn, 30% critical). DataNodeis full. DataNodes,
If the cluster isfull, delete
unnecessary data or increase
storage by adding either more
DataNodes or more or larger
disksto the DataNodes. After
adding more storage, run the load
balancer.
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Alert Alert Type Description Potential Causes Possible Remedies
Percent AGGREGATE | Thisdertis trlggered if the DataNodes are down. Check for non_operati ng
DataNodes number of non-operating DataNodes in Ambari Web.
Available DataNodes in the cluster is greater | DataNodes are not down but i
than the configured critical are not listening to the correct Check for any errorsin the
threshold. This aggregates the network port/address. DataNode logs /var/log/hadoop/
DataNode process aert. hdfs and restart the DataNode
hosts/processes.
Run the netstat-tuplpn command
to check if the DataNode process
is bound to the correct network
port.
NameNode METRIC This host-level dert istriggered A job or an application is Review the job or the application
RPC Latency if the NameNode operations RPC | performing too many NameNode | for potential bugs causing it to
latency exceeds the configured operations. perform too many NameNode
critical threshold. Typically an operations.
increase in the RPC processing
time increases the RPC queue
length, causing the average
gueue wait time to increase for
NameNode operations.
NameNode SCRIPT Thisalert will trigger if the Too much time elapsed sincelast | Set NameNode checkpoint.
Last last time that the NameNode NameNode Cha:kpm nt. .
Checkpoint performed a checkpoint was ) ) Review threshold for
too long ago or if the number Uncommitted transactions beyond | uncommitted transactions.
of uncommitted transactionsis threshold.
beyond a certain threshold.
Secondary WEB If the Secondary NameNode The Secondary NameNodeisnot | Check that the Secondary
NameNode process cannot be confirmed to be | running. DataNode process is running.
Process up and listening on the network.
Thisalert is not applicable when
NameNode HA is configured.
NameNode METRIC This alert checksif the NameNode | One or more of the directoriesare | Check the NameNode Ul for
Directory NameDirStatus metric reports a reporting as not healthy. information about unhealthy
Status failed directory. directories.
HDFS Capacity | METRIC This service-level dertis Cluster storageisfull. Delete unnecessary data.
Utilization triggered if the HDFS capacity .
utilization exceeds the configured Archive unused data.
critical threshold (80% warn, 90% Add more DataNodes.
critical). It checks the NameNode )
JMX Servlet for the CapacityUsed Add more or larger disksto the
and CapacityRemaining DataNodes.
properties. After adding more storage, run the
load balancer.
DataNode METRIC This service-level aertis A DataNode isin an unhealthy Check the NameNode Ul for the
Health triggered if there are unhealthy state. list of non-operating DataNodes.
Summary DataNodes.
HDFS Pending | METRIC Thisservice-level alertis Large number of blocks are
Deletion Blocks triggered if the number of blocks | pending deletion.
pending deletion in HDFS
exceeds the configured warning
and critical thresholds. It checks
the NameNode IMX Servlet
for the PendingDeletionBlock
property.
HDFS Upgrade | SCRIPT Thisservice-level alertis The HDFS upgrade is not Finalize any upgrade you havein
Finalized State triggered if HDFSisnot in the finalized. process.
finalized state.
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Alert

Alert Type

Description

Potential Causes

Possible Remedies

DataNode
Unmounted
DataDir

SCRIPT

This host-level dert istriggered
if one of the data directories on a
host was previously on a mount
point and became unmounted.

If the mount history file does

not exist, then report an error if
ahost has one or more mounted
data directories as well as one or
more unmounted data directories
on the root partition. This may
indicate that a data directory is
writing to the root partition, which
isundesirable.

Check the data directories to
confirm they are mounted as
expected.

DataNode Heap
Usage

METRIC

This host-level dert istriggered

if heap usage goes past thresholds
on the DataNode. It checks

the DataNode JM X Servlet

for the MemHeapUsedM and
MemHeapMaxM properties. The
threshold values are percentages.

NameNode
Client RPC
Queue Latency

SCRIPT

This service-level alertis
triggered if the deviation of RPC
gueue latency on client port

has grown beyond the specified
threshold within an given period.
This aert will monitor Hourly and
Daily periods.

NameNode
Client RPC
Processing

Latency

SCRIPT

This service-level alertis
triggered if the deviation of RPC
latency on client port has grown
beyond the specified threshold
within agiven period. This alert
will monitor Hourly and Daily
periods.

NameNode
Service RPC
Queue Latency

SCRIPT

This service-level dlertis
triggered if the deviation of RPC
latency on the DataNode port

has grown beyond the specified
threshold within a given period.
This aert will monitor Hourly and
Daily periods.

NameNode
Service RPC
Processing
Latency

SCRIPT

This service-level dertis
triggered if the deviation of RPC
latency on the DataNode port

has grown beyond the specified
threshold within a given period.
This alert will monitor Hourly and
Daily periods.

HDFS Storage
Capacity Usage

SCRIPT

This service-level alertis
triggered if the increase in storage
capacity usage deviation has
grown beyond the specified
threshold within a given period.
This aert will monitor Daily and
Weekly periods.

NameNode
Heap Usage

SCRIPT

This service-level alertis
triggered if the NameNode
heap usage deviation has grown
beyond the specified threshold
within agiven period. This alert
will monitor Daily and Weekly
periods.
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HDFS high availability alerts

Descriptions, potential causes and possible rememdies for alerts related to HDFS high availability.

Table4: HDFSHA Alerts

Alert Alert Type Description Potential Causes Possible Remedies
JournalNode WEB This host-level aert istriggered The JournalNode processis down | Check if the JournalNode process
Web Ul if the individual JournalNode or not responding. isrunning.
process cannot be established .
to be up and listening on the The JournalNode is not down
network for the configured critical | PUtisnot listening to the correct
threshold, given in seconds. network port/address.
NameNode SCRIPT Thisservice-level alertis The Active, Standby or both On each host running NameNode,
High triggered if either the Active NameNode processes are down. check for any errorsin the logs (/
Availability NameNode or Standby var/log/hadoop/hdfs/) and restart
Health NameNode are not running. the NameNode host/process using
Ambari Web.
On each host running NameNode,
run the netstat-tuplpn command to
check if the NameNode processis
bound to the correct network port.
Percent AGGREGATE | Thisservice-level dertis JournalNodes are down. Check for dead JournalNodesin
JournalNodes triggered if the number of down Ambari Web.
Available JournalNodes in the cluster JournalNodes are not down but
is greater than the configured are not listening to the correct
critical threshold (33% warn, 50% | Network port/address.
crit). It aggregates the results of
JournalNode process checks.
ZooK eeper PORT Thisaert istriggered if the The ZKFC processis down or not | Check if the ZKFC processis
Failover ZooKeeper Failover Controller responding. running.
Controller process cannot be confirmed to be
Process up and listening on the network.

NameNode high availability alerts

Descriptions, potential causes and possible rememdies for alerts related to NameNode high availability.

Table5: NameNode HA Alerts

Alert Alert Type Description Potential Causes Possible Remedies
JournalNode WEB This host-level aert istriggered The JournalNode processis down | Check if the JournalNode process
Process if the individual JournalNode or not responding. isrunning.
process cannot be established .
to be up and listening on the The JournalNode is not down
network for the configured critical | PUtisnot listening to the correct
threshold, given in seconds. network port/address.
NameNode SCRIPT This service-level alertis The Active, Standby or both On each host running NameNode,
High triggered if either the Active NameNode processes are down. check for any errorsin thelogs/
Availability NameNode or Standby var/log/hadoop/hdfs/ and restart
Hedlth NameNode are not running. the NameNode host/process using
Ambari Web.
On each host running NameNode,
run the netstat-tuplpn command to
check if the NameNode processis
bound to the correct network port.

94




managing and monitoring an ambari cluster

Predefined Alerts

ResourceManager exceeds certain
thresholds (200% warning,

250% critical). It checks the
ResourceManager IMX Servlet
for the SystemCPUL oad property.
Thisinformation is only available
if you are running JDK 1.7.

job/query workload, but thisis
generally the sign of anissuein
the daemon.

Alert Alert Type Description Potential Causes Possible Remedies
Percent AGGREGATE | Thisservice-level dertis JournalNodes are down. Check for non-operating
JournalNodes triggered if the number of down JournalNodes in Ambari Web.
Available JournalNodes in the cluster JournalNodes are not down but
is greater than the configured are not listening to the correct
critical threshold (33% warn, 50% | Network port/address.
crit). It aggregates the results of
Journal Node process checks.
ZooK eeper PORT Thisalert istriggered if the The ZKFC processisdown or not | Check if the ZKFC processis
Failover ZooK eeper Failover Controller responding. running.
Controller process cannot be confirmed to be
Process up and listening on the network.
YARN alerts
Descriptions, potential causes and possible remedies for aertstriggered by YARN.
Table6: YARN Alerts
Alert Alert Type Description Potential Causes Possible Remedies
App Timeline | WEB Thishost-level alertistriggered if | The App Timeline Server is down. | Check for non-operating App
Web Ul the App Timeline Server Web Ul o L Timeline Server in Ambari Web.
is unreachable. App Timeline Serviceis not down
but is not listening to the correct
network port/address.
Percent AGGREGATE | Thisdertis trlggered if the NodeM anagers are down. Check for non_operati ng
NodeManagers number of down NodeManagers NodeManagers.
Available in the cluster is greater than the NodeManagers are not down but ]
configured critical threshold. are not listening to the correct Check for any errorsin the
It aggregates the results of network port/address. NodeManager logs /var/log/
DataNode process alert checks. hadoop/yarn and restart the
NodeM anagers hosts/processes, as
necessary.
Run the netstat-tuplpn command
to check if the NodeM anager
processis bound to the correct
network port.
ResourceM anagg WEB This host-level dert istriggered if | The ResourceManager processis | Check if the ResourceManager
Web Ul the ResourceManager Web Ul is | not running. processis running.
unreachable.
ResourceManagg METRIC This host-level aertistriggered if | A job or an application Review the job or the application
RPC Latency the ResourceManager operations | is performing too many for potential bugs causing
RPC latency exceedsthe ResourceManager operations. it to perform too many
configured critical threshold. ResourceManager operations.
Typically an increase in the RPC
processing time increases the RPC
queue length, causing the average
queue wait time to increase for
ResourceManager operations.
ResourceManagg METRIC This host-level aert istriggered Unusually high CPU utilization: Use the top command to
CPU Utilization if CPU utilization of the Can be caused by avery unusual

determine which processes are
consuming excess CPU.

Reset the offending process.
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Alert Alert Type Description Potential Causes Possible Remedies
NodeManager [ WEB Thishost-level alertistriggered | NodeManager processisdown or | Check if the NodeManager is
Web Ul if the NodeM anager process not req)ondi ng. runni ng.
cannot be established to be up . .
and listening on the network for _Nodel\/_l anager is not down but Check for any errorsin the
the configured critical threshold, | S not listening to the correct NodeManager logs /var/log/
given in seconds. network port/address. hadoop/yarn an_d restart the
NodeManager, if necessary.
NodeManager | SCRIPT This host-level aert checks NodeManager Health Check script [ Check in the NodeM anager
Health the node health property reports issues or is not configured. | |ogs /var/log/hadoop/yarn for
Summary available from the NodeManager health check errors and restart
component. the NodeManager, and restart if
necessary.
Check in the ResourceManager
Ul logs /var/log/hadoopl/yarn for
health check errors.
NodeManager | SCRIPT This host-level aert checks The NodeManager processis Check in the NodeM anager
Health the nodeHealthy property down or not responding. logs /var/log/hadoop/yarn for
available from the NodeM anager health check errors and restart
component. the NodeManager, and restart if
necessary.
MapReduce? alerts

Descriptions, potential causes and possible rememdies for alerts triggered by MapReduce2.

Table 7: MapReduce2 Alerts

Alert Alert Type Description Potential Causes Possible Remedies
History Server | WEB This host-level aert istriggered The HistoryServer processisnot | Check if the HistoryServer
Web Ul if the HistoryServer Web Ul is running. processis running.
unreachable.
History Server | METRIC This host-level dert istriggered if | A job or an application Review the job or the application
RPC latency the HistoryServer operations RPC | is performing too many for potential bugs causing it to
latency exceeds the configured HistoryServer operations. perform too many HistoryServer
critical threshold. Typically an operations.
increase in the RPC processing
time increases the RPC queue
length, causing the average
gueue wait time to increase for
NameNode operations.
History Server | METRIC This host-level dert istriggered Unusually high CPU utilization: Use the top command to
CPU Utilization if the percent of CPU utilization Can be caused by avery unusual | determine which processes are
on the HistoryServer exceedsthe | job/query workload, but thisis consuming excess CPU.
configured critical threshold. generally the sign of an issuein .
the daemon. Reset the offending process.
History Server [ PORT Thishost-level alertistriggered | HistoryServer processisdown or | Check the HistoryServer is
Process if the HistoryServer process

cannot be established to be up
and listening on the network for
the configured critical threshold,
given in seconds.

not responding.

HistoryServer is not down but
isnot listening to the correct
network port/address.

running.

Check for any errorsin the
HistoryServer logs /var/log/
hadoop/mapred and restart the
HistoryServer, if necessary.

HBase service alerts

Descriptions, potential causes and possible rememdies for aerts triggered by HBase.
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Table 8: HBase Service Alerts

Alert

Description

Potential Causes

Possible Remedies

Percent
RegionServers
Available

This service-level alert istriggered if
the configured percentage of Region
Server processes cannot be determined
to be up and listening on the network
for the configured critical threshold.
The default setting is 10% to produce
aWARN aert and 30% to produce
aCRITICAL dert. It aggregates the
results of RegionServer process down
checks.

Misconfiguration or less-than-ideal
configuration caused the RegionServers
to crash.

Cascading failures brought on by some
workload caused the RegionServersto
crash.

The RegionServers shut themselves
own because there were problemsin
the dependent services, ZooK eeper or
HDFS.

GC paused the RegionServer for too
long and the RegionServers lost contact
with ZooK eeper.

Check the dependent services to make
sure they are operating correctly.

Look at the RegionServer log files
(usually /var/log/hbase/* .10g) for
further information.

If the failure was associated with a
particular workload, try to understand
the workload better.

Restart the RegionServers.

HBase Master
Process

Thisaert istriggered if the HBase
master processes cannot be confirmed
to be up and listening on the network
for the configured critical threshold,
given in seconds.

The HBase master process is down.

The HBase master has shut itself down
because there were problemsin the
dependent services, ZooK eeper or
HDFS.

Check the dependent services.

Look at the master log files (usually
Ivar/log/hbase/* .10g) for further
information.

Look at the configuration files /etc/
hbase/conf.

Restart the master.

HBase Master
CPU Utilization

This host-level alert istriggered if
CPU utilization of the HBase Master
exceeds certain thresholds (200%
warning, 250% critical). It checks

the HBase Master IMX Servlet for

the SystemCPUL oad property. This
information is only availableif you are
running JDK 1.7.

Unusually high CPU utilization: Can
be caused by a very unusual job/query
workload, but thisis generally the sign
of an issue in the daemon.

Use the top command to determine
which processes are consuming excess
CPU

Reset the offending process.

RegionServers
Health Summary

This service-level alert istriggered if
there are unhealthy RegionServers.

The RegionServer process is down on
the host.

The RegionServer processis up and
running but not listening on the correct
network port (default 60030).

Check for dead RegionServer in
Ambari Web.

HBase
RegionServer
Process

This host-level alert istriggered if the
RegionServer processes cannot be
confirmed to be up and listening on
the network for the configured critical
threshold, given in seconds.

The RegionServer process is down on
the host.

The RegionServer processis up and
running but not listening on the correct
network port (default 60030).

Check for any errorsin the logs /var/
log/hbase/ and restart the RegionServer
process using Ambari Web.

Run the netstat-tuplpn command to
check if the RegionServer processis
bound to the correct network port.

Hive alerts

Descriptions, potential causes and possible rememdies for aerts triggered by Hive.

Table 9: Hive Alerts

Alert

Description

Potential Causes

Possible Remedies

HiveServer2
Process

This host-level adert istriggered if the
HiveServer cannot be determined to be
up and responding to client requests.

HiveServer2 processis not running.

HiveServer2 processis not responding.

Using Ambari Web, check status of
HiveServer2 component. Stop and then
restart.
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Alert Description Potential Causes Possible Remedies
Hive Metastore This host-level alert istriggered if The Hive Metastore service is down. Using Ambari Web, stop the Hive
Process the Hive Metastore process cannot be . service and then restart it.
determined to be up and listening on The database used by the Hive
the network for the configured critical | Metestore is down.
threshold, given in seconds. The Hive Metastore host is not
reachable over the network.
WebHCat Server | Thishost-level alertistriggered if the | The WebHCat server is down. Restart the WebHCat server using
Status WebHCat server cannot be determined ) Ambari Web.
to be up and responding to client The WepH Cat server is hung and not
requests. responding.
The WebHCat server is not reachable
over the network.
Ooziealerts

Descriptions, potential causes and possible rememdies for alertstriggered by Oozie.

Table 10: Oozie Alerts

Alert Description Potential Causes Possible Remedies
Oozie Server Web | This host-level aertistriggered if the | The Oozie server is down. Check for dead Oozie Server in Ambari
ul Oozie server Web Ul is unreachable. . . . Web.
Oozie Server is not down but is not
listening to the correct network port/
address.
Oozie Server Thishost-level dertistriggered if the | The Oozie server is down. Restart the Oozie service using Ambari
Status Qozie server cannot be determined to . . Web.
be up and responding to client requests. | The Oozie server is hung and not
responding.
The Oozie server is not reachable over
the network.

ZooK eeper alerts

Descriptions, potential causes and possible rememdies for alerts triggered by ZooK eeper.

Table 11: ZooK eeper Alerts

Alert Alert Type Description Potential Causes Possible Remedies

Percent AGGREGATE | Thisservice-level dertis The majority of your ZooKeeper | Check the dependent services
ZooK eeper triggered if the configured servers are down and not to make sure they are operating
Servers percentage of ZooK eeper responding. correctly.

Available processes cannot be determined

Check the ZooK eeper logs /var/
|og/hadoop/zookeeper.log for
further information.

to be up and listening on the
network for the configured critical
threshold, given in seconds.

It aggregates the results of

ZooK eeper process checks.

If the failure was associated with
aparticular workload, try to
understand the workload better.

Restart the ZooK eeper servers
from the Ambari Ul.
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Alert

Alert Type

Description

Potential Causes

Possible Remedies

ZooK eeper
Server Process

PORT

This host-level dert istriggered
if the ZooK eeper server process
cannot be determined to be up
and listening on the network for
the configured critical threshold,
given in seconds.

The ZooK eeper server processis
down on the host.

The ZooK eeper server processis
up and running but not listening
on the correct network port
(default 2181).

Check for any errorsin the

ZooK eeper logs /var/log/hbase/
and restart the ZooK eeper process
using Ambari Web.

Run the netstat-tuplpn command
to check if the ZooK eeper server
processis bound to the correct
network port.

Ambari alerts

Descriptions, potential causes and possible rememdies for alerts triggered by Ambari.

Table 12: Ambari Alerts

Alert Alert Type Description Potential Causes Possible Remedies
Host Disk SCRIPT This host-level dert istriggered The amount of free disk space left | Check host for disk spaceto free
Usage if the amount of disk space used islow. or add more storage.
on a host goes above specific
thresholds (50% warn, 80% crit ).
Ambari Agent [ SERVER This alert istriggered if the server | Ambari Server host is unreachable | Check connection from Agent
Heartbeat has lost contact with an agent. from Agent host. host to Ambari Server.
Ambari Agent is not running. Check Agent is running.
Ambari Server | SERVER Thisalertistriggered if the server | Agents are not reporting alert Check that all Agents are running
Alerts detects that there are alertswhich | gtatys, and heartbeating.
have not run in atimely manner. .
Agents are not running.
Ambari Server | SERVER Thisalert istriggered if the Thistype of issue can arise for Check your Ambari Server
Performance Ambari Server detectsthat thereis | many reasons, but istypically database connection and
apotential performance problem | attributed to slow database queries | database activity. Check your
with Ambari. and host resource exhaustion. Ambari Server host for resource
exhaustion such as memory.

Ambari metricsalerts

Descriptions, potential causes and possible rememdies for alerts triggered by Ambari metrics.

Table 13: Ambari Metrics Alerts

Alert

Description

Potential Causes

Possible Remedies

Metrics Collector
Process

Thisaert istriggered if the Metrics
Collector cannot be confirmed to be up
and listening on the configured port for
number of seconds equal to threshold.

The Metrics Collector processis not
running.

Check the Metrics Collector is running.

Metrics Collector

— ZooK eeper
Server Process

This host-level alert istriggered if the
Metrics Collector ZooK eeper Server
Process cannot be determined to be up
and listening on the network.

The Metrics Collector processis not
running.

Check the Metrics Collector is running.

Metrics Collector
— HBase Master
Process

Thisaert istriggered if the Metrics
Collector HBase Master Processes
cannot be confirmed to be up and
listening on the network for the
configured critical threshold, givenin
seconds.

The Metrics Collector processis not
running.

Check the Metrics Collector is running.
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Alert

Description

Potential Causes

Possible Remedies

Metrics Collector
— HBase Master
CPU Utilization

This host-level aert istriggered if CPU
utilization of the Metrics Collector
exceeds certain thresholds.

Unusually high CPU utilization
generally the sign of an issuein the
daemon configuration.

Tune the Ambari Metrics Collector.

Metrics Monitor
Status

This host-level alert istriggered if the
Metrics Monitor process cannot be
confirmed to be up and running on the
network.

The Metrics Monitor is down.

Check whether the Metrics Monitor is
running on the given host.

Percent Metrics Thisisan AGGREGATE dert of the Metrics Monitors are down. Check the Metrics Monitors are
Monitors Metrics Monitor Status. running.
Available

Metrics Collector

Thisaert istriggered if the Metrics

The Metrics Collector is running but

Tune the Ambari Metrics Collector.

-Auto-Restart Collector has been auto-started for is unstable and causing restarts. This
Status number of times equal to start threshold | could be due to improper tuning.
inal hour timeframe. By default if
restarted 2 times in an hour, you will
receive aWarning aert. If restarted
4 or moretimesin an hour, you will
receive a Critical alert.
Percent Metrics Thisisan AGGREGATE dlert of the Metrics Monitors are down. Check the Metrics Monitors.
Monitors Metrics Monitor Status.
Available
GrafanaWeb Ul This host-level dert istriggered if the | Grafana processis not running. Check whether the Grafana processis

AMS Grafana Web Ul is unreachable.

running. Restart if it has gone down.

SmartSense alerts

Descriptions, potential causes and possible rememdies for alerts triggered by SmartSense.

Table 14: SmartSense Alerts

Alert Description Potential Causes Possible Remedies
SmartSense | Thisaert istriggered if the HST server HST server is not running. Start HST server process. If startup fails,
Server process cannot be confirmed to be up check the hst-server.log.
Process and listening on the network for the

configured critical threshold, givenin

seconds.
SmartSense | Thisaertistriggered if thelast triggered | Some nodes are timed out during capture | From the Bundles page check the status
Bundle SmartSense bundleisfailed or timed out. | or fail during data capture. It could also of bundle. Next, check which agents have
Capture be because upload to Hortonworksfails. | failed or timed out, and review their logs.
Failure You can aso initiate a new capture.
SmartSense | Thisaert istriggered if the SmartSense | Service components that are getting Restart the services that are not running.
Long in-progress bundle has possibility of not | collected may not be running. Or some Force-complete the bundle and start a
Running completing successfully on time. agents may be timing out during data new capture.
Bundle collection/upload.
SmartSense | Thisalertistriggered if the SmartSense | SmartSense Gateway is not running. Start the gateway. If gateway start fails,
Gateway Gateway server process is enabled but is review hst-gateway.log
Status unable to reach.
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