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Configuring accessto Amazon S3

Amazon S3 is not supported as default file system, but access to datain S3 is possible via the s3a connector. Use
these steps to configure access from your cluster to Amazon S3.

These steps assume that you are using an HDP version that supports the s3a cloud storage connector (HDP 2.6.1 or
newer).

Createan |AM rolefor S3 access

In order to configure access from your cluster to Amazon S3, you must have an existing lAM role which determines
what actions can be performed on which S3 buckets.

If you aready have an IAM role, skip to the next step. If you do not have an existing IAM role, use the following
instructions to create one.

Steps
1. Navigatetothe |AM console > Roles and click Create Role.

£\ R_admin/dbislelo@hwrmmpan_.. =

Q1 Search Showing 37 results

Rola nama - Daacription Trusted antitias

WS sorvice: quicksight

AWSE sorvice: scd

2. Inthe“Create Role” wizard, select AWS service role type and then select EC2 service and EC2 use case.
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[\ It_sdmin/dblalek@hwr.compan... ~  Global ~  Suppost ~

Select type of trusted entity

N @ @ sawm

AWE service Another AWS account Wolb ldentity Saml 2.0 lederation

ECZ, Lambca and others Belonging o you or 3rd party Cogrito or any OpeniD provider Your corporte dreciory

Allows ANS services to perform actions on your bahalf. Learn mane

Choose the service that will use this role

AP| Gateway

ElasticLoadBalancing

Select your use case

ECZ2
Allows EC2 instances 1o call AW'S sanices on your bahalt,

ECZ - Scheduled Instances
Allows EG2Z Scheduled Instances o manage instances on your behalf
P o I_l

3. When done, click Next: Permissions to navigate to the next page in the wizard.

4. Select an existing S3 access policy or click Create policy to define anew policy. If you arejust getting started,
you can select a built-in policy called “ AmazonS3Full Access’, which provides full accessto S3 buckets that are
part of your account:

[\ R_sdmin/dbaslek@tvoicompan. >~ Globsl v Support ~

Create role o 9
T"a‘.‘.

Permissions Feviers
Attach permissions policies
Choose one or more policies to attach to your new role.

Croate policy | & Refresh

Filter: Policy type Qa3 Showing & results
' Policy name - Attachments =  Description
* Il AmaronDhMSRAsdshiftSiFoke 0 Provides access to manage 53 settings for Redshitt endpoin. ..
| # v B AmaronS3FullAccess 3 Provides full access to all buckets via the AWS Management. ..
¥ B AmazonS3ReadOniybocess 0 Provides read only access to all buckets via tha AWS Manag. ..
3 AWSQuickSightSiPolicy 1 Grants Amazon QuickSight read permission to Amazen S3r...

[ T Management, 0 Policy used by QuickSight tsam o sccess custom
* 3
* Required Cancel Provvious

5. When done attaching the policy, click Next: Review.
6. Inthe Roles name field, enter aname for the role that you are creating:
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[0 t_sdmin/dbislek@hvwx.compan... ~  Global ~  Support ~

Create role o e e
Panmissions

Review

Review

Provide the required information below and review this role before you create it.

Role name® EIACoRSE-FOM |

Role gescription Alows EC2 Instances 10 call AW'S servicas on your Dehalf

Trusted antities  AWS service: ec2 amazonaws.com

Policies L e '

* Required Cancel Pravious

7. Click Createroleto finish the role creation process.

Configure accessto S3

Access to datain S3 from your cluster VMs can be automatically configured by attaching an existing instance profile
allowing accessto S3.

Prerequisites

Y ou or your AWS admin must create an |AM role with an S3 access policy which can be used by cluster instances to
access one or more S3 buckets. Refer to Create an IAM role for S3 access.

Steps

On the Cloud Storage page in the advanced cluster wizard view, select Use existing instance profile.

Select an existing IAM role created in step 1.

During the cluster creation process, Cloudbreak assigns the IAM role and its associated permissions to the EC2
instances that are part of the cluster so that applications running on these instances can use the role to access S3.
Once your cluster isin the running state, you will be able to access the S3 bucket from the cluster nodes.

w N e

Related Information

Create an |IAM role for S3 access

Using an IAM Role to Grant Permissions to Applications Running on Amazon EC2 Instances (AWS)
Creating a cluster

Test access from HDP to S3

To test access to S3 from HDP, SSH to a cluster node and run afew hadoop fs shell commands against your existing
S3 bucket.

To test access, SSH to any cluster node and switch to the hdfs user by using sudo su hdfs.

Amazon S3 access path syntax is:

s3a://bucket/dir/file



https://docs.hortonworks.com/HDPDocuments/Cloudbreak/Cloudbreak-2.9.0/cloud-data-access/content/cb_creating-an-iam-role-for-s3-access.html
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For example, to access afile called “ mytestfile” in a directory called “mytestdir”, which is stored in a bucket called
“mytestbucket”, the URL is:

s3a:// nytestbucket/nytestdir/nmytestfile
The following FileSystem shell commands demonstrate access to a bucket named “ mytestbucket” :

hadoop fs -1s s3a://nytestbucket/

hadoop fs -nkdir s3a://nytestbucket/testDir

hadoop fs -put testFile s3a://nytestbucket/testFile
hadoop fs -cat s3a://mytestbucket/testFile

test file content

For more information about configuring the S3 connector for HDP and working with data stored on S3, refer to Cloud
Data Access HDP documentation.

Related Information
Cloud data access (HDP)

Configure S3 storage locations

After configuring access to S3 viainstance profile, you can optionally use an S3 bucket as a base storage location;
this storage location is mainly for the Hive Warehouse Directory (used for storing the table data for managed tables).

Prerequisites

e You must have an existing bucket. For instructions on how to create a bucket on S3, refer to AWS documentation.
» Theinstance profile that you configured must allow access to the bucket.

Steps
1. When creating a cluster, on the Cloud Storage page in the advanced cluster wizard view, select Use existing

instance profile and select the instance profile to use, as described in the documentation for configuring accessto
S3

2. Under Storage Locations, enable Configure Storage Locations by clicking the

button.
3. Provide your existing bucket name under Base Storage L ocation.

E Note:
Make sure that the bucket already exists within the account.

4. Under Path for Hive Warehouse Directory property (hive.metastore.warehouse.dir), Cloudbreak automatically
suggests a location within the bucket. Y ou may optionally update this path or select Do not configure.

Note:
E This directory structure will be created in your specified bucket upon the first activity in Hive.

Related Information
Configure accessto S3
Create a bucket (AWS)

Configuring accessto ADL S Genl

Azure Data L ake Store Genl (ADLS Genl) is not supported as default file system, but accessto datain ADLS Genl
is possible viathe adl connector.
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https://docs.hortonworks.com/HDPDocuments/HDP3/HDP-3.1.0/bk_cloud-data-access/content/about.html
https://docs.hortonworks.com/HDPDocuments/HDP3/HDP-3.1.0/bk_cloud-data-access/content/about.html
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Note:

E After ADLS Gen2 was introduced, "ADLS" was renamed to "ADLS Genl1" on Azure Portal. After ADLS
Gen2 related features were introduced in Cloudbreak, "ADLS" was renamed to "ADLS Gen2" in Cloudbreak
web Ul, CLI, and documentation.

These steps assume that you are using an HDP version that supports the adl cloud storage connector (HDP 2.6.1 or
newer).

Related Information
Overview of Azure Data Lake Store (Azure)

Prerequisites
If you would like to use ADL S Genl to store your data, you must have an Azure subscription and a storage account.
For instructions on how to get started with ADLS Gen1, refer to Azure documentation.

Related Information
Get started with Azure Data Lake Store using the Azure portal (Azure)

Configure accessto ADLS Genl

To configure authentication with ADLS Genl using the client credential, you must register a new application with the
Active Directory service and then give your application access to your storage account. After you’ ve performed these
steps, you can provide your application’ s information when creating a cluster.

Prerequisites

Register an application and add it to the storage account, as described in Step 1 and Step 2 of the HCC article How to
configure authentication with ADLS.

Note:
E Do not perform the Step 3 described in this article. Cloudbreak automates this step.
Steps
1. In Cloudbreak web Ul, on the advanced Cloud Storage page of the create a cluster wizard, select Use existing

ADLS storage.
2. Provide the following parameters for your registered application:

e ADLSAccount Name: Thisisthe storage account that your application was assigned to.
e Application ID: You can find it in your application’s settings.
« Key: Thisisthe key that you generated for your application. If you did not copy the it, you must create a new
key from the Keys page in your application’s settings.
3. Onceyour cluster isin the running state, you will be able to access the Azure blob storage account from the
cluster nodes.

Related Information
How to configure authentication with ADLS (HCC)
Creating a cluster

Test accessto ADLS Genl

To test accessto ADLS Genl, SSH to a cluster node and run afew hadoop fs shell commands against your existing
storage account.

To test access, SSH to any cluster node and switch to the hdfs user by using sudo su hdfs.



https://docs.microsoft.com/en-us/azure/data-lake-store/data-lake-store-overview
https://docs.microsoft.com/en-us/azure/data-lake-store/data-lake-store-get-started-portal
https://community.hortonworks.com/articles/105994/how-to-configure-authentication-with-adls.html
https://community.hortonworks.com/articles/105994/how-to-configure-authentication-with-adls.html
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ADLS access path syntax is:
adl : //account nane. azur edat al akestore. net/dir/file

For example, the following Hadoop FileSystem shell commands demonstrate access to a storage account named
“myaccount”:

hadoop fs -nkdir adl://nyaccount. azuredat al akestore. net/testdir
hadoop fs -put testfile adl://nmyaccount. azuredat al akestore. net/testdir/
testfile

To use DistCp against ADL S Genl, use the following syntax:

hadoop di stcp

[ - D hadoop. security.credential.provider. path=localjceks://filelhome/
user/ adl s. j ceks]

hdf s: // namenode_host nanme: 9001/ user/f oo/ 007020615

adl : // nyaccount . azur edat al akestore. net/testDir/

For more information about configuring the adl connector and working with data stored in ADLS Genl, refer to
Cloud Data Access HDP documentation.

Related I nformation
Cloud data access (HDP)

Configure ADL S Genl storage locations

After configuring accessto ADLS Genl, you can optionally use that storage account as a base storage location; this
storage location is mainly for the Hive Warehouse Directory (used for storing the table data for managed tables).

Steps

1. When creating a cluster, on the Cloud Storage page in the advanced cluster wizard view, select Use existing
ADLS storage and enter information related to your storage account, as described in the instructions for
configuring access to ADLS Genl.

2. Under Storage Locations, enable Configure Storage L ocations by clicking the

button.
3. Provide your existing directory name under Base Storage Location.

E Note:
Make sure that the container already exists within the account.

4. Under Path for Hive Warehouse Directory property (hive.metastore.warehouse.dir), Cloudbreak automatically
suggests a location within the directory. Y ou may optionally update this path or select Do not configure.

E Note:
This directory structure will be created in your specified container upon the first activity in Hive.

Related Information
Configure accessto ADLS Genl
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Configuring accessto ADLS Gen2

Azure Data L ake Storage Gen2 (ADLS Gen?2) is not supported as default file system, but access to datain Azure Data
Lake Storage Gen2 is possible via the abfs connector.

Use the following steps to configure access from your cluster to ADLS Gen2. These steps assume that you are using
an HDP version that supports the abfs cloud storage connector (HDP 3.0 or newer).

For basic information about ADLS Gen 2, refer to Azure documentation.

E Note:
Thisfeature istechnical preview: It is not suitable for production.

Related Information
The Azure Blob Filesystem driver (Azure)
Introduction to Azure Data L ake Storage Gen2 Preview (Azure)

Prerequisites

If you would like to use ADL S Gen2 to store your data, you must have an Azure subscription and a storage account of
type “StorageV2'.

To create an ADL S gen?2 storage account, select " StorageV2":

Create storage account

Basics Advanced Tags Review + create

Azure Storage is a Microsoft-managed service providing cloud storage that is highly available, secure, durable, scalable, and redundant.
Azure Storage includes Azure Blobs (objects), Azure Data Lake Storage GenZ, Azure Files, Azure Queues, and Azure Tables. The cost of
your storage account depends on the usage and the options you choose below. Leamn more

PROJECT DETAILS

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and manage all your
resources

* Subscription RED ~
¥ R eSO T s
esource gf-;.l_.] a((lﬂ'it-'g Ly
Create new

INSTAMCE DETAILS
The default deployment model is Resource Manager, which supports the latest Azure features. You may choose to deploy using the
classic deployment model instead. Choose classic deployment model
* Storage account name @ [ adisvtestaccount |
* | pcation West US N
Performance @ @) Standard () Premium
Account kind @ . StorageV2 (general purpose v2) v
Replication @ Read-access gea-redundant storage (RA-GRS) i

Optionally, you may enable the hierarchical namespace feature for the storage account:



https://docs.microsoft.com/en-us/azure/storage/data-lake-storage/abfs-driver
https://docs.microsoft.com/en-us/azure/storage/data-lake-storage/introduction
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Create storage account

Basics Advanced Tags Review + create

SECURITY

Secure transfer required @ Disabled (@) Enabled

VIRTUAL NETWORKS

Virtual network @ None i

Create new

DATA LAKE STORAGE GEM2 (PREVIEW)

Hierarchical namespace @ @) Disabled Enabled

For more information about the hierarchical namespace feature and for instructions for creating a storage account,
refer to Azure documentation.

Related Information
Quickstart: Create an Azure Data L ake Storage Gen2 Preview storage account (Azure)
Azure Data L ake Storage Gen2 Preview hierarchical namespace (Azure)

Configure accessto ADLS Gen2
When creating a cluster with Cloudbreak, you can configure access from the cluster ato ADLS Gen2.
Prerequisites

1. Inorder to access ADLS Gen2 from clusters, your account must have the following permissions:

"Actions": [
"M crosoft. Storage/ */read",
"M crosoft. Storage/ st orageAccounts/wite",
"M crosoft. Storage/ st orageAccount s/ bl obServices/wite",
"M crosoft. Storage/ st orageAccount s/ bl obServi ces/ cont ai ners/*",
"M crosoft. Storage/ st orageAccounts/|i stkeys/action",
"M crosoft. Storage/ st orageAccount s/ regener at ekey/ acti on",
"M crosoft. Storage/ st orageAccount s/ del et e",
"M crosoft. Storage/l ocati ons/ del et eVirtual Net wor kKOr Subnet s/ acti on",
"M crosoft. Dat aLakeSt ore/ */read"
"Dat aActions": [
"M crosoft. Storage/ st orageAccount s/ bl obServi ces/ cont ai ner s/ bl obs/ *"

1.

Y ou can find more information about these permissions by using the following Azure CLI command:

az provider operation show --nanespace M crosoft. Storage

2. If you are NOT using hierarchical namespace, then you must set up the container that you want to use with your
cluster.
Steps

1. In Cloudbreak web Ul, on the advanced Cloud Storage page of the create a cluster wizard, select Use existing
ABFS storage.
2. Provide the following parameters for your registered application:

e Storage Account Name
e AccessKey

10
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Y ou can obtain the storage account name and the access key from the storage account’ s Settings > Access keys:

abfstest - Access keys

i Ovendew

E Activity log

s Access control AM)

A Diagnase and solve problems

B =l Tk

—— keyz 0

3. Onceyour cluster isin the running state, you will be able to access the ADL S Gen2 storage account from the
cluster nodes.

Related I nformation
Creating a cluster

Test accessto ADLS Gen2

Totest accessto ADLS, SSH to a cluster node, switch to the hdfs user (by using ‘ sudo su hdfs'), and run afew
hadoop fs shell commands against your existing storage account.

ADLS access path syntax is:
abfs://fil e_system@ccount nane. df s. core. wi ndows. net/dir/file

Use abfssinstead of abfsto connect with a secure socket layer connection.
For more information about syntax refer to Azure documentation.

For example, the following Hadoop FileSystem shell commands demonstrate access to “test container” in a storage
account named “ myaccount”:

hadoop fs -nkdir abfs://test-container @yaccount. dfs. core. w ndows. net/
testdir

hadoop fs -put testfile abfs://test-

cont ai ner @ryaccount . df s. core. wi ndows. net/testdir/testfile

FilesystemNotFound error

When hierarchical namespace is enabled, you may experience the java.io.FileNotFoundException with an error
code of 404 mentioning FilesystemNotFound and the error message “ The specified filesystem does not exist”. The
common reason for this error isthat you are trying to access a blob container created through the Azure Portal, but
when hierarchical namespaceis enabled, you must not create containers through Azure Portal.

To solve thisissue, do one of the following:

» Delete the blob container through Azure Portal, wait a few minutes, and then try accessing this container.
e Or useadifferent container that is not created through Azure Portal.

Related Information
URI Syntax (Azure)



https://docs.hortonworks.com/HDPDocuments/Cloudbreak/Cloudbreak-2.9.0/create-cluster-azure/index.html
https://docs.microsoft.com/en-us/azure/storage/data-lake-storage/introduction-abfs-uri#uri-syntax
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Configure ADL S Gen2 storage locations

After configuring accessto ADLS, you can optionally use that ADL S Gen2 storage account as a base storage
location; this storage location is mainly for the Hive Warehouse Directory (used for storing the table data for
managed tables).

Steps

1. When creating a cluster, on the Cloud Storage page in the advanced cluster wizard view, select Use existing
ADLS storage and enter information related to your storage account, as described in the instructions for
configuring accessto ADLS Gen2.

2. Under Storage L ocations, enable Configure Storage L ocations by clicking the

button.
3. Provide your existing directory name under Base Storage Location.

E Note:
Make sure that the container already exists within the account.

4. Under Path for Hive Warehouse Directory property (hive.metastore.warehouse.dir), Cloudbreak automatically
suggests a location within the directory. Y ou may optionally update this path or select Do not configure.

E Note:
This directory structure will be created in your specified container upon the first activity in Hive.

Related Information
Configure accessto ADLS Gen2

Configuring accessto WASB

Windows Azure Storage Blob (WASB) is an object store service available on Azure. WASB is not supported as
default file system, but access to datain WASB is possible via the wash connector.

These steps assume that you are using an HDP version that supports the wasb cloud storage connector (HDP 2.6.1 or
newer).

Prerequisites

If you want to use Windows Azure Storage Blob to store your data, you must have an Azure subscription and a
storage account.

For detailed instructions, refer to Azure documentation.

Related Information
Create a storage account (Azure)

Configure accessto WASB

In order to access data stored in your Azure blob storage account, you must obtain your access key from your storage
account settings, and then provide the storage account name and its corresponding access key when creating a cluster.

Steps

12


https://docs.microsoft.com/en-us/azure/storage/storage-create-storage-account#create-a-storage-account

Configuring cloud data access Configuring access to WASB

1. Obtain your storage account name and storage access key from the Access keys page in your storage account
settings:
Micrasolt # © Searuge aeceuses dherrinsia - Aooeis beys

# % dominka - Access keys

=
T
@ %
L
L]
L phE N -g}
= scoeei. [l 2
L]
L
~ B b

= n
=
* u
w
-

a.
5
-]
a
-
-]

2. In Cloudbreak web Ul, on the advanced Cloud Storage page of the create a cluster wizard:

a. Select Use existing WASB storage.
b. Provide the Storage Account Name and Access Key parameters obtained in the previous step.
3. Onceyour cluster isin the running state, you will be able to access ADL S from the cluster nodes.

Related I nformation
Creating a cluster

Test accessto WASB

To test access to WASB, SSH to a cluster node and run afew hadoop fs shell commands against your existing WASB
account.

To test access, SSH to any cluster node and switch to the hdfs user by using sudo su hdfs.

WASB access path syntax is:
wasbh: // cont ai ner _name@t or age_account _nane. bl ob. core. wi ndows. net/dir/file

For example, to access afile called “testfile” located in adirectory called “testdir”, stored in the container called
“testcontainer” on the account called “hortonworks’, the URL is:

wasb: //t est cont ai ner @or t onwor ks. bl ob. core. wi ndows. net/testdir/testfile
Y ou can also use “wasbhs” prefix to utilize SSL-encrypted HTTPS access:

wasbs: // <cont ai ner _nane>@kst or age_account _nane>. bl ob. core. wi ndows. net/ di r/
file</pre>

The following Hadoop FileSystem shell commands demonstrate access to a storage account named "myaccount” and
a container named "mycontainer”:

hadoop fs -1s wasb:// mycontai ner @vyaccount . bl ob. core. wi ndows. net/

13


https://docs.hortonworks.com/HDPDocuments/Cloudbreak/Cloudbreak-2.9.0/create-cluster-azure/index.html

Configuring cloud data access Configuring access to GCS

hadoop fs -nkdir wasb:// mycont ai ner @vyaccount . bl ob. core. wi ndows. net/testDi r

hadoop fs -put testFile wasb://nycontai ner @yaccount . bl ob. core. wi ndows. net/
testDir/testFile

hadoop fs -cat wasb:// mycontai ner @ryaccount . bl ob. core. wi ndows. net/testDir/
testFile
test file content

For more information about configuring the ADL S connector and working with data stored in ADLS, refer to Cloud
Data Access HDP documentation.

Related I nformation
Cloud data access (HDP)

Configure WASB storage locations

After configuring access to WA SB, you can optionally use that WASB storage account as a base storage location; this
storage location is mainly for the Hive Warehouse Directory (used for storing the table data for managed tables).

1. When creating a cluster, on the Cloud Storage page in the advanced cluster wizard view, select Use existing
WASB storage and enter information related to your WASB account, as described in the instructions for
configuring access to WASB.

2. Under Storage Locations, enable Configure Storage Locations by clicking the

button.
3. Provide your existing container name under Existing Base Storage L ocation.

E Note:
Make sure that the container already exists within your storage account.

4. Under Path for Hive Warehouse Directory property (hive.metastore.warehouse.dir), Cloudbreak automatically
suggests a location within the container. Y ou may optionally update this path or select Do not configure.

B Note:
This directory structure will be created in your specified container upon the first activity in Hive.

Related Information
Configure accessto WASB

Configuring accessto GCS

Google Cloud Storage (GCS) is not supported as default file system, but accessto datain GCS is possible viathe gs
connector. Use these steps to configure access from your cluster to GCS.

These steps assume that you are using an HDP version that supports the gs cloud storage connector (HDP 2.6.5
introduced this feature asa TP).

Related Information
Cloud Storage Documentation (Googl€)

Prerequisites

Access to Google Cloud Storage is via a service account. The service account used for accessto GCS must meet the
minimum requirements.
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Configuring cloud data access

Configuring accessto GCS

The service account that you provide to Cloudbreak for GCS data access must have the following permissions:

The service account must have the project-wide Owner role:

Create service account

Service Account name

test-ch

Service account ID

Role

Select a role -

Selectad

test-ch [@sig-haas.iam.gs

You don't have permission to furmish a new private ke

Project Owner

Furnish a new private key
Downloads a file that coentains the private key. Store the fil
can't be recovered if lost

You don't have permission to modify the domain-wide d

don’t have permission to modify the product name for th
Enable G Suite Domain-wide Delegation

Allows this service account to be authorized 10 access all
domain withgut manual autharization on their part. Learn

iy
BigQuery
Billing
Cloud 1AP
Cloud SOL

Cloud Security Scanner

Editor

Viewer

Browser

Cloud Trace
Coampute Engine
Container Builder
DNS

Dataflow
Dataproc

Datastore

Manage roles

The service account must have the Storage Object Admin role for the bucket that you are planning to use. Y ou can
set thisin the bucket's permissions settings:
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testhwbucket

PERMISSIONS LABELS

To grant access to your bucket, add members and assign Identity and
Access Management (IAM) roles to specify their level of access.
Multiple roles allowed.

You can no longer set ACLs in the console to manage access. To learn
how |AM and ACLs are related, see the documentation.

Add members

domi-test@siq- Selectarole = m

haas.iam.gserviceaccount.co £
m Selectad

Container Builder p
Search members Dataflow ’
Filter by name or role Dataproc 4
|AM b
Storage
Cloud Storage Admin - il
Storage Legac
’ € Storage Object Admin getegacy ’
Storage Object Creator Manage roles
Storay v

Storage Object Viewer
Full co

For more information on service accounts and instructions how to create one, refer to Google documentation.

Related Information
Understanding service accounts (Google)
Creating and managing service accounts (Google)

Configureaccessto GCS

Access to Google Cloud Storage can be configured separately for each cluster by providing the service account email
address.

Steps

On the Cloud Storage page in the advanced cluster wizard view, select Use existing GSC storage.
Under Service Account Email Address provide the email of the service account that you created as a prerequisite.

Once your cluster isin the running state, you should be able to access buckets that the configured storage account
has access to.

IS o

Related Information
Prerequisites
Creating a cluster

Test accessto GCS

Test access to the Google Cloud Storage bucket by running afew commands from any cluster node.

1. SSH to acluster node and switch to the hdfs user by using sudo su hdfs.
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2. Test accessto your GCS bucket by running afew commands. For example, you can use the command listed below
(replace “ mytestbucket” with the name of your bucket):

hadoop fs -1s gs://ny-test-bucket/
For more information about configuring the gs connector for HDP and working with data stored on GCS, refer to

Cloud Data A ccess HDP documentation.

Related I nformation
Cloud data access (HDP)

Configuring GCS storage locations

After configuring access to GCS via service account, you can optionally use a GCS bucket as a base storage location;
this storage location is mainly for the Hive Warehouse Directory (used for storing the table data for managed tables).

Prerequisites

* You must have an existing bucket. For instructions on how to create a bucket on GCS, refer to GCP
documentation.

« The service account that you configured must allow access to the bucket.
Steps

1. When creating a cluster, on the Cloud Storage page in the advanced cluster wizard view, select Use existing GCS
storage and enter information related to your GCS account, as described in the instructions for configuring access
to GCP.

2. Under Storage Locations, enable Configure Storage Locations by clicking the

button.
3. Provide your existing directory name under Base Storage Location.

E Note:
Make sure that the bucket already exists within the account.

4. Under Path for Hive Warehouse Directory property (hive.metastore.warehouse.dir), Cloudbreak automatically
suggests a location within the bucket. Y ou may optionally update this path or select Do not configure.

Note:
E This directory structure will be created in your specified bucket upon the first activity in Hive.

Related Information
Configure accessto GCS
Creating buckets (Google)
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