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Installing HCP Using Ambari

Installing Hortonworks Cybersecurity Platform (HCP) using Apache Ambari uses both the graphic user interface of
Ambari and the Metron user interface. Both of these tools promote a faster installation that preinstalls much of the
configuration you need.

Prerequisitesfor an Existing Cluster

You can install HCP on an Ambari-managed cluster running HDP 2.5.x or 2.6.x and Ambari 2.4.2 (or later).
However, the cluster must meet requirements for both the Hadoop cluster and the Metron nodes.

Specifications for Hadoop Cluster
All Hadoop-related nodes running HCP must meet operating system, HDP, and cluster requirements.

All Hadoop-related nodes must meet the following specifications:

e All cluster nodes must be running CentOS 6.x, CentOS 7.x, or Ubuntu 14.04
* Thecluster must be running HDP 2.5.x or HDP 2.6.x managed by Ambari 2.4.2 (or later)
e The cluster must have a minimum of the following nodes:

e Two Hadoop master nodes

» Four Hadoop slaves nodes

*  One node for Ambari
» Each of the Hadoop Slave and Master nodes must meet the minimum specifications.
« Thefollowing services must be installed across the Hadoop Master and Slave nodes:

« HDFS

e HBase

e ZooKeeper
« Kafka

e Storm

* YARN

e Spark 2.3.0 or later

To determine the supported version for each service, refer to Ambari, and choose Admin > Stacks and Versions.

» Each of the following components must be installed on at least one node. The YARN ATS must installed on the
master node. All other servicesin the list should be installed on multiple nodes.

Note:
For security reasons, no other workloads should be running on the cluster.

Ambari Component
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Components + Add
& App Timedine Server / YARN Started -
© Kafka Broker / Kafka Started -
& DataMode / HDFS Started -
& RegionServer / HBase Started -
& MNodeManager / YARN Started -
& Supervisor / Storm Started x

Clients / HBase Client, HDFS Client, Installed -

MapReduce? Client, Spark
Client, YARN Client,
ZooKeaper Client

Specificationsfor Metron Nodes

All Metron nodes must meet specifications for the number of nodes dedicated for Metron-specific components and
the ability to access the nodes.

The Metron nodes must meet the following specifications:

e Atleast three nodes must be dedicated for Metron-specific components.
* You must have root access on all Metron nodes.

The following figure illustrates a sample deployment architecture based on the previous specifications:
Sample Deployment Architecture

Set up the REST Application Database
Prior to installing HCP, you must set up the REST application database.
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Procedure

1. Connect to MySQL and create a Metron REST database:
mysql -uroot -p -e "CREATE DATABASE IF NOT EXISTS metronrest;"
2. Create aMetron user in MySQL with a password, then apply database access permission to the Metron user:

CREATE USER ' netron' @ $REST_HOST' | DENTI FI ED BY ' Myp@sword' ;
GRANT ALL PRI VI LECES ON netronrest.* TO 'netron' @ $REST_HOST' ;

3. Create user and authorities tables:

use netronrest;
create table if not exists users(
user nane varchar (50) not null primary key,
password var char (50) not null
enabl ed bool ean not nul
)
create table authorities (
user name varchar (50) not null,
aut hority varchar(50) not null
constraint fk authorities users foreign key(usernane) references
user s(user nane)
)

create uni que index ix_auth_username on authorities (usernane, authority);

4. Add one or more usersto the REST application:

use netronrest;

insert into users (usernane, password, enabl ed) val ues ('your_usernane',
"your _password', 1);

insert into authorities (usernane, authority) values ('your_usernane',
' ROLE_USER ) ;

5. Exit MySQL.:
qui t
6. Install the appropriate MySQL client library for your version of MySQL. For example:

cd $METRON _HOMVE/ | i b

wget https://dev. nmysqgl . con get/ Downl oads/ Connect or - J/ nysql - connect or -
java-5. 1.41.tar.gz

tar xf mysql-connector-java-5.1.41.tar.gz

7. To add additional users:

use netronrest;

insert into users (usernane, password, enabl ed) val ues ('your_usernane',
"your _password', 1);

insert into authorities (usernane, authority) values ('your_usernane',
' ROLE_USER ) ;

commi t;

Install HCP on an Ambari Cluster

Prior to installing the HCP Ambari management pack, you must meet HCP's requirements for the cluster, Metron
node, and Ambari server.
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Before you begin
Prior to installing the HCP Ambari management pack, you must complete the following:

Procedure

« Meet dl of the cluster specifications listed in Specifications for Hadoop Cluster.

» Meet al of the metron node specifications listed in Specifications for Metron Nodes.
* Download and install Ambari.

e Set up the Ambari server.

Install HCP Ambari Management Pack

An HCP Ambari management pack bundles service definitions, stack definitions, and stack add-on service definitions
so they do not need to be included with the Ambari core functionality and can be updated in between major releases.
Y ou can use the HCP management pack to install Metron, plus the parser topologies, indexing topologies, and
enrichment topologies.

About thistask
Y ou can find the management pack repositories for each of the operating systems supported by HCP in the HCP
Release Notes. The following is an example of installing the HCP Ambari management pack on CentosOS 7.

Procedure
1. Download the HCP management pack tar file from the HCP repo location:

wget -nv http://public-repo-1.hortonworks. com HCP/ cent os7/ 1. x/
updates/ 1.7.0.0/tars/ metron/ hcp-anbari - npack-1.7.0.0-38.tar.gz

Y ou can find the management pack repositories for each of the operating systems supported by HCP at HCP
Repositories.

Note: When installing Elasticsearch with the HCP management pack on Ubuntu, you must
manually install the Elasticsearch repositories. Y ou also do not need to download and install the
€l asticsearch_mpack.

2. If you are using Elasticsearch, download the Elasticsearch management pack tar file from the HCP repo location:

wget -nv http://public-repo-1.hortonworks. com HCP/ cent os7/ 1. x/
updates/1.7.0.0/tars/ metron/ el asti csearch_npack-1.7.0.0-38.tar. gz

3. Install the HCP management packs onto the Ambari server:
Install the elasticsearch_mpack only if you are using Elasticsearch.

anbari-server install-npack --npack=/${ MPACK_DOMLOAD_DI RECTCRY}/ hcp-

anbari - npack-1.7.0.0-38.tar.gz --verbose anbari-server install-npack --

nmpack=/ ${ MPACK_DOWNLOAD DI RECTCRY}/ el asti csearch_npack-1.7.0.0-38.tar. gz
--verbose

Y ou should see a message saying that the management pack completed successfully.

Install Solr
If you are using Apache Salr, install it using the Ambari HDP Search management pack.

Procedure
1. From Ambari, stop the following:

* Metron
* Kibana
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2.

» Elasticsearch
Install the Ambari HDP Search Management pack.

For instructions on downloading and using the Ambari HDP Search management pack, see Apache Solr Search
Installation.

The Meta Alerts Ul feature with Solr is technical preview in this release. We do not yet recommend this for
production use, but please let us know about any bugs you might find. We appreciate your feedback.

Important: Ensure the Javathreat stack size parameter is set to greater than 320kb. The default setting
for SOLR_JAVA_STACK_SIZE isnot sufficient to start the Solr service.

Ambari automatically creates collections for the following:

e bro

e snort

o yaf

e metaalert

o error

If you want to create a collection for a schema not supplied by HCP, perform the following steps:
a) Set Solr environmental variablesin ZooK eeper.

# Path to the zookeeper node used by Solr

export ZOOKEEPER=nodel: 2181/ sol r

# Define SOLR_HOVE

export SCLR HOVE=/opt/ | uci dwor ks- hdpsear ch/ sol r/
# Set to true if Kerberos is enabled

export SECURI TY_ENABLED=t r ue

b) Create acollection.

For example:

su $SOLR USER -c¢ "$SOLR HOVE/ bin/solr create -c bro -d $METRON HOVE/
confi g/ schema/ bro/"

¢) Pull al configurations from ZooK eeper to the Metron config directory:

$METRON_HOVE/ bi n/ zk_| oad_configs.sh -m PULL -z $ZOOKEEPER - o
$METRON_HOVE/ confi g/ zookeeper -f

Add "source.typefield" : "source.type" and threat.triage.score.field" : "threat.triage.score" to the global .json file
located at$M ETRON_HOM E/config/zookeeper/global .json:

$METRON_HOVE/ bi n/ zk_| oad_configs. sh -m PUSH -z $ZOOKEEPER -i $METRON_HOVE/
confi g/ zookeeper

The global.json file should look similar to:

{
"es.clusternanme" : "netron",
"es.ip" : "blah:9300",
"es.date.format" : "yyyy. WM dd. HH",
"parser.error.topic” : "indexing",
"updat e. hbase. tabl e" : "metron_update",
"updat e. hbase. cf" : "t",
"es.client.settings" : {

“client.transport.ping_tineout" : "500s"

}!
"profiler.client.period.duration” : "15",
"profiler.client.period.duration.units" : "M NUTES",
"source.type.field" : "source.type",
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"threat.triage.score.field" : "threat:triage: score",
"user.settings. hbase.table" : "user_settings",

"user.settings. hbase.cf" : "cf",

"geo. hdfs.file" : "/apps/netron/geo/defaul t/ GeolLite2-City. mdb. gz"

}
5. Push the configuration to ZooK eeper:

$METRON_HOME/ bi n/ zk_| oad_confi gs. sh -m PUSH -z $ZOOKEEPER - i
confi g/ zookeeper

Restart Metron.

Start Solr.

From Ambari, select M etron in the components panel.

Click the Configstab, then click the I ndexing tab.

10. Choose Solr in the Index Writer - Random Access pull down menu.

© © N

Index Updates

Indexing Update Table

metron_update

Indexing Update Column Family

t

Index Writer - Random Access

Random Access Search Engine
Solr A
Elasticsearch

Solr
mn Access

Enrichment Ackers for Random Access

1

Indexing childopts

11. Click Save.
12. From Ambari, stop and restart the Metron Alerts user interface.
13. From Ambari, stop and restart Metron REST.

What to do next
Y ou can access Solr by choosing Solr Ul from the Quick Links pull down menu in Ambari.

Start the Ambari Server

$METRON_HOVE/

After you install the HCP Ambari management pack, you need to start or restart the Ambari server, depending on

whether your are installing HCP on anew or existing cluster.
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Procedure

1. To start the Ambari server, enter the following:
ambari-server start

2. Torestart the Ambari server, enter the following:
ambari-server restart

Install, Configure, and Deploy a HDP Cluster with HCP

Y ou can use the Ambari Install wizard running in your browser to install, configure, and deploy your cluster.

About thistask
To keep your changes to the indices writer, you must stop or restart the indexing topology only through Ambari. If
you start or stop the indices writer through REST, the writer resets its settings to the Elasticsearch default settings.

Procedure

1. Open Ambari Web using aweb browser.

a) Point your browser to http://<your.ambari.server>:8080, where <your.ambari.server> is the name of your
ambari server host.

For example, a default Ambari server host islocated at http://c6401.ambari.apache.org:8080.
b) Logintothe Ambari Server using the default user name/password: admin/admin.
Y ou can change these credential s | ater.

For anew cluster, the Ambari install wizard displays a Welcome page from which you launch the Ambari
Install wizard.

2. For an existing cluster, select Choose Services from the Actions/Add Service Wizard menu and skip to Step 7.
3. From the Ambari Welcome page, choose Launch Install Wizard.
4. In Nameyour cluster, type a name for the cluster you want to create, and then choose Next.
Avoid white spaces or special charactersin the name.
5. Select the HDP stack you want to run.
6. Enter the set up information for which the install wizard prompts you.

Y ou need to supply the fully qualified domain name (FQDN) of each of your hosts. The wizard also needs
to access the private key file you created in Set Up Password-less SSH. Using the host names and key file
information, the wizard can locate, access, and interact securely with al hostsin the cluster.

a) Usethe Target Hoststext box to enter your list of host names, one per line.

Y ou can use ranges inside brackets to indicate larger sets of hosts. For example, for host01.domain through
host10.domain use host[01-10].domain

Note: If you are deploying on EC2, use the internal Private DNS host names.

b) If youwant to let Ambari automatically install the Ambari Agent on all your hosts using SSH, select Provide
your SSH Private Key and either use the Choose File button in the Host Registration I nfor mation section
to find the private key file that matches the public key you installed earlier on all your hosts or cut and paste
the key into the text box manually.

Note: If you are using Internet Explorer 9, the Choose File button might not appear. Use the text box
to cut and paste your private key manually. Fill in the user name for the SSH key you have selected.
If you do not want to use root , you must provide the user name for an account that can execute sudo
without entering a password.

¢) Click Register and Confirm to continue.
Ambari displays the Choose Services dialog box that lists the services that Ambari can install into the cluster.
7. Choosethe servicesto install onto the cluster, and then click Next.
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Choose Services

Chooan wihich servioes you wan bo irsiall on your cusier

Serace

HDFS
¢ WAAM & MapRaduce?

Taz

Hiva

¢ Hbaas

Fig

Saoop

COare

¢ FOOKsSper

Falcon

Fllurmsg

Acslmuly

Wersion

273

o

Q7.0

.. 1000

1.1.2

HCP requires the following services:

« HDFS

* HBase

e ZooKeeper
e Storm

» Kafka

 Ambari Metric Service

* Metron

Descrplion

Apache Hacoap Disiribuled Fie Sysiem
apachn Hacoop NexiGen MapRaduce [YARN)

Tz is the fexl generation Hadoop Cuary Probessing Tramework wrilen an top of
AR,

Cnta wamhouss synbam for ad-hoo qusfies & anafmis of lapa dalasris ena indilo &
REOFIQN MAnNGJITHHA BrVion

A Mon-malalicnnl datnbbed datnbasse, Mol Phobni, & hgh pefarmance 501 layer
o ke (Anrcy applcations

Seripling platiomm for aralyzing large datasels

Toal Tar ranafeming ulk oaln Detwaen Apwchs Hdloop ardd straotunsd daka slanes
ALh 8 et anal datnbanna

Systam Tor warkfiow coordinaton and axecution of Apachs MHaooop oba. This also
IrsCiLniEs Th INSLEBALON OF th opbonal Oare Weh Consolé which ralied of and will
intall 1ha EXLITS Library,

Ceriralirsd servios whach provicdes highly relable detributed coordnation
Daks managemant And processing plationm
Apache Hadoop Sirsam processing iramework

A ciatributed seevics lor colecting, Aggregating, and maying e amounts af
atrasmirg data inko HOFS

Focbust, scalanie, high performancs disinbuted keydvalue stone.

« Elasticsearch (Can be installed either manually or by Ambari. Hortonworks recommends installing

Elasticsearch by Ambari.)

» Kibana (Can beinstalled either manually or by Ambari. Hortonworks recommends installing Kibana by

Ambari.)
*  Zeppelin Notebook
*  Spark
e Hive
e Tez
* Yarn

10
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Ambari displays the Assign M aster s window.
8. Usethe Assign Master s window to assign the Master components to the appropriate hosts in your cluster.

Assign Masters

Assign master comparants o hosts you want 1o run thaem on
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If Ambari detects any errorsin your master component assignments, it will indicate the error in red.

a) To change the host assignment for a service, select a host name from the drop-down menu for that service.
b) Toremove aZooK eeper instance, click the green minusicon next to the host address you want to remove.
¢) When you are satisfied with the assignments, click Next.

Ambar displays the Assign Slaves and Clients window.
9. Usethe Assign Slaves and Clients window to assign cluster nodes (DataNodes, NodeM anagers, and

RegionServers) to run with worker processes such as Elasticsearch.

a) Useal or noneto select all of the hosts in the column or none of the hosts, respectively.

If ahost has an asterisk next to it, that host is aso running one or more master components. Hover your mouse
over the asterisk to see which master components are on that host.

b) Select aminimum of one Elasticsearch data node. The data node cannot be on same host as the master.
¢) Fine-tuneyour selections by using the check boxes next to specific hosts.
d) Check the Client checkbox for any components that have the Supervisor checkbox checked.

11
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Add Service Wizard
Assign Slaves and Clients
) | | e ol | mars | = Fo
. i g 1= w [ .
..... " as g i [ " I
s, 1 1] - 7 r\.- - By " F '] - 1)
Laiwa, e digmd - Shpe E i
b Lt o F - 1o Lo il i I L)
. | M |

€) When you are satisfied with your assignments, click Next.
10. Use the Customize Services window to configure or customize cluster service property settings.

Customize Services

Win harn COme up with mecommandad conligumntions for e senvices you Sslecied, Lusicmize em as you See IR
YARM MapReduce? HBass IZooKesper Swem  Hafa  Zeppelin Motebook Elasticsearch Kibana i)
Matron L)  Misc
Group  Defaul (8) - Wanapa Confg Goups =
- i
i Tl 1
«— Bk

a) Browse through each service tab.
Any tab that requiresinput displays ared badge with the number of properties that need attention. Select each
service tab that displays a red badge number and enter the appropriate information.

By hovering your cursor over each of the properties, you can see a brief description of what the property does.
The number of service tabs shown depends on the services you decided to install in your cluster.

Thefollowing isalist of service tabs for which you need to provide information:

12
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Kibana

Metron

REST tab

JDBC URL
JDBC Driver

kibana es url

Set to the fully-qualified url for the Elasticsearch
master: http://es-master-host:9200.

The Metron tab contains a few tabs that contain
information that is critical to HCP set up.

e Index Settings

Index Settings  Parsers  Ervichment Indexing  FEST () Management Ul  Advanced

tab
* FElasticsearch Hosts

¢ A comma separated list of Elasticsearch data
nodes that you identified in Step 10.

gs Pasers Enichment Indexing REST @) Management L

Metron REST port
Use 8082.

jdbc:mysql://mysgl _host:3306/metronrest

com.mysgl.jdbc.Driver

Y ou can choose between the following databases for
the REST configuration.

«  PostgreSQL

13
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JDBC Username

JDBC Password
Metron JDBC client path

Advanced Tab (Metron)

Misc tab

+ MySQL
e H2
*« Oracle

Metron REST user name

Metron REST password

<MY SQL_JAVA_CONNECTOR_PATH>/mysql-
connector-java-5.1.41-bin.jar

Most of the fieldsin the Advanced tab are auto
populated and should not be modified.

The service account users and groups are available
under the Misc tab. These are the operating system
accounts the service components will run as. If

these users do not exist on your hosts, Ambari will
automatically create the users and groups locally on
the hosts. If these users already exist, Ambari will use
those accounts.

Depending on how your environment is configured,
you might not allow groupmod or usermod
operations. If thisisthe case, you must be sure all
users and groups are aready created and be sureto
select the Skip group modifications option on the
Misc tab. Thistells Ambari to not modify group
membership for the service users.

11. OPTIONAL.: Configure the PCAP topology by setting your PCAP propertiesin the PCAP tab.

Index Settings  Parsers Enrchment Indexing

Workaers for PCAP Topology

PCAP Topology childopts

PCAP Input Toplc

peap

HOFS Sync Eves

-}

HOFS Replication Factor

PCAP Topalogy Offset

Profiler REST Management Ul Alerts UI PCAP Advanced

12. Check the assignments displayed by Ambari to ensure that everything is correct, and then click Deploy.

14

MNumber of Packets to keep

Number of Packets



HCP Ambari Installation Installing HCP Using Ambari

Add Service Wizard

Install, Start and Test

Woriiage

1

j =

13. If you need to make changes, use the left navigation bar to return to the appropriate screen.

The progress of theinstall displays on the screen. Ambari installs, starts, and runs asimple test on each
component. Overall status of the process displaysin aprogress bar at the top of the screen and host-by-host status

displaysin the main section. Do not refresh your browser during this process. Refreshing the browser might
interrupt the progress indicators.

14. (Optional) To see specific information on what tasks have been completed per host, click the link in the M essage
column for the appropriate host. In the Tasks pop-up, click the individual task to see the related log files. You
can select filter conditions by using the Show drop-down list. To see alarger version of the log contents, click the
Open icon or, to copy the contents to the clipboard, use the Copy icon.

15. When Successfully installed and started the services appears, click Next.

Import Apache Zeppelin Notebook Using Ambari

If you would like to install Apache Zeppelin, complete the following steps after you have successfully installed HCP.
Y ou can use the Apache Zeppelin dashboard to view and analyze telemetry data provided by HCP.

Procedure

1. Loginto Ambari at http://$AMBARI_HOST:8080.

2. In Ambari, click M etron>Service Actions>Zeppelin Notebook Import.
Ambari imports the Zeppelin Notebook.

3. Loginto Zeppelin at http://$ZEPPELIN_HOST:9995.

4. Search for the notebook named Metron - YAF Telemetry.

Streaming Data into HCP

To prepare for HCP to ingest data source data into HCP, you must stream each raw event stream from the telemetry
data source into its own individual Kafkatopic. This applies to the telemetry data sources for which HCP includes
parsers (for example, Bro, Snort, and Y AF). Even though HCP includes parsers for these data sources, HCP does not
install these data sources or ingest the raw data. Thisis something that you must do.

Depending on the type of datayou are streaming into HCP, you can use one of the following methods:

15
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NiFi This type of streaming method works for most types of

data sources.
Note:

Ensure that the NiFi web application is using
port 8089.

Performant network ingestion probes This type of streaming method isideal for streaming high
volume packet data.

Real-time and batch threat intelligence feed loaders  Thjs type of streaming method is used for real-time and
batch threat intelligence feed loadNiFiers.

Verify That HCP Deployed Successfully for Ambari I nstall

After you install Hortonwork Cybersecurity Platform, you need to verify that your services are displayed in Ambari
and that you can access the Metron Dashboard.

Procedure

1. Verify that the topologies bundled with HCP are deployed.
From Ambari, navigate to Storm > Quick Links> Storm UI.
Y ou should see the following topologies listed:

e Snort
* pcap
*  YAF (Yet Another Flowmeter)
» Bro Network Security Monitor
e Indexing topology
2. Check that the enrichment topology has emitted some data.
This could take afew minutes to show up in the Storm Ul. The Storm enrichment topology Ul should look
something like the following:

Storm Ul with Enrichment Details
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Storm Ul
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3. Ensurethat the Metron dashboard is available and receiving data by displaying the dashboard at
$METRON_UI_HOST:5000.

Check to ensure that the indexing is done correctly and the datais visualized.
4. Check to ensure that some datais written into HDFS at /apps/metron for at |east one of the data sources.

What to do next
Customize HCP to meet your own needs.

Open the M etron Dashboard

After you install and configure HCP, you can load and launch the Metron dashboard. The Metron dashboard enables
you to identify, investigate, and analyze cybersecurity data.

Procedure

1. Ensurethat you have selected Metron in the left navigation panel in Ambari.
2. From the Service Action menu, select Kibana Dashboard I nstall.
3. After the dashboard installs, click Kibana in the left navigation panel.
4. From the Quick Links pull-down menu, select Metron Ul.
The Metron dashboard should display in a separate browser tab.
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What to do next

If you have aready installed the Metron dashboard, rel oading the dashboard will not overwrite your customizationsto
the dashboard. If you want to overwrite your customizations to the dashboard, you must delete the .kibana index from
Elasticsearch and reload the Metron dashboard again from Ambari.

Opening the Management User Interface

Y ou can use the HCP Management user interface to add and configure telemetry parsers to Hortonworks
Cybsersecurity Platform (HCP). Y ou can launch the Ul either from Ambari or from a broswer.

Procedure

1. From the Ambari Dashboard navigation panel, click Metron.
2. Verify that the Summary tab is selected.
3. From the Quick Links menu, select Management Ul .
The Metron Management Ul tool displaysin a separate browser tab.
Alternatively, you can launch the module from SMETRON_MANAGEMENT_UI_HOST:4200 in a browser.

Opening the Alerts User Interface

Y ou can use the Alerts user interface to display, filter, and sort events and their associated fields. Y ou can also use the
Ul to escalate, add comments to, and group events.

Procedure

1. From the Ambari Dashboard navigation panel, click M etron.
2. Verify that the Summary tab is selected.
3. From the Quick Links menu, select Alerts Ul.

The Alerts Ul tool displaysin a separate browser tab.

Optimization Guidelines

In any Storm-based platform, there are many parameters that control the system’ s performance. The values of these
parameters vary greatly with differencesin cluster size and data velocity. Y ou will need to ensure that you have a
properly tuned index is key to overall system performance. See the Storm user guide for detailed discussion.

e num.workers

e num.ackers

e max.spout.pending

 topology.worker.childopts — increase heap size (-XMXNNNNmM —-XmsNNNNm)
» topology.workers
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