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Building an End-to-End Stream Application

A good way to get started using Hortonworks DataFlow (HDF) and all of its services like NiFi, Streams Messaging
Manager, Streaming Analytics Manager, Schema Registry, etc isto imagine area life use case, and to learn about the
common HDF stream processing tasks and concepts through this use case. This guide sets up afictional use case, and
walks you through the deployment and common tasks you would perform while engaging in many of HDF's stream
processing use cases.

Use this guide as atutorial to get you started with NiFi, SMM, SAM and Schema Registry and Spark Streaming. All
the resources required to compl ete the tasks are provided in line.

Under standing the Use Case

To build acomplex streaming analytics application from scratch, we will work with afictional use case. A trucking
company has alarge fleet of trucks, and wants to perform real -time analytics on the sensor data from the trucks, and
to monitor them in real time. Their analytics application has the following requirements:

Procedure

1. Outfit each truck with two sensors that emit event data such as timestamp, driver ID, truck D, route, geographic
location, and event type.

» The geo event sensor emits geographic information (latitude and longitude coordinates) and events such as
excessive braking or speeding.
»  The speed sensor emits the speed of the vehicle.

2. Stream the sensor eventsto an loT gateway. The data producing app (e.g: atruck) will send CSV events from each
sensor to one of three gateway topics ( gateway-west-raw-sensors, gateway-east-raw-sensors or gateway-central-
raw-sensors). Each event will pass the schema name for the event as a Kafka event header.

3. Use NiFi to consume the events from the Kafka topic, and then route, transform, enrich, and deliver the data from
the gateways to two syndication topics (e.g: syndicate-geo-event-avro, syndicate-speed-event-avro, syndicate-geo-
event-json, syndicate-speed-event-json ) that various downstream analytics applications can subscribe to.

4. Connect to the two streams of data to perform analytics on the stream.

5. Join the two sensor streams using attributes in real-time. For example, join the geo-location stream of atruck with
the speed stream of adriver.

6. Filter the stream on only events that are infractions or violations.

7. All infraction events need to be available for descriptive analytics (dash-boarding, visualizations, or similar) by a
business analyst. The analyst needs the ability to perform analysis on the streaming data.

8. Detect complex patternsin real-time. For example, over a three-minute period, detect if the average speed of a
driver is more than 80 miles per hour on routes known to be dangerous.

9. When each of the preceding rules fires, create alerts, and make them instantly accessible.

10. Execute alogistical regression Spark ML model on the eventsin the stream to predict if adriver is going to
commit aviolation. If violation is predicted, then generate an alert.

11. Monitor and manage the entire application using Streams Messaging Manager and Stream Operations.

What to do next

The following sections walk you through how to implement all ten requirements. Requirements 1-3 are performed
using NiFi and Schema Registry. Requirements 4 through 10 are implemented using the new Streaming Analytics
Manager.
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Reference Ar chitecture

This reference architecture diagram gives you a general idea of how to build an HDF cluster for your trucking use
case. Review this suggested architecture before you begin deployment.
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Deploying Your Cluster

Now that you have reviewed the reference architecture and planned the deployment of your trucking application,
you can begin installing HDF according to your use case specifications. To fully build the trucking application as
described in this Getting Started with Stream Analytics document, use the following steps.

Procedure

1. Install Ambari 2.7.0.
2. Install HDP 3.0.0.
3. Install the HDF 3.2.0 Management Pack onto the HDP cluster.

What to do next
Y ou can find more information about your HDF and HDP cluster deployment options in Planning Your Deployment.

Y ou can find more information about which versions of HDP and Ambari you should use with your version of HDF
in the HDF Support Matrices.

Registering Schemasin Schema Registry

The trucking application streams CSV events from the truck sensorsto alOT gateway powered by a set of Kafka
gateway topics. NiFi consumes the events from these topics, and then routes, enriches, and delivers them to a set of
syndication Kafka topics.

To do this, you must perform the following tasks:

« Create the Kafka gateway and syndication topics
* Register aset of Schemas in Schema Registry

Createthe Kafka Topics
Kafkatopics are categories or feed names to which records are published.

Procedure

1. Log into the node where Kafka broker is running.

2. Download script createK afkaT opics.sh from here: https://raw.githubusercontent.com/georgevetti caden/sam-
trucking-data-util g/hdf-3-2/src/main/resources/scripts/smm/createK af kaT opics.sh

3. Execute the script by passing as arg ZK:Port
For example:

. | creat eKaf kaTopi cs. sh ZK_HOST: 2181

Register Schemasfor the Kafka Topics

Register schemas for the IOT gateway and syndication Kafka topics .Registering the Kafka topic schemais beneficial
in several ways. Schema Registry provides a centralized schema location, allowing you to stream records into topics
without having to attach the schemato each record.

Procedure

1. Log into the node where you have access to the Schema Registry Server.
2. Download the Data-L oader and unzip the contents.
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3. Navigate to the Data-L oader directory:

cd Dat a- Loader

4. Executethefollowing:

java -cp \

stream sinul ator-jar-w t h-dependenci es. jar \

hort onwor ks. hdf . sam r ef app. t rucki ng. si nul at or. schemar egi stry. TruckSchenaRegi strylLoade
\

$SCHEMA _REG STRY_ENDPO NT_URL

E. g: SCHEMA REG STRY_ENDPO NT_URL = http://SR HOST:: 7788/ api /vl

Setting up an Enrichment Store, Creating an HBase Table, and Creating an HDFS
Directory

To prepare to perform predictive analytics on streams, you need some HBase and Phoenix tables. This section gives
you instructions on setting up the HBase and Phoenix tables timesheet and drivers, loading them with reference data,
and downloading the custom UDFs and processors to perform the enrichment and normalization.

Install HBase/Phoenix and download the sam-extensions

1
2.
3.
4,

If HBase is not installed, install/add an HBase service.

Ensure that Phoenix is enabled on the HBase Cluster.

Download the Sam-Custom-Extensions.zip and save it to your local machine.
Unzip the contents. Name the unzipped folder $SAM_EXTENSIONS.

Steps for Creating Phoenix Tables and Loading Reference Data

1

2.

Copy the $SAM_EXTENSIONS/custom-processor/scripts.tar.gz to a node where HBase/Phoenix client is
installed.

On that node, untar the scripts.tar.gz. Name the directory $SCRIPTS.

tar -zxvf scripts.tar.gz

Navigate to the directory where the phoenix script is located which will create the phoenix tables for enrichment
and load it with reference data.

cd $SCRI PTS/ phoeni x

Open the file phoenix_create.sh and replace <ZK_HOST> with the FQDN of your ZooK eeper host.
Make the phoenix_create.sh script executable and execute it. Make sure you add the script to JAVA_HOME.

./ phoeni x_create. sh

Steps for Verifying Data has Populated Phoenix Tables

1

2.

3.

Start up the sglline Phoenix client.

cd /usr/ hdp/current/phoeni x-client/bin
./sqglline.py $ZK _HOST: 2181:/ hbase- unsecure

List all the tablesin Phoenix.

I'tabl es

Query the drivers and timesheet tables.

select * fromdrivers;
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select * fromtinesheet;

Steps for Starting HBase and Creating an HBase Table

1. Thiscan be easily done by adding the HDP HBase Service using Ambari.

2. Create anew HBase table by logging into an node where Hbase client isinstalled then execute the following
commands:

cd /usr/hdp/current/hbase-client/bin
/ hbase shel |
create 'violation_events', {NAME=> 'events', VERSIONS => 3}

Steps for Creating an HDFS Directory

Create the following directory in HDFS and give it accessto all users.
1. Loginto anodewhere HDFS client isinstalled.

2. Execute the following commands:

su hdfs
hadoop fs -nkdir /apps/trucking-app
hadoop fs -chnod 777 /apps/trucki ng-app

Creating a Dataflow Application

Data Producer Application Generates Events
Thefollowing is asample of araw truck event stream generated by the sensors.

Geo Sensor Stream

eventSource .
eventTime T driverld routeld

I | | I
2018-01-22 15:00:58.493 | 1516654858493 | truck_geo_event |40| 23 | G Vetticaden | 1090292248 | Pearia to Ceder

! ! J

) truckid .
eventTimelong driverName ro

Speed Sensor Stream
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eventTime eventSource  driverld routeld

A 4 i\ i)
I I |

2018-01-22 15:00:58.673 | 1516654858673 | truck_speed_event|40| 23 | G Vetticaden| 1090292248 | Peoria to

* v
eventTimelong truckld driverName

The date producing application or data simulator publishes CSV events with schema name in the Kafka event header
(leveraging the Kafka Header feature in Kafka 1.0). The following diagram illustrates this:

Truck Geo
Sensor

Kafka Even
Centralized Schema
Repository
Truck X on the \w#J REGISTRY Kafka Topic

East Coast

(gateway-east-raw-

Send CSV Events with sensors)

Schema metadata from SR
stored in Kafka Header

header with key sch
that has metadata inf
the schema in H

Truck Speed
Sensor Data AcqL
filtering, ¢
delivery f
stream

Use NiFi's Kafka 1.X ConsumeK afkaRecord and PublishK afkaRecord processors using record-based processing to
do the following:

1. Grab the schema name from Kafka Header and store in flow attribute called schema.name
Use the schema name to ook up the Schemain HWX SR

Use the schema from HWX SR to convert to ProcessRecords

Route events by event source (speed or geo) using SQL

Filter, Enrich, Transform

arwn
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6. Deliver the datato downstream syndication topics
The below diagram illustrates the entire flow and the subsequent sections walks through how to setup this data flow.

—————————————————————————————————————————————————
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; A
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US West Fleet i out 1 716 (86,63 K8, :
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! Fro
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L] L] 7 o o o : jicat
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hod Stroams i syndicate-
! speed-event-
json
Kaika Topic Publish Enriched Streams Kafka Syndication Ser.
DLOLOL DU | Kafka Topic
1
gateway-west- syndicate-
raw-sensors w
Jjson

NiFi: Create a Dataflow Application

To make things easier to setup, import the NiFi Template for this flow by downloading it to this Github location.
After importing, select IOT Trucking Fleet - Data Flow process group. The following instructions are with respect to
that flow.

NiFi Controller Services

Procedure

1. Click on Flow Configuration Settings icon, select Controller Services tab, and select Hortonworks Schema
Registry Controller Service.

2. Click on Flow Configuration Settings icon and select Controller Services tab.
You will seethe HWX Schema Registry controller service. Edit the properties to configure the Schema Registry
URL based on your environment. Y ou can find this value in the Streaming Analytics Manager Servicein

Ambari for the configuration property called registry.url. An example of what the URL looks similar to http://
$REGISTRY_SERVER:7788/api/v1.

3. Edit the properties to configure the Schema Registry URL based on your environment.
Y ou can find this value in the Streaming Analytics Manager Servicein Ambari for the configuration property
called registry.url. The URL should look similar to the following: http://$REGISTRY _SERVER:7788/api/v1.

4. Enablethe HWX Schema Registry and the other controller services. Y ou should have 5 controller services
enabled like the following.

10
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Name Type
= HWX Schema Registry HortonworksSchema..
=] Enrich- ReverseGeoCodelookupService ScriptedLookupServic...
&= CSV Writer - HWX SR Registry CSVRecordSetWriter 1...
= CSV Reader - HWX SR Reqgistry C5VReader 1.5.0.3.1.0..
= Avra Writer - HWX SR Registry - HWX Content Enc...  AvroRecordSetWriter ...

NiFi Ingeststhe Raw Sensor Events

Inthe IOT Trucking Fleet - Data Flow process group, go into the "Acquire Events from Kafka |OT Gateways'
process group. The first step in the NiFi flow isto ingest the csv events from the three |OT gateway topics. We will
use the new Kafka 1.0 ConsumerK afkaRecord processor for this.

Use ConsumeKafkaRecord do the following

org
org
org
org

org

1. Grab the schema name from Kafka Header and store in Attribute called scher

2. Use the schema name to look up the Schema in HWX SR
3. Use the schema from HWX SR to convert to ProcessRecords
4. Route events by event source (speed or geo) using SQL

~| p USWestTruck Fleet - Kafka Gateway ~ | » US Central Truck Fleet - Kafka Gatew...
~/ - ConsumeKafkaRecord_1_01.7.0.3.2.0.0-485 -~ ConsumekKafkaRecord_1_01.7.0.3.2.0.0-485
org.apache.nifi - nifi-kafka-1-0-nar org.apache.nifi - nifi-kafka-1-0-nar
In 0 (0 bytes) 5 min In 0 (0 bytes) 5 min
Read/Write 0 bytes/40.35 KB 5 min Read/Write 0 bytes/27.82 KB 5min
Out 326 (40.35KB) 5 min Out 230 (27.82 KB) 5min
Tasks/Time 1,052 /00:00:12.521 5 min Tasks/Time 1,000 /00:00:11.451 5 min

N 7

Name success success Name success
Queued 0 (0 bytes) d 0 (0 bytes) Queued 0 (0 bytes)

TS

ED » Truck Fleet
= Sensor Streams

11



Hortonworks Streaming Analytics Manager Creating a Dataflow Application

Configure the ‘ Kafka Brokers' value for each of the three ConsumeKafkaRecord_1 0 processors based on your
cluster.

Publish Enriched Eventsto Kafka for Consumption by Analytics Applications
After NiFi completes the routing, transforms, and enrichment, NiFi publishes the enriched eventsinto a set of
syndication Kafkatopics. Thisis done in the Publish Enriched Streams Kafka Syndication Services process group.
This process group uses the PublishKafkaRecord processor to publish the events into 4 syndication topics.

12
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Ensure that for the PublishKafkaRecord, you change the Kafka Brokers property value to your cluster settings.

Start the NiFi Flow
Start the Process Group called 10T Trucking Fleet - Data Flow.

Pick your Streaming Engine

Hortonworks supports a number of powerful Streaming Engines including:

»  Spark Streaming (Currently Supported in HDP)
e Streaming Analytics Manager (SAM) using Apache Storm (Currently Supported in HDF)
» Apache Kafka Streams (Will be supported in future HDP/HDF rel ease)

Hortonworks provides you the flexibility to pick the streaming engine of your choice to build streaming analytics
application.

14
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Creating a Streaming Analytics Application with SAM

If your organization has not standardized on a streaming engine and is looking for guidance on choosing an engine,
use the below table to help guide your selection.

Requirement

Streaming Engine to Use

Y ou want to build streaming applications with as little code as possible
and want to use ETL like Tooling with a drag and drop paradigm to
build streaming apps

Streaming Analytics Manager (SAM) with Storm

Y ou want the ability to build an app that you can deploy in batch and/ | Spark Streaming
or streaming mode

Y ou plan to develop streaming applications using scala and java and Spark Streaming
want a clean easy to use AP

Y ou want the ability to execute SQL against the stream Spark Streaming

Y ou want process event one at a time (no microbatching)

Streaming Analytics Manager (SAM) with Storm

The below sections walk you through implementing the streaming analytics requirements with these different tools/
engines.

Creating a Streaming Analytics Application with SAM

Creating a Stream Analytics Application with SAM

Two Optionsfor Creating the Streaming Analytics Applications

Over the next few sections, we walk through building up the stream analytics app to implement all the requirements
of this use case. Thiswill entail actions such as:

Uploading Custom UDFs

Uploading Custom Sources

Uploading Custom Sinks

Uploading a PMML model into Model Registry
Uploading Custom Processors

Creating Service Pools for HDP and HDF

Create SAM Environment required for the Reference App

Building the Reference application with streaming joins, filtering, aggregations over windows, dashboarding,
execute PMML models, doing streaming split pattern, etc..

Setting up Test Cases for the Reference App

There are two options to performing these actions:

1. Doing al of these steps manually as the subsequent sections will walk you through. Thisis recommended if you
are new to SAM and want to build a complex app from scratch.

2. Running a utility that performs all of these actions for you.

Setting up the Stream Analytics App using the TruckingRefAppEnvEnviornmentBuilder
Follow the below instructions if you want to set up the reference application using an utility. If not, skip this section
and go through the next set of sections. Perform the below steps on the host where SAM is running.

Procedure

1. Download the SAM_EXTENSIONS zip file. Unzip the contents. Call the unzipped folder $SAM_EXTENSION
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2. Navigate to the unzip location:

cd $SAM EXTENSI OV r ef - app

3. Modify the trucking-advanced-ref-app.properties file based on your environment:

e sam.rest.url = the REST url of the SAM instancein your env (e.g.: http://[<SAM_HOST>:<SAM_PORT>/api/
vl)

e sam.service.pool.hdp.ambari.url = The rest endpoint for the HDP/HDF cluster you installed (e.g.: http:/
<HDP_AMBARI_HOST>:<PORT>/api/v1/clusters/<cluster_name>)

* sam.service.pool.hdp.ambari.username = the username to log into Ambari

e sam.service.pool.hdp.ambari.passwd = the password to log into Ambari

« sam.schema.registry.url = The url of the Schema Registry servicein SAM you installed as part of the HDF
cluster (e.g.: http://SR_HOST:SR_PORT/api/v1)

4. Run the following command:

java -cp samtrucki ng-ref-app-shaded.j ar
hort onwor ks. hdf . sam r ef app. t rucki ng. env. SMMIt ucki ngRef AppEnvi or nnent Bui | der | npl
trucki ng- advanced-ref - app. properties

Results

If script ran successfully, you should see output like the following (it will take about 3-5 minutes to finish):

Trucki ng Ref App environment creation tine[367 seconds]
Trucki ng Ref App SAM URL: http://SAM HOST: SAM PORT/ #/ appl i cati ons/ 78/ vi ew

Configuring and Deploying the Reference Application
In SAM, go into the edit mode the Trucking Ref App using the url outputted in the logs and then follow the below
steps to configure and deploy the reference application:

Procedure
1. Doubleclick on the TruckGeoEvent Kafka Source and configure it.

a. Select acluster.

b. Select truck_events avro for the kafka topic.
c. Sdlect 1 for the Reader Schema Version.

d. Put an unique value for the consumer group id.

2. Double click on the TruckSpeedEvent Kafka Source and configure it.

a. Select acluster.
b. Select truck_speed events avro for the kafka topic.
c. Select 1 for the Reader Schema Version.
d. Put an unique value for the consumer group id.

3. Open the configuration for the two Druid sinks (Alerts-Speeding-Driver-Cube and Dashboard-Predictions) and
configure each one by selecting a cluster.

4. Open the configuration for the ENRICH-HR and ENRICH-Timesheet configure the ‘ Phoenix ZooK eeper
Connection Url” based on your cluster (e.g.: ZK_HOST:ZK:PORT).

5. Open the configuration for the Hbase and HDFS sink and ensure that the cluster is sel ected.

Creating a Service Pool and Environment

Before you create an application, you have to create a Service Pool and then an Environment that you associate with
an application.
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Creating Your First Application

The Streaming Analytics Manager provides capabilities to the application developer for building streaming
applications. Y ou can go to the Stream Builder Ul by selecting the Streaming Analytics Manager service in Ambari
and under Quick Linksselect SAM UI.

About thistask

Creating a new stream application requires two steps: clicking the + icon, and then providing a unique name for the
stream application and associating the application with an Environment.

Procedure

1. Click the + icon on the My Applications dashboard and choose New Application.
2. Specify the name of the stream application and the environment that you want it to use to stream.

E Note:
The name of the stream application cannot have any spaces.

Aild Stream

Results

SAM displays the Stream Builder canvas. Builder components on the canvas palette are the building blocks used to
build stream applications. Now you are ready to start building the streaming application.

== Edit and name the stream

application
& Last Change:0s ago  Version:=CURRENT Q a a
uuuuuu
& /'
< Processor, source, and sink palette
™ contains builder components Application and
deployment
configuration
PROCESSOR
~
>
Y
o Deploy button to
«® deploy stream .
applications to the — NOT RUNNING
W:‘fi streaming engine
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Creating and Configuring the Kafka Sour ce Stream

Thefirst step in building a stream application is to drag builder components to the canvas. As described in the
Hortonworks DataFlow Overview, Stream Builder offers four types of builder components: sources, processors,

sinks, and custom components.

About thistask

Every stream application must start with a source.

Complete the following instructions to start building a stream application. Use these steps to implement Requirement

4 of the use case.

Procedure

1. Drag the Kafka builder component onto the canvas, creating a Kafkatile:

Q r 4

SOURCE

Last Change:2m 59s ago

Kafka source tile

[

Gray dot indicates that the build
9 ]
§g gfé KAFKA 01 ; 4—— component is not configured

PROCESSOR T

Click the arrows to

Z increase or decrease
the number of builder
component instances
for performance and
w scalability needs
>

Version:CURRENT ‘@, @ &F

2. Set the number of run-time instances for your Kafkatile component by clicking the up arrow on thetile.
3. Double-click on thetile to begin configuring Kafka. After you specify a Kafka topic name, SAM communicates

with the Schema Registry and displays the schema:
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Kafka connection settings are populated by SAM,
TruckGeoEvent  phased on the Katka service in Environment from the

Service Pool
REQUIRED OPTIONAL NOTES l
streamanalytics_AUTOCREATED v Output
eventSource*
SE PROTOCOL *
truckld*
PLAINTEXT v
driverid*
TSTRAP SERVERS * driverName*
hdf-3-1-build4.field. hortonworks.com:6667 hdf-3-1-buil:
routeld*
KAFKA TOPIC * route*
truck_events_avro - eventType*
- [EMA VERSION * latitude*
1 - longitude*
correlationld®
JSUMER GROUP 1D *
geoAddress
ref-geo-101

After you select a Kafka topic, SAM fetches the/ Cancel ﬂ

topic schema from Schema Reqgistry

Results

Once you have configured your Kafka component correctly, the tile component displays a green dot.

Connecting Components
To pass a stream of events from one component to the next, create a connection between the two components. In

addition to defining data flow, connections allow you to pass a schema from one component to another.
Procedure

1. Click the green dot to the right of your source component.

KAFKA

;A 7
P = T =y

4(11“&_—

|
2. Drag your cursor to the component tile to which you want to connect.
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Example

The following example shows two connections: a connection from Kafka sink TruckGeoStream to the join processor,
and a connection from the Kafka sink TruckSpeedStream to the same join processor.

My Applications / I0T-Trucking-Ref-App

"4
a Last Change:0s ago  Version:CURRENT Q Q £
SOURCE Two Kafka components are
connected to the Join processor.

- Both streams and the respective
— schemas are passed to the Join
EVENT HLB processor.

HDF
%; §§ TruckGeoEv... 4 gq) o l

[ JoN .|
| N T
PROCESSOR §g TruckSpeed... 441) o
3GREGATE
v ‘You can connect components by

clicking the green dot on a
BRAN component tile and dragging to the
dot on the component tile to which
> you want to connect

Joining Multiple Streams

Joining multiple streamsis an important SAM capability. Y ou accomplish this by adding the Join processor to your
stream application. Y ou can join on multiple streams using one of two concepts available in the Window Type filed:

About thistask

* Processing Time — Represents window based on when the event is processed by SAM
» Event Time — Represents the window based on the timestamp of the event.

o rtEALIAS L Creanma Amanmian

CONFIGURATION  NOTES

Input kafka_stream_104 - driverld v Output
truckld*
kafka_stream_104 -
JOIN TYPE* SELECT STREAM* SELECT FIELD* WITH STREAM* driverld*
eventTime* .
INNER v kafka_stream_105 - driverld v kafka_stream_104 - driverName*
eventSource*
routeld*
truckld*
. . >
Processing Time - route
driverld*
eventType*
driverMame* W INTERVAL* SLIDING INTERVAL
latitude*
routeld* 3 Seconds v 3 Seconds v
longitude*
route*
OUTPUT FIELDS* @ ALIAS FOR QUTPUT FIELDS ARE MANDATORY SELECT ALL correlationld*
eventType*

* 1 eventTime as * 1 eventSource as geoAddress
latitude*
* 1 truckld as giisdl] _ 1 driverld as '] I speed*

longitude* - -

B
correlationld Cancel n
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JOIN

CONFIGURATION ~ NOTES

Input

kafka_stream_104 v

eventTime*
eventTimelLong*
eventSource*
truckld*
driverld*
driverName*
routeld*

route*
eventType*
latitude*

longitude*

SELECT STREAM*

kafka_stream_104

JOIN TYPE*

INNER

WINDOW TYPE*

Event Time

WINDOW INTERVAL*

3

OUTPUT FIELDS* @ ALIAS FOR OUTPUT FIELDS ARE MANDATORY

SELECT FIELD WITH*
driverld

SELECT STREAM* SELECT FIELD*

kafka_stream_105 driverld

TIMESTAMP FIELDS*

eventTimelLong
eventTimeLong

kafka_stream_104

® EVENTTIMELONG
Seconds CORRELATIONID

kafka_stream_105
® EVENTTIMELONG

WITH STREAM*

kafka_stream_104

LAG MILLISECONDS*

- 0

Seconds

SELECT ALL

Output

eventTime*
eventSource*
truckld*
driverld*
driverName*
routeld*
route*
eventType*
latitude*
longitude*

correlationld*

Cancel n

For the purposes of this reference application, use processing time.

This section shows you how to configure a Join processor that joins the truck geo-event stream with the speed event
stream, based on Requirement 5 of the use case.

Procedure

1. Drag aJoin processor onto your canvas and connect it to a source.
2. Double-click the Join tile to open the Configuration dialog.
3. Configure the Join processors according to the example below.

Example

prtinne LINT Triakina Dad Ana

CONFIGURATION  NOTES

Input

eventTime*
eventSource*
truckld*
driverld®
driverName*
routeld*
route*
eventType*
latitude*
longitude*

correlationld*

Join stream_1 on field driverld

¥

Inner join with stream_2 on

kafka_stream_1 hd

driverld

Wait 5 seconds for
streams to catch up
before the join occurs

Qutput
kafka_stream_1 v driverld - wuLnu
JOIN TYPE SELECT STREAM SELECT FIELD WITH STREAM drivarld®
INNER hd kafka_stream_2 - driverld kafka_stream_1 hd driverName=
routeld*
WINDOW INTERVAL TYPE*
route*
Time -
eventType*
WINDOW INTERVAL* SLIDING INTERVAL latitude*
05 Seconds v || 5 Seconds -
longitude*
OUTPUT FIELDS* SELECT ALL correlationld*

[~ route | L
® latitude ® |ongitude ® correlationld » geoAddress

T

The output of the
joins

geohddress

speed*

e |0
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Filtering Eventsin a Stream using Rules

SAM provides powerful capabilitiesto filter eventsin the stream. It uses a Rules Engine, which tranglates rulesinto
SQL queries that operate on the stream of data. The following steps demonstrate this, implementing Requirement 6 of

the use case.

Procedure

1. Drag the Rule processor to the canvas and connect it from the Join processors.

My Applications / 10T-Trucking-Ref-App

Q r

SOURCE

§'§ TruckGeoEv... 4gq

]
‘_._ s JOIN
.

PROCESSOR §@ TruckSpeed... 4 g,

Last Change:0s ago  Version:CURRENT Q Q 'm'

Drag the Rule processor from

the palette and connect it to the
Join processor

l

01 epe 70 RULE

2. Double-click the Rule processor, click the Add new Rules button, and create anew rule.

3. Click OK to save the new rule.

Example

I|r'-a‘}if\nt\ F NI TriiAalkinAa_Dat_Nnn

EventType

CONFIGURATION NOTES

Input +Add New Rules
eventTime*
eventSource* Name
truckld* Violation Event
driverld*

driverName*
routeld*
route*
eventType*
latitude*
longitude*

correlationld*

Click to add rules which get
translated into SQL on the stream

44— and allows filtering of stream OUtPUt
events eventTime*
Condition Actions eventSource®
eventType <> 'Normal' o truckld*
driverld*

driverName*

. . teld*
Arule that is translated into SQL foute
that looks for any eventin the route*
stream with an event type not
equal to Ncrlmal,‘ which represents eventType*
a Violation Event
latitude*
longitude*

correlationld*

Cancel
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Using Aggregate Functions over Windows

Windowing isthe ability to split an unbounded stream of datainto finite sets based on specified criteria such astime
or count, so that you can perform aggregate functions (such as sum or average) on the bounded set of events. SAM
exposes these capabilities using the Aggregate processor. The Aggregate processor supports two window types,
tumbling and sliding windows. The creation of awindow can be based on time or count. The following images show
how to use the Aggregate processor to implement Requirement 8 of the use case.

Procedure

1. Drag the Aggregate processor to the canvas and connect it to the Rule processor.

My Applications / 10T-Trucking-Ref-App

Q @

Last Change:9s ago  Version:CURRENT Q Q Q‘
SOURCE

L

—

’_, 3 AGGREGATE (o,
= e

§g 32 TruckGeoEV... 441} o
3
e D JOIN 01bepe 0 EventType Wire
& TruckSpeed
FROCESSOR b3 . nrs Drag the Aggregate
processor onto the
Z canvas and connect it to
Violent Events Rule
~
>

2. Double-click on the Aggregate processor, and configure it to calculate the average speed of driver over athree-
minute duration.

| AT Tetaking DAt Aan

DriverAvgSpeed
At the end of the window, this I
. is the new schema that will be
w NOTES fRelisrllolareipity output to the stream: the
l average speed of every driver
Input SELECT KEYS* Output
driverld* WINDOW INTERVAL TYPE* driverName*
driverName* Time route*
routeld* speed_AVG*
| WINDOW INTERVAL*
route*
3 Minutes
eventType*
Jattuder SLIDING INTERVAL
3 Minutes
longitude*
correlationld* TIMESTAMP FIELD
geoAddress* processingTime
speed*

Output Fields

Cancel n

I mplementing Business Rules on the Stream

This section shows you how to implement the business rule you created above to detect high speeding drivers. "High

speed” is defined as greater than 80 miles per hour over athree-minute time window. This step partialy implements
Requirement 8 of the use case.
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Procedure

1. Drag the Rule processor onto the canvas and connect to it to the DriverAvgSpeed Aggregate processor:

My Applications / 10T-Trucking-Ref-App
€ Last Change:0sago  Version:CURRENT Q Q a
SOURCE

EVENT HUBS

fid JZD’T‘QS—WL*.‘?QRHLE <oire
g \—l N
H%;' g TruckGeov. (1) o ’—.
e o >+ JON 1010 ape S0 EventType (g7, 4 T
PROCESSOR §€ TruckSpeed... (g1 o
z Add the Rule processor to the
canvas and connect it to the
GREGATE DriverAvgSpeed Aggregate
o\‘: processor
BRANCH
>
2. Configurethe businessrule as follows:
L
Add New Rule
RULE NAME*
Speeding Driver
DESCRIPTION*
Driver who is speeding excessively
o
> e
CREATE QUERY speed_AVG % v | GREATER_THAN %~ | 80 X v ] n

QUERY PREVIEW:

speed_AVG > 80

Cancel

Results

The fully configured business rule should look similar to the following. Only high speed events continue on in the
stream.
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[N

IsDriverSpeeding
Only high speed i
CONFIGURATION NOTES events continue on in
_— the stream
Input +Add New Rules \ Output
driverld* driverld*
driverName* Name Condition Actions driverName*
route* Speeding Driver speed_AVG > 80 o route®
speed_AVG* speed_AVG*

Cancel n

Transforming Data using a Projection Processor
It is common to do transformations on the events in the stream. In our case, before we aert on the speeding driver, we

want to convert the average speed we calculated in the aggregate processor into ainteger from adouble so it is easier
to display in the alert. The projection processor allows you to do these transformations.

Procedure

1. Drag the Projection processor onto the canvas and connect to it to the IsDriverSpeeding Rule processor:

My Applications / 10T-Trucking-Ref-App

@
Q Last Change:23s ago  Version:CURRENT Q Q ‘u‘
SOURCE
=
NTH
o o 3 DIVErAVGS. (o1, oo D0 ISDMEISP-. (1) 5 [ PROJECTION g, ¢
HOF
% 3 TruckGeoEv.. (o1 o ’—'
‘ o > JON 01 epe %0 EventType  o1) 4
PPROCESSOR % TruckSpeed 0re
~
>

2. When you double-click on the projection processor, you see a number of out-of-the-box functions, however a
Round function does not exist.
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PROJECTION

CONFIGURATION  NOTES
Input skl Output
driverld*
driverMame*
route®

| +

speed_AVGH* UPPER

INITCAP
SUBSTRING
CHAR_LENGTH

CONCAT

3. Adding UDFs (User Defined Functions) is easy to do within SAM. Follow the below steps to add Round UDF
function to SAM.

a. From the left-hand menu, click Configuration, then Application Resour ces.

b. Select the UDF tab and click the + sign to create the ROUND UDF. Thejar for this UDF can be downloaded
from here, located in the custom-udf folder. The simple java class used to implement this Round function
using the SAM SDK can be found here. Unzip the downloaded artifact and use the jar called sam-custom-
udf-0.0.5.jar. Configure the UDF with the following values:
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Edit UDF

MNAME *

ROUMD_AUTOCREATED

SPLAY NAME®

HE:

ROUMD_AUTOCREATED

irg
| DESCRIFTION * |
kil . . fri
Rounds a double to integer using Math Round
t riees ol
FUMCTION -
B cLasSMAME * [
hortonwaorks. hdf_sam.custom.udf. math.Round |
yt

UDF JAR ™

sam-custom-udf.jar ki
Cancel n o
le

c. After uploading the UDF, you should see the new Round UDF created.

Custom Processor UDF Notifiers o

ROUND Q
Name Description Type Class Name Argument Types Return Type Actions
ROUND = Rounds a double to integer = FUNCTION  hortonworks.hdf.sam.custom.udf.math.Round ~ DOUBLE LONG i}

4. After creating the UDF, go back to your Application and double-click Projection Processor you added to the
canvas. You will sse ROUND_AUTOCREATE in the FUNCTION drop down list.

5. Configure the ROUND_AUTOCREATE function as the following:
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Results
Round

CONFIGURATION  NOTES

Input PROJECTION FIELDS* SELECTALL Output

driverName* driverMame*

FUNCTION ARGUMENTS |ELDS MAME
route* route*
ROUND_AUTOCREATE. = % = | | speed_AVG_Round +
speed_AVG* speed_AVG_Round*

Cance' n

Streaming Alertsto an Analytics Engine for Dashboarding

In addition to creating notification aerts, acommon use case requirement is to send these alerts to a dashboard so

they can be displayed and visualized. SAM offers this capability by allowing you to stream datainto DRUID and then
using Superset to create dashboards and visualizations.

Procedure

1. Drag the Druid sink to the canvas and connect to it to the Round Projection.

4z TTUCkGeoEv... 4; g

pe >» JOIN ire—pe o EventType  (g1)q, o Y DriverAvgS.. qo1pe—ppe S @ ISDVErSp.. (1 )e—pe @ Round onre—pe B, S¥Speedin... (g

- TruckSpeed... (g )4

2. Stream these eventsinto a Druid cube called alerts-speeding-drivers-cube by configuring the Druid processor like
the following:
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Alert-Speeding-Driver-Cube

REQUIRED OPTIONAL NOTES

Input DATASOURCE NAME *
driverld* . .
alerts-speeding-drivers-cube he
Er
driverName* |
ZOOKEEPER CONMECT STRING *
route*
secure-fenton-hdf1.field.hortonworks.com:2181,secure-f
speed_AVG*

DIMENSIOMNS *

X w
x speed_AVG || * speed_AVG_Round

speed_AVG_Round*

MNMESTAMP FIELD NAME ™

processingTime hd

WINDOW PERIOD *

PT10M

Cancel n

3. Inthe Creating Visualization Section, describe how to create dashboards for the alerts-speeding-driver s-cube.

Streaming Violation Eventsto an Analytics Engine for Descriptive Analytics

All infraction events need to be available for descriptive analytic (dash-boarding, visualizations, etc.) by a business
analyst. The analyst needs the ability to do analysis on the streaming data. The analytics enginein SAM is powered
by Druid. The following steps show how to stream datainto Druid, so that a business analyst can use the Stream
Insight Superset modul e to generate descriptive analytics.

Procedure

1. Drag the Druid processor to the canvas and connect it to the ViolationEvents Rule processor.
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Last Change:1s ago  Version:CURRENT Q Q 'u
SoURCE

) ’_._ {0\ NOTIFICATL. g7,
EVENT HUBS

&

©r

HOFS ™ E DriverAvgS.. ;) gq—ijpo 2; o iSDriversp_.. o1, hdpe @7 Round qore
g TruckGeoEv.
¢ 2 il L. =5 Dashboard-.. ¢47)
KAFKA ||—b. S JON qmre—pe o EVENTyPE  (4)
PROCESSOR 2 Truckspeed... yq1) o
R o -=5) DRUID <oi»
AGGREGATE

2. Configure the Druid processor.

Y ou can edit the ZooK eeper connect string in the advanced section of the Druid Servicein Ambari, under the
property druid.zk.service.host.

The name of the insight data
Violation-Events-Cube source/cube to which you
""""""""""""""""" want to stream data.
Business analysts use these

REQUIRED OPTIONAL NOTES data sources to query the

data
Input DATASOURCE NAME *
eventTime* violation-events-cube i
E
eventSource* o
Z00KEEFPER CONMECT STRING *
truckld*
1 secure-fenton-hdf1.field. hortonworks.com:2181,secure-f
driverid*
DIMEMNSIONS *
driverMName*
% gventTime *  gyventSource *  truckld
routeld*

X w
route® x  eventType % longitude
eventType* x correlationld | * geoAddress | * speed

latitude*
TIMESTAMP FIELD NAME *

longrtude® . .
processingTime hd

correlationld#®
WINDOW PERIOD *

Cancel “

3. Configure the Aggregator |nfo settings, under the OPTIONAL menu
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Violation-Events-Cube

REQUIRED OPTIONAL NOTES

Input
eventTime* DRUID PARTITIONS
f

1 E
eventSource* |
truckld* PARTITION REPLICATION

| .
driverld* 1
driverMame*
Aggregator Info 4

routeld*

AGGREGATOR INFO o
route*

Count Aggregator b

eventType*

MNAME *
latitude*

cnt

longitude*
correlationld*®

Add a Count Aggregator and give it a
name Cancel “

Streaming Violation Eventsinto a Data L ake and Operational Data Store

Another common requirement isto stream datainto an operational data store like HBase to power real-time web
applications as well as a data lake powered by HDFS for long term storage and batch ETL and analytics.

Procedure

1. Drag the HBase sink to the canvas and connect it to the ViolationEvents Rule processor.
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o 3 DriverAvgs
& g TruckGeoEv... 51 )
||-b- > JOIN o1y aps @8 EVENITYPE (1) bq -5 Violatiom..
PROCESSOR §@ TruckSpeed... 44;) o
HBASE
b) .
AGGREGA

~

2. Configure the Hbase Sink using the following parameters.

Operational-Store-Violation-Events

REQUIRED OPTIONAL NOTES

Input

eventTime*

v WRITE TO WAL?
ROW KEY FIELD
eventSource* eventTime
truckld*
| driverld*
driverMame*
routeld*
route*
eventType*
latitude*

longitude*

correlationld*

33
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Operational-Store-Violation-Events

REQUIRED OPTIONAL NOTES

Input CLUSTER MAME *
eventTime* streamanalytics v

eventSource® B E
HBASE TABLE *

truckld* . .
defaultviolation_events v

driverld*

COLUMM FAMILY *
driverName*

events
routeld*

IATOH SIZE *
route* BATCH SIZE

100

eventType*
latitude*
longitude*

correlationld*

Cancel “

3. Drag the HDFS sink to the canvas and connect it to the ViolationEvents Rule processor.

Q r/ Last Change:Os ago  Version:CURRENT Q Q 'u'

i ’_._ 1\ NOTIFICATL.. g
€
x .

. z DriverAvgs. are—pe on isDriverSp. o1y s e m Round o

HDFS
2 TruckGeoEv.
& % b L. = Dashboard-.. (o,

|I_.. ~» JOIN 015 s—ppe &5 EventType 01) ave -5 Violation m

PROCESSOR g TruckSpeed . (g1 4

3 L s <y

~
o g HBASE o1

4. Configure HDFS as below.
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Make sure you have permission to write into the directory you have configured for HDFS path.

Data-Lake-HDFS

REQUIRED OPTIONAL NOTES

|nput PATH *
eventTime* /apps/trucking-app |
]
eventsource®

FLUSH COUMT *

truckld®

| 1000
j, driverld*
ROTATION POLICY
driverName*
Time Based Rotation v
routeld*
route* ROTATION INTERVAL MULTIPLIER *
eventType® 3
latitude* ROTATION INTERVAL UNIT *
longitude* MINUTES .

correlationld*
OUTPUT FIELDS *

Cancel

Deploy a SAM Application

Configure Deployment Settings

Before deploying the application, you must configure deployment settings such as VM size, number of ackers, and
number of workers. Because this topology uses a number of joins and windows, you should increase the VM heap
size for the workers.

Procedure

1. Click the gear icon at the top right corner of the canvas to display the Application Configuration dialog.
2. Increase Number of Workersto 5.
3. Set Topology Worker JVM Optionsto -Xmx3072m.
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Example

Application Configuration

GENERAL ADVANCED

NUMBER OF WORKERS

3

NUMBER OF ACKERS

1

TOPOLOGY MESSAGE TIMEOUT (SECONDS)

40

TOPOLOGY WORKER JVYM OPTIONS

-Xmx3072m

Deploy the App

Cancel ‘ Ok

After you have configure the application's deployment settings, click the Deploy button at the lower right of the

canvas.
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Application Configuration

GENERAL ADVANCED

NUMBER OF WORKERS

3

NUMBER OF ACKERS

1

[OPOLOGY MESSAGE TIMEOUT (SECONDS)

40

TOPOLOGY WORKER JVM OPTIONS

-Xmx3072m

During the deployment process, Streaming Analytics Manager completes the following tasks:

1. Construct the configurations for the different big data services used in the stream app.
2. Create adeployable jar of the streaming app.
3. Upload and deploy the app jar to streaming engine server.

As SAM works through these tasks, it displays a progress bar.
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Building Application Jars

The stream application is deployed to a Storm cluster based on the Storm Service defined in the Environment

associated with the application.

After the application has been deployed successfully, SAM notifies you and updates the button to red to indicateit is
deployed. Click the red button to kill/undeploy the app.

& TruckGeoEV... (o) o

g TruckSpeed-. ¢orpa

015 s—ppa ©'@ EventType

II_.. ~s JOIN

9 Z DriverAvgs

oibms T Violation

« jp. Operationa

«” Application Deployed Successfully

Last Change:23s ago  Version:CURRENT Q Q 'a'

I_.. {7\ NOTIFICATL... (¢

o1ha—pe S SDAVEISD g0y Lpe @ Round arh

L_ =) Dashboard-... 44

Status
ACTIVE

Advanced: Performing Predictive Analytics on the Stream using SAM

Reguirement 10 of this use case states the following:

Execute alogistical regression Spark ML model on the eventsin the stream to predict if adriver is going to commit a

violation. If violation is predicted, then aert on it.

HDP, the Hortonworks data at rest platform provides a powerful set of tools for data engineers and scientists to
build powerful analytics with data processing engines like Spark Streaming, Hive, and Pig. The following diagram

illustrates atypical analyticslife cyclein HDP.
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Building a Predictive Model on HDP

2
n ‘é

Apache Zeppelin

Explore small subset of events to identify predictive
features and make a hypothesis. E.g. hypothesis: “foggy
weather causes driver violations”

Identify suitable ML algorithms to train a model— we will
use classification algorithms as we have labeled events
data

Transform enriched events datato aformatthatis
friendly to Spark MLlib — many ML libs expect
training datain a certain format

Train a logistic classification Spark model on YARN, with
above events as traininginput, and iterate to fine tune
generated model

Once the model has been trained and optimized, you can create insights by scoring the model in real-time as events
are coming in. The next set of stepsin the life cycle score the model in real-time using HDF components.

~

Scoring a Predictive Model on HDF

Model
Registry

Enrich with Features

Transform/Normalize

7 STREAMING
5) ANALYTICS

Score Model

STREAMING
) ANALYTICS

Alert / Notify / Action

Export the Spark Mllib model and importinto the HDF’s
Model Registry

Use SAM’s enrich/custom processors to enrich the event
with the features required for the model

Use SAM'’s projection/custom processors to
transform/normalize the streamingevent and the
features required for the model

Use SAM’s PMML processor to score the model for each
stream event with its required features

Use SAM'’s rule and notification processorsto alert,
notify and take action using the results of the model

In the next few sections we will walk through how to do steps 5 through 9 in SAM.

L ogistical Regression Model

In steps 1-4 with HDP, we were able to build alogistical regression model. The model was then exported into PMML.
The following diagram illustrates the features, coefficients, and output of the model.
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Logistical Regression Model to Predict if Driver Will Commit a Violation

<PMML xmlns="http://www.dmg.org/PMML-4_1" version="4.1">
<Header copyright="DMG.org"/>

<DataDictionary numberOfFields="8"> —
<DataFie name="Model_Feature_Certification” optype="continuous™ datalype="1nteger"/>

<DataField name="Model_Feature_FatigueByMiles" optype="continuous" dataType="double"/>
<DataField name="Model_Feature_FoggyWeather" optype="continuous" dataType="double"/>
<DataField name="Model_Feature_RainyWeather" optype="continuous" dataType="double"/>

<DataField name="ViolationPredicted" optype="categorical"” dataType="string">
<Value value="yes"/>
<Value value="no"/>

</DataField>

<RegressionModel modelName="Binary Classification for Truck Demo" functionName="classification”
algorithmName="logisticRegression" normalizationMethod="softmax"

<MiningSchema>
<MiningField nam
<MiningField nam
<MiningField nam

‘Model_Feature_Certification"/>
'Model_Feature_WagePlan"/>
"Model_Feature_FatigueByHours"/>
<MiningField name="Model_Feature_FatigueByMiles"/>
<MiningField name="Model_Feature_FoggyWeather"/>
<MiningField name="Model_Feature_RainyWeather"/>

Miningfiald nome_ "Model Fagt Windubeathar
<MiningField name="ViolationPredicted" usageType="predicted"/> )
ngocnena

</Miningschema>
<RegressionTable targetCategory= intercept="0">

<DataField name="Model_Feature_WagePlan" optype="continuous" dataType="integer"/>
<DataField name="Model_Feature_ratigueByHours" optype="continuous" dataType="double"/>

Input Features
to the Model

Details of the

_ Algorithm being used

Output of the model:

yes = Violation Predicted

no = No Violation predicted

<NumericPredictor name="Model_Feature_Certification"” coefficient="-0.5484931520986547"/>
<NumericPredictor name="Model_Feature_WagePlan" coefficient="0.32167608426097444"/>
<NumericPredictor name="Model_Feature_FatigueByHours" coefficient="-0.11878325692728164"/>
<NumericPredictor name="Model_Feature_FatigueByMiles" coefficient="-0.05352068317534395"/>
<NumericPredictor name="Model_Feature_FoggyWeather” coefficient="0.7557630499793003"/>
<NumericPredictor name="Model_Feature_RainyWeather" coefficient="0.5753110023672502"/>
<NumericPredictor name="Model_Feature_WindyWeather" coefficient="6.491968184728098E-4"/>

<

<RegressionTable targetCategory="no" intercept="0"/>
</RegressionModel>
</PMML>

Export the Model into SAM's Model Registry

SAM provides aregistry where you can store PMML models. To get started with predictive analytics, upload this
logistical regression model.

Procedure

Download this PMML model and save it locally with an .xml extension.
Select the Model Registry menu item.

Click the + icon.

Give your PMML model aname.

From Upload PMML File, select the PMML file you just downloaded.

Coefficients of the
Model
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Add Model

MODEL MNAME*

DriverViolationPredictionModel

UPLOAD PMML FILE*

Choose File | DriverViolationLogisticalRegessionPredictionModel-pmml.xml

6. Click Ok.

Results

The model is saved in the M odel Registry.

Model Registry

Model Name

DriverViolationPredictionModel

PMML File Name

Enrichment and Nor malization of M odel Features

-

Actions

DriverViolationLogisticalRegessionPredictionModel-pmml.xml o

Now that the model has been added to the model registry, you can use it in the streaming application by the PMML
processor. Before the model can be executed, you must enrich and normalize the streaming events with the features
reguired by the model. Asthe above diagram illustrates, there are seven features in the model. None of these features
come as part of the stream from the two sensors. So, based on the driverld and the | atitude and longitude location,
enrich the streaming event with these features and then normalize it required by the model. The table below describe
each feature, enrichment store, and the normalization required.

Feature

Description

Enrichment Store

Normalization

Model_Feature Certification

Identifiesif the driver is certified
or not

HBase/Phoenix table called
drivers

"yes' #normalizeto 1

"no" # normalizeto 0

Model_Feature WagePlan

Identifies if the driver ison an
hourly or by miles wage plan

HBase/Phoenix table called
drivers

"Hourly" #normalizeto 1
"Miles" # normalizeto O

Model_Feature_Fatigue ByHours

The total number of hours driven
by the driver in the last week

HBase/Phoenix table called
timesheet

Scale by 100 to improve algorithm
performance (e.g., hours/100)
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Model_Feature Fatigue ByMiles

The total number of miles driven
by the driver in the last week

HBase/Phoenix table called
timesheet

Scale by 1000 to improve
algorithm performance
(e.g.,miles/1000)

Model_Feature_Foggy Weather

Determinesif for the given time
and location, if the conditions are

foggy

API to WeatherService

if (foggy) # normalizeto 1 else 0

Model_Feature Rainy Weather

Determinesif for the given time
and location, if the conditions are
rainy

API to WeatherService

if (raining) = normalizeto 1 else
0

Model_Feature_Windy Wesather

Determinesif for the given time
and location, if the conditions are

windy

API to WeatherService

if (windy) # normalizeto 1 else 0

Upload Custom Processors and UDFsfor Enrichment and Nor malization

To perform the above enrichment and normalization, upload the custom UDFs and processors you downloaded in the

previous section.

Upload Custom UDFs

Steps for Uploading the Timestamp_Long UDF

1. From theleft-hand menu, click Configuration, then Application Resour ces.
2. Select the UDF tab and click the + sign to create the TIMESTAMP_LONG UDF. This UDF will convert astring
date time to a Timestamp long. The simple class for this UDF using the SAM SDK can be found here.

Thejar for thisUDF islocated in SAM_EXTENSIONS/custom-udf.
3. Configure the UDF with the following values:
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Edit UDF

MAME *

TIMESTAMP_LONG_AUTOCREATED
DISPLAY MAME *
TIMESTAMP_LONG_AUTOCREATED

| DESCRIFTION*
fil ) ) i it
Converts a string date time to a Timestamp Long

t. TYPE *

FUMCTION hd

{ i

CLASSNAME®

hortonworks hdf sam.custom.udf time. ConvertToTimestamplLong

UDF JAR *

sam-custom-udf.jar
Cancel “

Steps for Configuring the Get_Week UDF
1. Select the UDF tab and click the + sign to create the GET_WEEK UDF.

Thejar for this UDF islocated in SAM_EXTENSIONS/custom-udf. This UDF will convert atimestamp string
into the week of the year which is required for an enrichment query. The simple class for this UDF using the SAM
SDK can be found here.

2. Configure the UDF with the following values:
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Edit UDF

NAME *

GET_WEEK_AUTOCREATED

DISFLAY NAME

GET_WEEK_AUTOCREATED

DESCRIFTION *
il . . i : : i
For a given date time string, the functions returns the week of the date/time

T el
t I

FUMCTION -

{ . il
CLASSMAME *

hortonworks hdf.sam.custormn.udf time. GetWeek

OF JAR #

sam-custom-udf.jar
Cancel “

Upload Custom Processor s
Steps for Uploading the ENRICH-PHOENIX Custom Processor

1. From the left-hand menu, click Configuration, then Application Resour ces.
2. Select Custom Processor and click the + sign to create the ENRICH-PHOENI X processor.

Configure the processor with the following values. This processor can be used to enriched streams with data from
Phoenix based on a user supplied SQL statement. The java class for this processor using the SAM SDK can be
found here.
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NAME* ENRICH-PHOENIX_AUTOCREATED

ON* Enriches the input schema with data from Phoenix based on user supplied

SSNAME® hortonworks.hdf. sam.custom.processor.enrich. phoenix. PhoenixEnrichmen

[[SRGECE  sam-custom-processor-jar-with-dependencies.jar

FIELD: Add Config Fields

Default
Field Name Ul Name Optional Type Value Tooltip Actions
zkServerUrl Phoenix Zookeeper Conn  false strin Zookeeper server url in the format of SFQDN_ZK_HOST:3ZK_PORT
ection URL g i
enrichmentSQL  Enrichment SQL false strin S0L to execute for the enriched values
g i
enrichedQutput  Enrichment Output Fields  false strin The output field names to store new enriched values
Fields g @
secureCluster Secure Cluster false bool  false Check if connecting to a secure HBase/Phoenix Cluster
&an o
kerberosClientP  Kerberos Client Principal — true strin The principal uses to connect to secure HBase/PHoenix Cluster. Requi
rincipal q red if secureCluster is checked o
kerberosKeyTab  Kerberos Key Tab File true strin Kerberos Key Tab File locaticn on each of the worker nodes for thee pri
File g ncipal configured L]
NPUT SCHEMA € «" | CLEAR
o |
OUTFUT SCHEMA € | CLEAR
o |

Cancel m

ENRICH-PHOENIX Configuration Values

e Streaming Engine— Storm

*  Name-ENRICH-PHOENIX

» Description — Enriches the input schema with data from Phoenix based on user supplied SQL

* ClassName— hortonworks.hdf.sam.custom.processor.enrich.phoenix.PhoenixEnrichmentSecureProcessor

e Upload Jar — Thejar for this custom processor can be found under SAM_EXTENSIONS/custom-processor/
sam-custom-processor-jar-with-dependencies,jar

Click the Add Config Fields button and the following three configuration fields:

e Addaconfigfield called zk Ser ver Ur | with the following values:
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Field Name — zkServerUrl

Ul Name — Phoenix ZooK eeper Connection URL

Optional —fase

Type—string

. ToolTip —ZooK eeper server URL in the format of $FQDN_ZK_HOST:$ZK_PORT
. Add aconfig field called enrichmentSQL with the following values:

Field Name — enrichmentSQL

Ul Name — Enrichment SQL

Optional —fase

Type—string

ToolTip —SQL to execute for the enriched values

. Add aconfig field called enrichedOutputFields with the following values:

Field Name — enrichedOutputFiel ds

Ul Name — Enrichment Output Fields

Optional —false

Type—string

ToolTip — The output field names to store new enriched values
. Add aconfig field called secureCluster with the following values:

PaPop >POOOT

®oo o

Field Name — secureCluster

Ul Name — Secure Cluster

Optional —fase

Type — boolean

ToolTip — Check if connecting to a secure HBase/Phoenix Cluster

. Add aconfig field called kerberosClientPrincipal with the following values:

a. Field Name — kerberosClientPrincipal

Ul Name — Kerberos Client Principal

Optional —true

Type—string

ToolTip — The principal uses to connect to secure HBase/Phoenix Cluster. Required if secureCluster is
checked.

« Addaconfigfield called kerberosKeyTabFile with the following values:

Field Name — kerberosK ey TabFile

Ul Name — Kerberos Key Tab File

Optional —true

Type—string

e. ToolTip —Kerberos Key Tab File location on each of the worker nodes for the configured principal

Steps for Uploading the ENRICH-WEATHER Custom Processor

1. Select Custom Processor and click the + sign to create the ENRICH-WEATHER processor. This processor can
be used to enrich streams with weather data based on time and lat/long location. The java class for this processor
using the SAM SDK can be found here.

2. Configure the processor with the following values.

® oo o

Do o

oo oy
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STORM

ENRICH-WEATHER_AUTOCREATED

Optional Type Default Value Tooltip Actions

false string o/ The URL to the Weather Web Service ]

| CLEAR

| CLEAR

ENRICH-WEATHER Configuration Values

* Streaming Engine— Storm

¢ Name-ENRICH-WEATHER

« Description — Enrichment with normalized weather data for a geo location

» ClassName — hortonworks.hdf.sam.custom.processor.enrich.weather.Weather Enri chmentProcessor

« Upload Jar — The jar for this custom processor can be found under SAM _EXTENSIONS/custom-processor/sam-
custom-processor.jar

Click the Add Config Fields button and a configuration field with the following values:

» Field Name —weatherServiceURL

« Ul Name—Weather Web Service URL

e Optional —fase

e Type-—string

* Tooltip — The URL to the Weather Web Service

Input and Output Schemafor ENRICH-WEATHER

» Copy thisinput schemaand paste into the INPUT SCHEMA text area box
« Copy this output schema and paste into the OUTPUT SCHEMA text area box

Steps for Uploading the NORMALIZE-MODEL -FEATURES Custom Processor

1. Select the Custom Processor tab and click the + sign to create the NORMALIZE-MODEL-FEATURES
processor. This processor normalizes the enriched fields to aformat that the model is expecting.
2. Configure the processor with the following values:
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Configuration / Application Resources

NGINE® STORM

NORMALIZE-MODEL-FEATURES_DELAY_ AUTOCREATED

Normalize the features of the model before passing it to model with option to cause latency

Field Name Ul Name Optional Type Default Value Tooltip Actions
delayTimeOutSecs. Timeout Delay for Monitoring Use Case (Seconds) true number 0 timeout delay in seconds o
MA © " | CLEAR
]
L3
HEMA @ " | CLEAR

‘ode]_Feature RainyWeather",
¥ DOUBLE"
“optional®: false

NORMALIZE-MODEL-FEATURES Configuration Values

e Streaming Engine— Storm
* Name—-NORMALIZE-MODEL-FEATURES
» Description — Normalize the features of the model before passing it to model
* ClassName—
hortonworks.hdf.sam.custom.processor.enrich.driver.predictivemodel .FeatureN ormalizati onProcessor

« Upload Jar — The jar for this custom processor can be found under SAM _EXTENSIONS/custom-processor/sam-
custom-processor.jar

Input and Output Schemafor NORMALIZE-MODEL-FEATURES
« Copy this output schema and paste into the OUTPUT SCHEMA text area box
Result

Y ou have uploaded three custom processors required to do enrichment of the stream and normalization of the
enriched values to feed into the model.

Configuration  Application Resources

Custom Processo UDF Motifiers °

Q
Name Description Jar File Name Actions
EMRICH-PHOENIX Enriches the input schema with data from Phoenix based on user supplied SQL = sam-custom-processor-0.0.5-jar-with-dependencies.jar i)
ENRICH-WEATHER Enrichment with normalized weather data for a gec location sam-custom-processor-0.0.5 jar o
MNORMALIZE-MODEL-FEATURES ~ Normalize the features of the model before passing it to model sam-custom-processor-0.0.5a jar o

If you go back to the Stream Builder, you will see three new custom processors on the palette.
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PROCESSOR

Scoring the Model in the Stream using a Streaming Split Join Pattern
Now that you have created the enrichment store, loaded the enrichment data, and upl oaded the custom UDFs and
processors to SAM, build the stream flow to score the model in real-time. In this case, you want to predict violations
for events that are not blatant infractions.
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Procedure

1. Click into the Trucking 10T application you built.

2. Double-click the Event Type rule processor to display the Add New Rule dialog.
3. Configure the new rule with the following values:

Add New Rule

RULE NAME*

Non Violation Events

DESCRIPTION*

Events that are not violations that we want to do predictions on

CREATE QUERY* eventType X - EQUALS X - ‘Normal’ X - ] n

QUERY FREVIEW:

eventType = 'Normal’

Cancel

Results
Y our new rule is added to the Event Type processor.
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I L R R

CONFIGURATION  NOTES

Input +Add New Rules

eventTime*

eventSource* Name

truckld* ViolationEvents
driverld*

Non Violation Events

driverNama®*
routeld*
route*
eventType*
latitude*
longitude*

carrelationld*

Streaming Split Join Pattern
About This Task

Y our objective isto perform three enrichments:

Condition
eventType <= 'Normal’

eventType = 'Normal

» Retrieve adriver's certification and wage plan from the driver'stable.

* Retrieve the driver's hours and miles logged from the timesheet table.

* Query weather information for a specific time and location.

Actions

i)

i)

Output

eventTime*
eventSource®
truckld*
driverid*
driverName*
routeld*
route*
eventType*
latitude*
longitude*

correlationld*

To do this, use the split join pattern to split the stream into three, perform the enrichment in parallel, and then re-join

the three streams.
Steps for Creating a Split Join Key

1. Create anew split key in the stream which allows you to join in acommon field when you join the three stream.

To do this, drag the projection processor to the canvas and create a connection from the EventType rule processor

to this projection processor.

When configuring the connection, select the Non Violation Events Rule which tells SAM to only send non-

violation events to this project processor.
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EventType-PROJECTION
STREAM |D*

rule_transform_stream_3

FIELDS
1 [
2 { .
"name": "eventTime",
"type": "STRING",
"opticnal": false
¥ P
{
"name": "eventSource",
%] IrtYpe“: “ETRING",
11 "optional": false E
11 bo
120 |
13 "name": "truckId",
14 "type": "INTEGER",
"Aantinnal" s falae
RULES*
Non Violation Events -
GROUPING*
SHUFFLE -

2. Configure the projection processor to create the split join key called splitJoinVaue using the custom UDF you
uploaded earlier called "TIMESTAMP_LONG".

Y ou will also do atransformation which cal cul ates the week based on the event time which is required for one of
the enrichments downstream. Configure the processor with the following parameters:
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[rtasTiana fa e bar R

CONFIGURATION  NOTES

| Input PROJECTION FIELDS* Outpul
truckld® FUNCTION ARGUMENTS FIELDS NAME route®

| driverld* TIMESTAMP_LONG X% - splitJoinValue + eventType*

| driverName* latitude*

GET_WEEK X - || week + n

| routeld* longitude*
route* correlationld*
eventType* geoAddress*
latitude* speed*
longitude* splitJoinValue*
carrelationld* week*

Cancel n

Steps for Splitting the Stream into Three to Perform Enrichmentsin Parallel
1. With the split join key created, you can split the stream into three to perform the enrichmentsin parallel.

To do thefirst split to enrichment the wage and certification status of driver, drag the "ENRICH-PHOENI X"
processor to the canvas and connect it from the Split project processor.

2. Configure the enrich processor with the following parameters:

a. ENRICHMENT SQL: select certified, wage _plan from drivers where driverid=%{ driverld}
ENRICHMENT OUTPUT FIELDS: driverCertification, driverWagePlan

SECURE CLUSTER: false

OUTPUT FIELDS: Click Select All.

NEW OUTPUT FIELDS: Add new output fields for the two enriched values: driverCertification and
driverWagePlan.

®oooT

After this processor executes, the output schemawill have two fields populated called driverCertification and
driverWagePlan.
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ENRICH-HR

CONFIGURATION  NOTES

KERBEROS KEY TAE FILE

Input Output
eventTime* eventTime*
eventTimeLong* OUTPUT FIELDS SELECT ALL eventSource®

truckld® * driverName x eventType [ * latitude driverld®
X -

driverld* driverMName*

driverMame* routeld*

routeld* NEWOUTPUT FIELDS n route*

route* ' : " eventType*

Field Name Type Optional Actions w

evantType* - latitude*
driverCertification STRING false (]

latitude* longitude*
driverWagePlan STRING false ]

longitude* correlationld*

3. Create the second stream to enrich the drivers hours and miles logged in last week by dragging another "ENRICH-
PHOENIX" processor to the canvas and connecting it from the Split projection processor.

My Applications / |I0T-Trucking-Ref-App

@
Q Last Change:0s ago  Version.CURRENT Q Q O

<= o [7| NOTIFICATL.. ¢
i 5

o 3 DVEIAVSS (p1) ope S9 SDINEISRL g1y spe W Raund 0re

TruckGeoEy...
& mk e r « - Dashboard-

o >+ JOIN 01pappe Do EventType (o) he 5 VidlatioT gy

H ofe

TruckSpeed...
rocesson | 88 [FENSPE qonre

z o g Operationa.. g

2 o i Datalake. oo

- o B ENRICHHR qy1) 0
o o Split nre ENRICH-PHOENIX

x
L,, B ENRICHPHO.. 5y

4. Configure the enrich processor with the following parameters:

a. ENRICHEMNT SQL: select hours logged, miles logged from timesheet where driverid= ${ driverld} and
week=${ week}

ENRICHMENT OUTPUT FIELDS: driverFatigueByHours, driverFatigueByMiles

SECURE CLUSTER: false

OUTPUT FIELDS: Select the splitJoinValuefield.

NEW OUTPUT FIELDS: Add new output fields for the two enriched values driverFatigueByHours and
driverFatigueByMiles.

P oo o
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ENRICH-Timesheet

CONFIGURATION NOTES

PLALLIWS LLILIY | F RS
Input Output

eventTime* splitJoinValue*

eventTimelLong* KERBEROS KEY TAE FILE driverFatigueByHours*

eventSource* driverFatigueByMiles*

truckld* OUTPUT FIELDS SELECT ALL

driverld* % splitJoinValue X v

driverName*

NEW OUTPUT FIELDS n

routeld*

route* Field Name Type Optional Actions

eventType* driverFatigueByHours STRING false =]

atitude* . i . _

driverFatigueByMiles STRING false =}

ongitude*

After this processor executes, the output schemawill have two fields populated called driverFatigueByHours and
driverFatigueByMiles.

5. Createthe third stream to do weather enrichment by dragging the custom processor you uploaded called
"ENRICH-WEATHER" processor to the canvas and connect it from the Split project processor.

My Applications / I0T-Trucking-Ref-App

=
Q Last Change:0s ago  Version:CURRENT @, @, &
ouRce
= o (1] NOTIFICATL..
&F o Y DriverAvgS.. (o) g—fpa & iSDriverSp a1y e W Round tire
%o TruckGeoEv
& g oo oike F L. =, Dashboard-
° Lr’_ s JOIN 01y e Tm EventType 010 e - Violation- o
g0 Truckspeed...
PROCESSOR @ e v e
Z o g Operationa. g,
~ o 7 Datarlake.. o
> r.,%tma:wm orh
o m SPit ure
i o | ENRICHTIM. (57 4
m ENRICH-WEATHER
o 4 ENRICHWEA..q 1)
., ] o
®

6. Configure the weather process with the following parameters (currently the weather processor isjust a stub that
generates random normalized weather info).

a. WEATHER WEB SERVICE URL.: http://weather.com/api 2 at=${ | atitude} & Ing=${ | ongitude}
b. INPUT SCHEMA MAPPINGS: Leave defaults
c. OUTPUT FIELDS: Select the splitJoinValue and the three model enriched features
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ENRICH-WEATHER

CONFIGURATION NOTES

|nput WEATHER WEEB SERVICE URL* Ou-[pu-l
eventTime* http://weather.com/api?lat=5{latitude}&Ing=5{longitude} splitJoinValue*
eventTimeLong* Model_Feature_FogayWeather*
¢ NPUT SCHEMA MAPPING N a9

eventSource® . I Model_Feature_RainyWeather*
driverld driverld X - . !

truckld* Model_Feature_WindyWeather*
latitude latitude X -

driverld*

i i 4
driverName* longitude longitude -

routeld* OUTEUT FIELDS* SELECT ALL

route * splitloinValue || * Model_Feature_FogayWeather
eventType* *  Model_Feature_RainyWeather J * Model_Feature_WindyWeather

atitude*

ongitude*

Cancel n
After this processor executes, the output schemawill have three fields populated called
Model_Feature_FoggyWeather, Model_Feature_RainyWeather, and Model_Feature WindyWeather.

Steps for Rejoining the Three Enriched Streams

1. Now that you have done the enrichment in parallel by splitting the stream into three, you can now join the three
streams by dragging the join processor to the canvas and connecting the join from the three streams.

@
& Last Change:0s ago  Version:CURRENT Q Q ﬁ

= o (7| NOTIFICATI.
— I" =

o Y DWErAvgS.. (g1p pfpe Bo SDIVErSD. 5r) e W] ROUN

TruckGeoEv
& oire L.,ﬁ_ Dashboard-. 4,

Py
® -
o s JOIN 015 bpe T8 EVONUTYPE (g1 &g - Violation. g,
TruckSpeed... 4o
processor | 5 [P onv e
) o j Operationa.. gy
2 o o Datelaken. g
B4 ENRICHHR 401y 0
> |—" 4l
o @ SPit ke iy
EO3 o B ENRICHTIm..( 5 ) L X o .
» B4 ENRICH-WEA
« 24 WEA.4 010 »
°®
-

2. Configure the join processor like the following where you use the joinSplitVaue to join all three streams.
For the Output field, click SELECT ALL to select all the fields across the three streams.
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JOIN-ENRICHMENTS

CONFIGURATION  NOTES

Input SELECT STREAM* SELECT FIELD WITH* Output
N eventTime*
custom_processor_stre~ custom_processor_stre~ splitJoinvalue b
eventSource®
splitJoinValue*
JOIN TYPE* SELECT STREAM* SELECT FIELD* WITH STREAM* trucklds
Model_Feature_FoggyWeather* o
INNER - custom_processor_strex splitJoinvalue - custom_processor_stre~ driverld®

Model_Feature_RainyWeather*
driverName*

Model_Feature_WindyWeathert  INNER - custom_processor_stre~ splitJoinValue - custom_processor_stre=
routeld*
WINDOW TYPE*
route*
Processing Time -
eventType*
WINDOW INTERVAL* SLIDING INTERVAL latitude*
4 Seconds - 4 Seconds - longitude*
correlationld*
MOs B R An AR ALTRLT CIERe A AE LR AT SFILFCT AL

e |0

3. Now that you have joined three enriched streams, normalize the data into the format that the model expects by
dragging the "NORMALIZE-MODEL-FEATURES" custom processor that you added to the canvas.

For the output fields, select all the fields and |eave the mapping as defaullts.

NORMALIZE-MODEL-FEATURES

CONFIGURATION NOTES

|npu‘ TIMEOUT DELAY FOR MONITORING USE CASE (SECONDS) Output
eventTime* eventTime*
5 " 5 *
eventSource OUTPUT EIELDS* SELECT ALL eventSource

" *
tnickid % eventSource J x truckld trickid
*  longitude % geoAddress || * speed
driverName* 2 L driverName*
= splitJoinValue *x driverCertification

driverWageFlan * driverFatigueByHours

routeld* routeld*

driverFatigueByMiles X w

route* * Model_Feature_FoggyWeather J * Model_Feature_RainyWeather route*

eventType* *  Model_Feature_WindyWeather J * eventTimelong eventType*

Model_Feature_Certification *  Model_Feature_WagePlan

latitude* latitude*
Model_Feature_FatigueByHours *  Model_Feature_FatigueByMiles

longitude* longitude*

correlationld* correlationld*

p— |

Result

Y our flow looks similar to the following.
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My Applications / I0T-Trucking-Ref-App

Q

SOURCE

@

I

o " DriverAugs
oire I-.

o > JOIN 115 e—ps T EventType 5) Violation-

o g TruckGeokw
0k ee

& TruckSpeed.. ¢
PROCESSOR & ore

b

~

o g Operationa

o (77 DaterLake-

o @ SPlit

Scorethe Model Usingthe PMML Processor and Alert

Now you are ready to score the logistical regression model.

Procedure

0

o

Last ChangeOsago  Version'CURRENT @ Q, &

|_., 7 NOTIFICATL...
o .
L. =, Dashboard-

Round

s—pe @ o ISDAVErSD.. (1) a e )

F,_ B ENRICHHR (01

NORMALIZE-MODEL-FEATURES
.
o B ENRICHTIm. () o 11> a-pa Bf| NORMALIZE .5y, s
e
o B ENRICH-WEA 41 4

& S+ JOIN-ENRIC

1. Drag the PMML processor to the canvas and connect it to the Normalize processor.

Q @
SOURCE
¢ o 3 DriverAvgs
§€ g TruckGeofv.. (1),
LI_’. >+ JOIN 01> a—pe @ EventType 017 ae -~ Violation
o TruckSpeed
mocesson | 88 LG doke
2 o j Operationa.
o -, DatarLake
>
! o @ SPlit
HOH
]

o

Qa

Last Change:28s ago  Version:CURRENT

F. 7\ NOTIFICATL.. ¢p

o1y e ¢ Round ek

] Dashboard: o

a—pe 2 @ isDriverSp.

|_,. BZ ENRCHHR (1) 0

.
o Bf] ENRICHTIM.. (1)
;, 2| ENRICHWEA (1) 4

o s JOINENRIC.. (57 b g NORMALZE: 5, 3

x
o g8 PMML

2. Configurethe PMML processor like the following by selecting the DriverViolationPredictionModel that you

uploaded earlier to the Model Registry.

After this processor executes, anew field called ViolationPredicted is added to stream for the result of the
prediction. In output fields, select all the contextual fields you want to pass on including the model value result.
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Predict

CONFIGURATION  NOTES

Input

eventTime*
EVeI"IlSCILIrCE*
truc.kld'

d ri.vér Id*
d.ri.vérNa me*
rout.eld“
r“)L‘.It;i‘“
eveHlType*
Iatit.u de*
Iongi.tud e*

correlationld*

MODEL NAME*

DriverViolationPredictionModel

QUTPUT FIELDS*

*x  eventTime

* driverName

% geoAddress

Output
ViolationPredicted*
b
eventTime*
SELECT ALL -
eventSource*
truckld*
x speed

driverld*
d.riverName*
routeld*
rtlnute*
Iatitlud a*
:Iong.itu de*

geoAddress*

C
Cancel |

3. Determineif the model predicted if the driver will commit aviolation by dragging a rule processor to the canvas
and configuring arule like the following:

Edit Rule

RULE NAME*

Violation Predicted

DESCRIPTION*

model returned a prediction

CREATE QUERY*

QUERY PREVIEW:

ViolationPredicted X -

ViolationPredicted = 'yes'

EQUALS

Cancel

4.
configure.

If aviolation is predicted, send it to a Druid to display on a dashboard. Drag the Druid processor to canvas and

5. Stream the eventsinto a cube called alerts-violation-predictions-cube.
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Dashboard-Predictions

REQUIRED OPTIONAL

Input

ViolationPredicted*
e'.rgntTime*
eventSource*

i truckld*
dlriverld*
driverMame*
routeld*
route*
eventType*
latitude*

longitude*

NOTES

DATASOURCE MAME *

alerts-violation-predictions-cube

ZO0KEEPER COMMECT STRING >

secure-sam-hdf2 field.hortonworks.com:2181,secure-sat

DIMENSIONS *

ViolationPredicted

. truckid

eventsource

eventType % |longitude
correlationld * speed
TIMESTAMP FIELD MAME *
processingTime b

Cancel

v

Results

Thefina flow looks like the following:
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My Applications / 10T-Trucking-Ref-App

@
2 Last Change:0s ago  Version:CURRENT Q Q #
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.
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Creating Visualizations Using Super set

A business analyst can create awide array of visualizations to gather insights on streaming data. The platform
supports over 30+ visualizations the business analyst can create. For visualization examples, see the Gallery of
Superset Visualizations.

The general process for creating and viewing visualizations is as follows:

1. Whenever you add new data sources to Druid via a Stream App, perform the Refresh Druid M etadata action on
the Super set menu.

2. Using the Superset Stream Insight Ul, create one or more "slices". A dlice is one business visualization associated
with a data source (for example, Druid cube).

3. Using the Dashboard menu, add the slices to your dashboard and organize their layout.

Note:

B When a SAM app streams data to a new cube using the Druid processor, it will take about 30 minutes for the
cube to appear in Superset. Thisis because Superset has to wait for the first segment to be created in Druid.
After the cube appears, users can analyze the streaming dataimmediately asit is streaming in.

Creating Insight Slices
The following steps demonstrate atypical flow for creating adice:

Procedure

1. Choose Slices on the Menu.
2. Click +to create anew Slice.
3. Select the Druid Data Source that you want to use for the new visualization:
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4, Select a Chart Type from the menu.

The following example creates a " Sunburst" visualization of rolling up multiple dimensions like route, eventType,
and driver info..

Configure the chart and click Execute Query

Violation Details Breakdown =

Lane Departure Des Moines to Chicago 7.58%

% | o | [# json

[8 .cav | Query |

Datasource & Chart Type

[druid-ambari]. [violation-events-cuba] v
L

Sunburst  *

Time &

Time Granularity Origin @

@ v
1 hour T
M) [ 7.58% of total
32.3% of parent
m1: 220
Hierarchy &

*® route | | % eventType
Primary Metric @
COUNT) .

Secondary Metric &

COUNT() v
Row limit

5000 v
Filters @

+ Add filter
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5. Another visualization could be integration with MapBox Here we are mapping where violations are occurring the
most based on the lat/long location of the event
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6. To savethedlice, specify a name and name and click Save.

Saug O Shop

m SOE 38 [rbves Violalond Oress
@ D ol 584 80 & dashbeard
Ad ghde 15 entling dathboand "

Add 1o v dxshbeaed

Fave Save & 9o 19 dashireard Cance

Adding Insight Slicesto a Dashboar d
After you create slices, you can organize them into a dashboards:
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Procedure

1. Click the Dashboard menu item.
2. Click + to create a new Dashboard.
3. Configure the dashboard: specify a name and the slices to include in the Dashboard.

00 Supersel o o AWM w B Sourcen v M Slice ' bt 4 ~.- o 8

4. Arrange the slices on the dashboard as desired, and then click Save.

Dashboardsfor the Trucking IOT App

The IOT Trucking application that we implemented using the Stream Builder streams violation events, alerts, and
predictions into three cubes:

 violation-events-cube
» aerts-speeding-drivers-cube
« derts-violation-predictions-cube

Based on the powerful visualizations that SuperSet offers, you can create the following powerful dashboardsin
minutes.

loT Dashboard
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SAM Test Mode

Charlotte CAROLINA

In atypical SDLC (Software development lifecycle), you want to test the streaming analytics app locally before
deploying the SAM app to acluster. SAM’s“Test Mode” allows you to test the app locally using test data for the

sources. SAM’s Test Mode allows you to do the following:

¢ Create aNamed Test Case

« Mock out the sources of the app and configure test data for each test source. SAM validates the test data using the

configured Schema in the Schema Registry for each source

» Execute the Test Case and visually see how the data looks like at each component/processor in the app as flows

across your application.

« Download the output of the test which represents the state of the data at each processor and sink.

In the following sections, we will walk through creating Test Cases for different test scenarios for the reference app.

If you ran the test utility, these 4 test cases will already be created for you.

Four Test Casesusing SAM’s Test Mode

66



Hortonworks Streaming Analytics Manager Creating a Streaming Analytics Application with SAM

Test Case 1: Testing Normal Event with No Violation Prediction
The Assertions of thistest case are the following:

Assertion 1: Validate test data for geo steam and speed stream that are non violations
Assertion 2: Validate the Join of data between geo stream and speed stream

Assertion 3: Validate that the filter “EventType” detects that thisisa“Non Violation Event”
Assertion 4: Validate the joined event gets split into three events by the “ Split” projection.

Assertion 5: Validate that the three enrichments are applied: weather enrichments, timesheet enrichment and HR
enrichment.

Assertion 6: Validate the three enrichment streams are joined into a single stream.
Assertion 7: Validate that data after normalization for the model

Assertion 8: Validate the output of the Prediction model isthat no violation is predicted
Assertion 9: Validate the filter “Prediction” detects that it is non violation.

Follow the below stepsto create thistest case for the reference app in Edit Mode. (If you ran the test utility, these 4
test cases will already be created for you.)

1. Click “TEST” Mode

Mode: ED TEST

2. Click Add Test Case

TEST CASES

ta

3. Provide Test Case details. Provide a name for test case, test datafor TruckGeoEvent and test data for

TruckSpeedEvent.
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gAvAmAAS MU CLIL A LI

Test Case
NAME*

Test-Mormal-Event-No-Violation-Prediction
Sources |t .

§3 Test-TruckSpeed... 3

§g Test-TruckGeoE... -

8

11

14
15 ¥

REPEAT*

1
SLEEP TIME*
4, Executethe Test Case.
- ™
..-"'-. H.H"'\-\.
Status:
Mot Tested A
e -
H.H"\-\. .-"".'-..-.

"eventTime":"2017-09-26 14:54:32.64",
"eventSource":"truck geo event”,
"truckId":54,

"driverId":23,

"driverName":"Jeff Markham",
"routeId":1,

"route":"Peoria to Ceder Rapids Route 2",
"eventType": "Normal",
"latitude":40.7,

"longitude":-89.52,
"ecorrelationId":1,

"geohddress":""

times

5. You should see the result of the test case as the following.

QOutput

eventTime*
eventSource*
truckld*
driverld*
driverMame*
routeld*
route*
eventType*
latitude*
longitude*

correlationld*
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6. Download the test case results.

Download File
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Results

Analyzing Test Case 1 Results

»e

N DriverAvgS.

No Records

m Split

54
23

1

Peoria ta

n Jeff Markham

Geder

20170926 14:54:3

truck_geo_event

Fac

9 g isDriverSp...

@ Round o TESTSINK
—pe

No Records No Records No Records

7] ENRICH-HR c
ﬁ . 8 NORMALIZE-...q oy
V. 1506437672640

Y] 2017.09-26 14:54:3

ner 2017.002614:54:3 o, ruck_geo_event

1 truck_geo_event 54 -
s S
ivel 23 driverN: Jeff Markham
Mo Jff Markh et 1
route Peotla to Ceder Rae.
i; Predict .
g ENRICHTim S+ JOINENRIC... (g = o
=
M
ol 1806457672840 "
P o
.
2017.0026 14543 ¢ » S
nuck geo_svent
4 Nt
‘ 2 verWaa.. hours
driverNar Jeff Markham
o ton
2] ENRICH-WEA Yo Prediction 4o
BB ! )
No Records

oinV. 1506437672640
£

e 2017092614543 o
truck_geo_event

TEST-SINK 0

No Records

The key to reading the test case resultsisto keep in mind that when you look at the results of the component, you are

viewing the input into that component.

e Assertion listo Validate test datafor geo steam and speed stream that are non violations. For this assertion, you
would look at the downstream component after the sources. So in this case, it would be the Join component. Use
the paging features to see the inputs to the join processor.
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> JPMI_]N Wir| > *IJ?['_N €01)
routeld® 1 route* Peoria to Ceder Rap
route* Peoria to Ceder Rap | driverld* 23

) driver|d* 23 . eventTime* 2017-09-26 1-‘1:5-!1:3:.
eventTime* 2017-09-26 14:54:3° | driverNam... Jeff Markham
eventSour... truck_speed_event correlation.. 1
driverNam.. Jeff Markham geohAddres...
speed* 58 longitude*  -89.52
« < 10f2 > B & < 20f2 > B

« Assertion 2 isto validate the Join of data between geo stream and speed stream. For this assertion, you would look
at the downstream component after the Join. So in this case, it would be the EventType component. Note that you

see speed and geo information.

@;-@ E\.rf_ntType 401)
route* Peoria to Ceder Rap
eventType* Normal

latitude* 40.7

longitude*  -89.52

correlation... 1

geoiddres...
speed* 58

» Assertion 3isto validate that the filter “EventType” detects that thisisa*“Non Violation Event”. View the Split

Component.
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< Split
5 401)
0 “ PROJECTION

eventTime* 2017-09-26 14:54:3
eventSour.. truck_geo_event

p @ truckld* a4 8-
driver|d* 23
driverNam.. Jeff Markham
routeld* 1

route* Peoria to Ceder Rac

e Assertion 4isto Validate test data for geo steam and speed stream that are non violations. View the JOIN-
ENRICHMENT component

Y ENRICHHR  (g1) | 8 ENRICH-Tim... (1) | B ENRICH-WEA. o,

Al EMRICH-PHO... NMRICH-PHO... 22 EMRICH-WEA
splitdoinV.. 1506437672640 splitJoinv.. 1506437672640 splitJainy.. 1506437672640
week®* 39 weel® 39 week* 39
y eventTime*  2017-09-26 14:54:3 g ) eventTime* 2017-09-26 14:54:3 g ) eventTime* 2017-09-26 14:54:3 g

eventSour.. truck_geo_event eventSour.. truck_geo_event eventSour.. truck_geo_event
truckld* 54 truckld* 54 truckld* 54

driverld* 23 driverld* 23 driverld* 23

drivertam... Jeff Markham driverham.. Jeff Markham driverMam.. Jeff Markham

« Assertion 5isto validate that the three enrichments are applied: weather enrichments, timesheet enrichment and
HR enrichment. Use the paging features to page through the three enrichment outputs.
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s JOIN-ENRIC... (gr)| >+ JOINENRIC.. g7) | =, JOINENRIC... 4q7)

JOIN JOIN JOIN

driverFatig.. 48 Model_Fea.. O truckld* 54

driverFatig... 3796 Model_Fea.. 0 week* 39

y splitdoinv_. 1506437672640 g » Model_Fea.. 0 @ pdriverCerti.. Y ]
splitJoinv.. 1506437672640 latitude* 40.7

eventSour.  truck_geo_event
driverWag... hours
eventTvne*  MNormal

&< 10f3 3 % « < 20f3 > % &« < 3073 @

» Assertion 6 isto validate the three enrichment streams are joined into a single stream. View the NORMALIZE
component.

72 NORMALIZE-..., o, )
al NORMALIZE-...

driverCerti... Y
driverWag.. hours
° driverFatig.. 48
driverFatig.. 2796
Model_Fea.. 0
Model_Fea.. 0
Model_Fea.. 0

e Assertion 7 isto validate that data after normalization for the model. View the Predict component.
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d

f): Predict 01
week® 19
driverCert ¥

p Model_Fea.. 0 &
driverFatig_ 48
latitude® 407
enemtSour Truck_geo_svenl

* driverwao nours

» Assertion 8 isto validate that the output of the Prediction model is that no violation is predicted. View the
Prediction component.

® 5 Prediction

: 01
ViolationP.. no
truckld® a4
.h.. eveniTime.. 1506455684451 &=

latitude* 40.7

eveniSour.. truck_geo_event
eveniType* Mormal

] * E_E_

Test Case 2: Testing Normal Event with Yes Violation Prediction

In thistest, we are validating all the same assertions as previous test but in thistest case the violation prediction
model should return true and be . Similar to above, Create atest named “ Test-Normal-Event-Y es-Violation-
Prediction”, use the following test data for TruckGeoEvent and use the following test data for TruckSpeedEvent.

Analyzing Test Case 2 Results
1. Analyzing the Test Case Results.
The output of the test case should be the following:
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Last Change:35m 24s ago  Version:CURRENT  Mode: EDT

>+ JOINENRIC.. (1)

I

steassess)

QA &

To validate the PMML processor returns a violation prediction and sent to the sink, view the Prediction and Druid

component.

®-g Prediction

®

ViolationP...
truckld*

p eventTime...
latitude*
eventSour...
eventType*

speed*

01 ) TEST-SINK
yes ViolationP... yes
48 truckld* 48
1506455684451 @) eventTime.. 1506455684451
38.64 latitude* 38.64
truck_geo_event eventSour... truck_geo_event
Normal eventType* Normal
60 speed* 60

Test Case 3: Testing Violation Event
The Assertions of thistest case are the following:

01

e Assertion 1: Validate test data for geo steam and speed stream that are “violation” events
» Assertion 2: Vaidate the Join of data between geo stream and speed stream
» Assertion 3: Vdidate that the filter “EventType” detectsthat thisisa“Violation Event”
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» Assertion 4: Validate that the inputs to the aggregate speed processor. There should only be 1 in the window

» Assertion 5: Vaidate the result of the DriverAvgSpeed aggregate process is average speed of 79 since there only 1
event

« Assertion 6: Vaidate the isDriverSpeeding rule recognized it was not speeding since the speed wasn't greater than
80. The event should stop.

Create atest named “ Test-Violation-Event”, use the following test data for TruckGeoEvent and use the following test
datafor TruckSpeedEvent.

Analyzing Test Case 3 Results
The output of the test case should ook something like the following:

TEST CASES

A

Last Change:2h 28m 28s ago  VersionCURRENT  Mode: o Qe &

¥ DriverAvgs... o ® g isDriversp... g,
2 .

v 79
w13

o chietan. Suresh Sinvas o,
Des Moines to Chic
- Round o TESTSINK ¢y
. e

& TESTSOURCE g, ndad ” No Records No Records

Event:
AUTOCREATED

> JOIN 0 o EventType 5

2614544

4 ENRICH-HR
E

Mo Records

No Records ) ENRICHTim... S JOINENRIC... B NORMALIZE:..q oy
J o . s )

o No Records No Records No Records

B ENRICH-WEA.., o,
. A“ [

No Records

® ¢ Prediction

0

TESFSINK (g
o

No Records

e Assertion 3isto validate that the filter “EventType” detects that thisisa“Violation Event” and Assertion 4
isto validate that the inputs to the aggregate speed processor should be 1 event within the window. View the
DriverAvSpeed component to validate these assertions:

Z DriverAvgs... 41

route® Des Moines to Chic
eventType* Lane Departure
atitude* 41.62

ongitude*  -93.58

correlation... 1

geochddres...

speed® 79
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» Assertion 5isto validate the result of the DriverAvgSpeed aggregate process is average speed of 79 since there
only 1 event. View the isDriverSpeeding component:

9.5 IsDriverSp... 01

speed_AVG* 79
driver|d* 13
@ driverham.. Suresh Srinivas ®

route* Des Moines to Chic

» Assertion 6 isto validate the isDriverSpeeding rule recognized it was not speeding since the speed wasn't greater
than 80. The event should stop. See the downstream components after isDriverSpeeding.

Round . TESTSINK o

pe ..\.
No Records Mo Records

Test Case 4: Testing Multiple-Speeding-Events
The assertions of thistest case are the following:

» Assertion 1: Validate that there are two geo events both of which are violations (Overspeed, Excessive Breaking)
in source. Validate there are two speeding events both of which are speeding (96, 83)

« Assertion 2: Vaidate the Join of data between geo stream and speed streams

e Assertion 3: Validate that the filter “EventType” detectsthat thisisa*Violation Event”

» Assertion 4: Vdidate the inputs of the window should be two events (geo/speed 1 with speed of 83, geo/speed 2
with speed of 96)

« Assertion 5: Validate the result of the DriverAvgSpeed aggregate processor should be one event that represents
the average of 83 and 96...89.5

« Assertion 6: Validate the isDriverSpeeding rule recognizes it as speeding event (89.5) sinceit is greater than 80
and continue that event to custom round UDF

» Assertion 7: Vaidate the output of the round UDF event should change the speed from 89.5 to 90.0 and that isthe
final event that goes to the sink.

Create atest named “ Test-Multiple-Speeding-Events’, use the following test data for TruckGeoEvent and use the
following test data for TruckSpeedEvent.
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Analyzing Test Case 4 Results
The output of the test case should look something like the following:

My Applications / streaming-ref-app-advanced_AUTOCREATED

T enses Last Change:2h 46m 42s ago  Version:CURRENT ~ Mode: it Qe &

TESTSINK g1

B ENRICH-HR o)
. ﬂi .

No Records

N Records ) ENRICHTim.. S JOINENRIC.. (47 ) NORMALIZE-.¢ 1)
s - o o —po ..

No Records No Records No Records

B2 ENRICHWEA..q g1
. ﬂi .

No Records

» Assertion 4 isto validate the inputs of the window should be two events (geo/speed 1 with speed of 83, geo/speed
2 with speed of 96). View the two eventsin the Join processor (use the paging feature to see the events)

Z DriverAvgS... 441) N DriverAvgS... 441)

e
eventType* Lane Departure eventType* Lane Departure
atitude® 41.62 atitude* 41.62
" longitude* -93.58 o | ongitude -93.58 5
comelation... 1 comrelation.. 1
geoAddres geoAddres
speed* 83 speed” EL
eventTime_ 1506455684451 eventTime._. 1506455684451
——

» Assertion 5isto validate the result of the DriverAvgSpeed aggregate processor should be one event that
represents the average of 83 and 96...89.5. View the Round Projection processor.
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' Round 01

speed_AVG* 89.5
driverld* 13
y driverNam... Suresh Srinivas e

]
route* Des Moines to Chic

» Assertion 6 isto validate the isDriverSpeeding rule recognizes it as speeding event (89.5) sinceit is greater than
80 and continue that event to custom round UDF. View the Round Projection processor

' Round 01

speed_AVG* 89.5
driverld* 13
p driverNam.. Suresh Srinivas o
]

route* Des Moines to Chic

« Assertion 7 isto validate the output of the round UDF event should change the speed from 89.5 t0 90.0 and that is
the final event that goesto the sink. View the Druid Test Sink component.
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 TESTSINK

speed_AV.. 90
driverld* 13

p driverNam.. Suresh Srinivas
route* Des Moines to Chic

Running SAM Test Cases as Junit Testsin Cl Pipelines

Using SAM’s Test Mode provides a quick and effective way to test your applications locally visualizing the output
within each component of the app without deploying to a cluster. Since all of SAM’ s capabilitiesis backed by REST
APIs, you can execute the these SAM Test Cases as part of your Junit Tests. This provides the power of using Junit
assertionsto validate the results of the test and incorporating them in automated tests as part of your continuous
integration and delivery pipelines.

Examples of incorporating SAM Test Cases as part of unit tests can be found in the following artifacts:

e Trucking Ref App Git Hub Project
e TruckingRefAppAdvancedApp Junit Test Case

The Junit Test case above uses the SAM SDK project to setup a self contained Junit test that executes the SAM test
cases and validates the result. The test case performs the following on setup of the this Junit Test Case:
* Create SAM Service Pool

e Create SAM Environment
e Import the Trucking Ref App

Then the following 4 test cases are executed:

» testNormalEventNoViolationPrediction
» testNormal EventY esViolationPrediction
* testViolationTruckingEvents

« testMultipleSpeedingEvents

Each of these test cases will do the following:

e Createthe SAM Test Case

e Setup test data for each of the sources for each test case.

» Executethe SAM Test Case using SAM Test Mode and wait for test to complete.
« Download the results of the test case.
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* Vadlidate the results of the Test Case.

SAM Test Mode execution via Junit Tests allows you to integrate these tests as part of your continuous integration /

delivery pipeline.

") SAM Ref App Pipeline 36

Branch: —

Commit: —

Pipeline Changes

@ 6m 49s
Q@ -

No changes

Build Trucking Ref Execute SAM Test Package and

Artifacts

Started by user George Vetticaden

Start App Cases using Junit Install Deploy to SAM End
' Y
e o 9, 0, \0, ®

George Vetticaden |log out

Jenkins

4 Back to Dashboard
0, status
Changes

=
(&) Build Now
e

Delete Pipeline

% configure

s

Open Blue Ocean

Q) Full Stage View

© Pipeline Syntax
@ Build History

find

o #36 Jan 2, 2018 10:50 PM
O #35 Jan 2, 2018 10:00 PM
@ #34 Jan 2, 2018 7:37 PM
9 #33 Jan 2, 2018 7:09 PM
o #32 Jan 1, 2018 1:58 PM
o #3 Jan 1, 2018 4:53 AM
@ #30 Dec 30, 2017 10:17 PM
@ #29 Dec 30, 2017 9:28 PM
o #28 Dec 28, 2017 5:43 PM

@ Jenkins

SAM Ref App Pipeline

Pipeline SAM Ref App Pipeline

T
| =5 Recent Changes

Stage View
trend =
Declarative: Declarative:
Checkout SCM Agent Setup
364ms 1s
436
Lol 1 357ms
TRV commits
o a72ms
ITT commils

EMABLE AUTO REFRESH

[:#radd description

Disable Project

Test Result Trend

count

m e ® 8 0 0m w o m oo o3 w o@m oo oooom o
§ % % 2 =2 &5 & & I &85 87 8 8 i
¥Foow 0¥ 0w % w & o & ® %

ust show failures) enlarge

Build Trucking E::::‘éea::sm Package and Tru:i:’r:oynel
Ref App Install 9
using Junit App to SAM
17s 16min 525 13s ds
—
17s 16min 52s 8s
18s 16min 53s 25ms 17ms
failed failed failed

George Vetticaden | log out

Jenkins

lig History

@) Open Blue Ocean

4D Git Build Data

[ NoTags

& Docker Fingerprints
|j Test Result
* Replay
Pipeline Steps
4 Previous Build

¥ Next Build

SAM Ref App Pipeline

#35 Test Results hortonworks.hdf.sam.refapp.trucking.app

ENABLE AUTO REFRESH

Test Result : hortonworks.hdf.sam.refapp.trucking.app

1 failures (+0)

All Failed Tests

Test Name

4 tests (x0)
Took 16 min.
[‘éadd description

Duration

Age

= hortonworks.hdf.sam.refapp.trucking.app. TruckingRefAdvancedAppTest.testNormalEventYesViolationPrediction

= Error Detalls
Expected: is "0" got: "70"
ok Stack Trace

&k Standard Output

All Tests

Class

TruckingRefAdvancedAppTest

4min0sec 4

Duration Fail (diff) Skip (diff) Pass (diff) Total (diff)

16 min 1 a 3 4
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i L . .

@ Jenklns ‘e, search @  George Vetticaden | log out
Jenkins SAM Ref App Pipeline #35 Test Results hortonworks.hdf.sam.refapp.trucking.app TruckingRefAdvancedAppTest ENABLE AUTO REFRESH
i@ History

Test Result : TruckingRefAdvancedAppTest

;'\ Open Blue Ocean

1 failures (+0)
4 Git Build Data
= No Tags
#* Docker Fingerprints
[] Test Resuit All Tests
Replay Test name Duration
Pipeline Steps testMultipleSpeedingEvents 4 min 0 sec
& Previous Build testNormalEventNoViolationPrediction 4 min 0 sec
_ testNormalEventYesViolation Prediction 4 min 0 sec
By Next Build
testViolationTruckingEvents 4 min 0 sec

Creating Custom Sources and Sinks

Throughout the getting started doc with the trucking reference application, we have showcased the powerful
extensibility features of SAM including:

« Uploading custom UDFs
« Uploading custom processors

4 tests (+0)
Took 16 min.

[éadd description

Status
Passed
Passed
Failed

Passed

In this section, we walk through how to register custom sources and sinksin SAM integrated with Schema Registry.

Cloud Use Case: Integration with AWSKinesisand S3

To showcase registering custom sources and sink, lets modify our Trucking Reference Application Use Case

Requirements with the following:

* The Trucking company wants to deploy the Trucking Application on AWS

* The Trucking company wants to streams the sensor datainto AWs Kinesisinstead of Apache Kafka.
» Thetrucking company wantsto use SAM for streaming analytics.

e Theinsights generated by SAM should be stored into AWS S3 instead of Druid.

The below diagram illustrates this Cloud architecture:
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HDF Cloud Use Case Architecture

AWS Services
Kinesis Streams
truck_speed_events alerts-speeding-drivers
ston 1 - (Kinesis Stream) (S3 bucket)
ep
Nifi Collects Data from Truck Sensors Step3 nts to 43
and send to Kinesis Streams 7 insights to
truck_events alerts-violation-predictions
(Kinesis Stream) (S3 bucket)
Step 2 HDF Services
SAM consumes from Kinesis to do
stream analytics
EEm e ofs asme ]
Sensors / k i
Nifi Flow * > 5 ki i + B ENRICHHR
HDF . 5 .
Schema y = ==
Registry o ] EVRICHTim I « e JONENR e g O
o i Pre d
o B ENFICHAVEA 51,

Registering a Custom Sourcein SAM for AWSKinesis
To register any custom source in SAM, there are three artifacts you need:

1. Artifact 1: Code for the custom source using the underlying streaming engine. Since SAM today supports Storm
as the Streaming engine, you can refer to the following artifacts for the custom source:

» Git Project for Storm Kinesis
e AWS Storm Kinesis Spout
2. Artifact 2: Code for mapping the SAM configs to the custom source/spout. Refer to the following artifacts for this
mapping code:
* Git Project for SAM Storm Kinesis Mapping
e SAM Kinesis Flux Mapping Class
3. Artifact 3: Flux mapping file to map the SAM config to the Kinesis Spout. Refer to the following artifacts
e SAM Kinesis Flux Mapping Config

More Details on implementing a custom source and registering with SAM can be found here: https.//github.com/
hortonworks/streamline/tree/master/exampl es/sources

To register the custom Kinesis Source in SAM using the above three artifacts, perform the following steps:

1. Download the Sam-Custom-Extensions.zip to the host where SAM isinstalled (if you haven't doneit in a past
step)

2. Unzip the contents. We will call the unzipped folder $SAM_EXTENSIONS

3. Switch to user streamline:

sudo su streanline

4. Install Artifact 1 (the custom source code) on host’ s local maven repo
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cd $SAM EXTENSI ONS/ cust om sour ce/ ki nesi s/

mvn install:install-file -Dfile=stormkinesis-1.1.0.5.jar \
- Dgr oupl d=or g. apache. storm \

-Dartifactld=stormkinesis \

-Dversion=1.1.0.5 \

- Dpackagi ng=j ar

5. Register the custom source via SAM REST call. Replace SAM_HOST and SAM_PORT.

curl -sS -X POST -i -F \
t opol ogyConponent Bundl e=@onfi g/ ki nesi s- sour ce-t opol ogy- conponent.json -F
\

bundl eJar =@am cust om sour ce- ki nesi s.jar \
htt p:// SAM HOST: SAM PORT/ api / vl/ cat al og/ st r eans/ conponent bundl es/ SOURCE

6. If the registration was successful, you should see a message like the following by the REST response:

HTTP/ 1.1 201 Created

Date: Wed, 03 Jan 2018 20:26: 22 GMTI
Cont ent - Type: application/json

Cont ent - Lengt h: 4569

7. Onthe SAM Application Canvas Palette, you should now see KINESIS source.

Q (#

SOURCE

8. Dragging the kinesis source onto the canvas and double clicking it, you should see the following kinesis dialog.
The dialog properties comes from the topologyComponentBundl e flux config you used to register the custom
source.
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truck_mvents_avro

Registering a Custom Sink in SAM for AWS S3

To register any custom sink in SAM, there are three artifacts you need:

1

Artifact 1: Code for the custom sink using the underlying streaming engine. Since SAM today supports Storm as
the Streaming engine, you can refer to the following artifacts for the custom sink:

« Git Project for Storm S3

e Storm S3 Sink

Artifact 2: Code for mapping the SAM configs to the custom/spout. Refer to the following artifacts for this
mapping code:

* Git Project for SAM Storm S3 Mapping

*  SAM S3 Flux Mapping Class

Artifact 3: Flux mapping file to map the SAM config to the S3 Sink. Refer to the following artifacts

*  SAM S3 Flux Mapping Config

To register the custom S3 Sink in SAM using the above three artifacts, perform the following steps:

1

2.

Download the Sam-Custom-Extensions.zip to the host where SAM isinstalled (if you haven't doneit in a past
step).
Unzip the contents. We will call the unzipped folder $SSAM_EXTENSIONS.
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https://github.com/georgevetticaden/storm-aws-integration/blob/master/storm-s3/src/main/java/hortonworks/storm/aws/s3/bolt/S3Bolt.java
https://github.com/georgevetticaden/sam-custom-extensions/tree/master/sam-custom-sink-s3
https://github.com/georgevetticaden/sam-custom-extensions/blob/master/sam-custom-sink-s3/src/main/java/hortonworks/hdf/sam/custom/bolt/s3/S3BoltFluxComponent.java
https://github.com/georgevetticaden/sam-custom-extensions/blob/master/sam-custom-sink-s3/src/main/resources/s3-sink-topology-component.json
https://drive.google.com/file/d/1CNYcfT0yoBHbsjziikzO_W2lN3Lrtas3/view
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3. Switch to user streamline.

sudo su streanline

4. Install Artifact 1 (the custom sink/bolt code) on host’s local maven repo.

cd $SAM EXTENSI ONS/ cust omt si nk/ s3

mvn install:install-file \

-Dfil e=storm s3-0. 0. 1- SNAPSHOT. j ar \
- Dgr oupl d=hor t onwor ks. st orm aws \
-Dartifactld=storms3 \

- Dver si on=0. 0. 1- SNAPSHOT \

- Dpackagi ng=j ar

5. Register the custom sink via SAM REST call. Replace SAM_HOST and SAM_PORT.
curl -sS -X POST -i -F \
t opol ogyConponent Bundl e=@onfi g/ s3- si nk-t opol ogy- conponent . json -F \

bundl eJar =@am cust om si nk-s3.jar \
htt p: // SAM HOST: SAM PORT/ api / v1/ cat al og/ st r eans/ conponent bundl es/ SI NK

6. Onthe SAP App Canvas Palette, you should now see S3 sink.

7. Dragging the S3 sink onto the canvas and double clicking it, you should see the following s3 dialog. The dialog
properties comes from the topologyComponentBundle flux config you used to register the custom sink.
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S3

REQUIRED OPTIONAL MNOTES

Input

US_WEST_2 -

Cancel m

Implementing the SAM App with Kinesis Source and S3 Sink

Now that we have registered teh custom Kinesis and S3 sources and sink, we can now build the streaming application
in SAM to implement the cloud use case requirements.

Procedure

1. Clone thetrucking reference application.
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streaming-ref-a... :
¥ Refresh
# Edit
D [C] Clone
" " Export
@ Delete
0.0 0.0k 0 0 ]

2. Rename the clone app to streaming-ref-app-advanced-cloud
3. Delete the Kafka sources and druid sinks from the SAM App

4. Add Kinesis sources for the deleted the Kafka Topics. Make sure to create the create the kinesis streams in AWS
with the same names as the schemas you defined SAM’s SR. Y ou you will need to reevaluate the config for other
components that are marked as yellow.

TruckGeoEvent TruckSpeedEvents

REQUIRED OPTIONAL NOTES REQUIRED OPTIONAL NOTES

Output

Output
e e US_WEST_2

US_WEST_2

LATEST
LATEST

5. Add S3 sink for the deleted druid sinks. Make sure to create the S3 bucketsin AWS. If you can't connect to the S3
from the Round projection, try deleting the Round projection, adding it back in and then connecting it to the S3.

6. Remove any HDFS or HBase Sinks that you have in the app.

Results

The SAM App should look like the following:
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Using Kinesis
instead of Kafka

Last Change:43s ago  Version CURRENT  Mode: [T

Y, DriverivgS... 4g o g isDriverSp... ¢, @ Round re—lpe B 53-Speedin
oY) Drive Py — ersp. L= il B, S35 .
- TruckGeov )
pe >+ JOIN 01 ba——pe ® EventType ol ﬂ
B ENRICH-HR
TruckSpeed —>e 24 o1be o]
= = = instead of Druid
. Spli ]
> Z;I ENRICH-Tim. 01 po——t=ipo D JOIN-ENRIC 01 he—tpe ;‘ﬁ NORMALIZE-.. 4 o) pe.

Lye gi ENRICH-WEA..q g7 )

o @ 5 Prediction

Using 83 . S
insead of O L)

Stream Oper ations
The Stream Operation view provides management of the stream applications, including the following:

» Application life cycle management: start, stop, edit, delete
e Application performance metrics

» Troubleshooting, debugging

» Exporting and importing applications

My Applications View
Once a stream application has been deployed, the Stream Operations displays operational views of the application.
One of these viewsis called My Application dashboard.

To access the application dashboard in SAM, click My Application tab (the hierarchy icon). The dashboard displays
all applications built using Streaming Analytics Manager.

Each stream application is represented by an application tile. Hovering over the application tile displays status,
metrics, and actions you can perform on the stream application.
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My Applications

& My Application

@ Dashboard TruckersWin

[® Schema Registry

Application Performance Monitoring

h by name Q Sort: Last Updated = E

Trucking-10T-Stream-Analytics Connected-Airport

0 L9 3.8

30 3

Streaming-Fraud-Detection

CyberAnalytics

To view application performance metrics (APM) for the application, click the application name on the application

tile.

The following diagram describes elements of the APM view.

My Applications / View: |0T-Trucking-Ref-App
The environment

IOT-Trucking-Ref-Ap{] &) | 4— 1© which your app
is deployed

Link to Ambari Storm View for
more detailed metrics

Last Change:9h 28m 19sago  Version: CURRENT »

Schema

EMITTED TRANSFERRED

0

CAPACITY LATENCY ERRORS
0 % 0 sec 0

Input

WORKERS

3

EXECUTORS

21

driverid
WTEGER

driverName
STRING

route

Record (I0T-Trucking-Ref-App)

Input/Output

STRING

speed_AVG
oousLe

}

Acked Tuples

820 s os30

Failed Tuples

§n TrUckGEOEY... ¢ gy b e L DriverAvgs, o1he—pe ¥0 Speed 010 ejpe @ TTansformR.. g4,
v e S JOIN 015 s— e ® o FilterByEv. s Output
= . g Truckspeed... 47y § : » Violation-
ey streaming o5 o1 driverld
Bl o g ENRICHHR 1 I
performance split 3 J driverName
e a1k e S -
metrics . . % ENRICH-TiM.. ¢ g7 ) o po v JOINT Sl
. route
. % ENRICH-WEA..q 1) b S
. speed_AVG
oousLe
speed_AVG_Round
Metrics powered by LonG
. ) Ambari Metrics . R
COMPONENT FILTEF X w DATE/TIME RANGE FILTER: 2017-06-05 20:02:31 - 2017-06-05 20:32:31

Hover over any
component to
see its
associated
schema

Exporting and Importing Stream Applications

Service pool and environment abstractions combined with import and export capabilities allow you to move a stream
application from one environment to another. This task provides instructions about importing a stream application
that was exported in JSON format.
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About thistask

To export a stream application, click the Export icon on the My Application dashboard. This downloads a JSON file
that represents your streaming application.

Trucking-10T-St...

= Refresh
U S Edit
0 [C] Clone

[ Export

Procedure

1. Click onthe+iconin My Applications View and select import application:

Mew Application

Impart Applieation

2. Select the JSON file that you want to import, provide a unique name for the application, and specify which
environment to use.
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Import Stream

SELECT JSON FILE * prt
Choose File | TFUCKing-I0T-Streaming-Analtyics.json
TOPOLOGY NAME

1 Trucking-10T-Streaming-Analtics-App-lmport

i EMVIROMMEMT *

'l DE“I" o

Cancel n
Troubleshooting and Debugging a Stream Application
Once we have deployed the streaming app, common actions performed by users such as DevOps, Devel opers, and
Operations teams are the following:
* Monitoring the Application and troubleshooting and identifying performance issues
» Troubleshooting an application through Log Search
« Troubleshooting an application through Sampling
SAM makes performing these tasks easier by using the same visual approach as users have when developing the
application. We will walk through these common use cases in the below sections.
Monitoring SAM Appsand I dentifying Perfor mance I ssues
After deploying SAM and running the test generator for about 30 mins, your Storm Operation Mode of the app
renders important metrics within each component on the canvas like below.
All Components ~ Log: None  Sampling: 0% = Mode: METRICS = SAMPLE 2 © 10 minutes ~ e °
¥ Dmeriugs P ® g isDAverSp.. | @ Round . Alerts Spe. . Q
Seo Overview Metrics Directiyonthe | s i1 55 s smo| - mess 5n o e | masii i me | i i e -
SAM App within each Component Lo re Samir; toghes e Lag tene Samving Lagone Samping
. %‘ ENRICH-HR
§e TnickSpeed - : B ettt > JOINENRLC. . ,‘" B NoRMALIZE o | ofs Predict

qor
0 22
) ENRICHWEA .

66 07u 06 0 22

All Components ~  Emited 3 Acked 3 Latency A S Show Metrics A

94k 00k 99k -0.0m 34.0sec +154sec
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You can click on Show Metrics to get more details on the metrics and drill down on individual metrics. Note the
detailed level metrics for All Components, TruckGeoEvent K afka source, and Dashboar d-Predictions Druid Sink.

Emitted M Acked M Latency A Falled  Workers Executors

94k 00k 99k 00m 34.0sec +154sc 00 3 19 il obon s
Input/Output
-lttckz-d Tuples
Failed Tuples
Queue
Latency
Emitted M  Acked M Latency A Falled  Workers Executors lid ots "

94k ook 99k -00m 34.0sec +154sec 0 0 3 19

Input/Output

Acked Tuples

Failed Tuples

Queue

Latency
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Emitted M Acked M Process Latency M Execute Latency M Failed

Dashboard-Predictions 730.0 2900 350.0 1600 9.4ms -5087ms 1.5mMs -1.4ms 0o

Druid

Workers Executors

19 Hide Metrics v

Input/Output

Acked Tuples

Failed Tuples

Process Latency

Execute Latency

Key metrics include the following:

Metric Name Description

Execute Latency The average time it takes an event to be processed by a given
component

Process Latency The average time it takes an event to be acked. Bolts that join,

aggregate or batch may not Ack atuple until a number of other Tuples
have been received

Complete Latency How much time an event from source takes to be fully processed and
acked by the topology. This metricsis only available for sources (e.g.:
Kafka Source)

Emitted The number of events emitted for the given time period. For example,
for aKafka Source, it is the number of events consumed for the given
time period

Acked The number of events acked for the given time period. For example, for
aKafka Source, it is the number of events consumed and then acked.

I dentifying Throughput Bottlenecks

Looking through the metrics the Source and Sink metrics, we want to increase the throughput such that we emit/
consume more events from the Kafka Topic and send more eventsto Druid sink over time. We make some changes to
the app to increase throughput.

Increase the parallelism of TruckGeoEvent (kafkatopic: truck_events avro) and TruckSpeedEvent (kafka topic:
truck_speed_events avro) from 1 to 3. Note that each of these kafka topics have three partitions.
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he TruckGeoEv.] 4 haph—

20 TruckSpeed.. 03 bp—

Increase the parallelism of the Join from 1 to 3. Since the join is grouped by driverld, we can configure the connection
to use fields grouping to send all events with driverld to the same instance of the Join.

( Configure each
connection to do a group
by driverld so that all
events with the same
driverld go to the same
%2 TruckGeoBv... 4g3pe— instance of the Join GROUPING*

s S B K U N e e o FIELDS -

> [}
SELECT FIELDS*
......................................... .

o TruckSpeed... 4 2pe

Increase the parallelism of the DriverAvgSpeed aggregate window from 1 to 3. Since the window groups by
driverld,driverName and route, we can configure the connection to use fields grouping to send all events with those
field values to the same instance of the window.

e ™y
-pe ‘_\_‘ DriverAvgs... 0z He-
'
i GROUPING*
i FIELDS -
:
N el SELECT FIELDS*
A i

Increase the parallelism of the Dashboard-Predictions Druid sink from 1 to 3 so we can have multiple VM instances
of Druid writing to the cube.
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Dashboard-...| 4 g3 p

After making these changes, we re-deploy the app using SAM and run the data generator for about 15 minutes and
view seeing the following metrics.

SAM'’ s overview and detailed metrics makesit very easy to verify if the performance changes we made had the
desired effect.

My

s / View: g-ref-app-advanced_AUTOCREATED

All Components  Log: None  Sampling: 0% «

Emitted A

Acked A Latency 3 Foiled  Workers  Executors

B ERCHIEA. oy,

! ] ..

20 1201320 67
Lag e sunpang

5 DriverAvgs o ® o isDriversp wn| @ Round o Alerts-Spe. o a
e P oo e a
14 160 06 0 swo 19 00, 60 0 170 17, 04 0620 1600 13 56 1726 1100
o s - - gt .
fo TkGOOEY.. ¢,
| Stream: rufe_wransform_st. g ENRCH R o
2 Grousing:FIELDS
w Zelo 2 > o o | o Eueninype S
= i & 2 Teu T80 e
o Soraig
2 44 00s 0 15 22 03 030 76
T o —— cgroe  sumng
g e do3p e JOINENRIC con | BHNORMALZE.. (o) | g Predict <ony | ®w Prediction o
B N T .
>
15 i6s 0 72 . .
a Seit s 61.00-0 20 2 14 1600 68 | 2. 04. 050 68 | 15 01 02.0 6
CL e 20 95 9220 68 | towem sargreon [ oo rampn i | tog e .
Lye togsee sovgrg
2 02 020 63

Dashboard: P
.

26 95, 23. 0 13

mponents « 0.3m s

6m_0.3m +sak20.1sec_40655ms 0 0

Throughput mprovementsfor the Kafka Source
The below is the before and after metrics for the TruckGeoEvent Kafka Sink:

Input/Output

BEFORE

%3 TruckGeoEv.

L]
Log: None Sampling: 0

Emitted M Acked M
5.1k 11k 2.5k

Complete Latency Executors

Falled  Workers
5000 24.2sec +22sc 00 3

By increasing parallelism
from 1 to 3, we see
substantial increase in
throughput with respect to
events consumed (emitted)
and acked

Acked Tuples

After

§€ TruckGeoEv.
L]
236.0- 0

Log:None Sampling: 0

Emitted A Acked A Executars,

15k 3 7.4k #1

Comglete Latency A Falled  Workers
# 23.6sec s1sc 00 6

Failed Tuples

Complete Latency

The below is the before and after metrics for the Dashboard-Predictions Druid Sink:
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BEFORE

= Dashboard-...
»
730.0 [9.4n: 1.50- 0 350.0)
Log: Nane SapTy

Emitted S
730.0 2900

warkers

Predictions - Acked 3 Process
EAEH LT 350.0 1600 9.4ms

Executors
19

input/Output

By increasing parallelism
from 1 to 3, we see
substantial increase in
throughput of the events
written to Druid

S ExecuteLatency M Failed
s 1.5ms -1.ams 00

Acked Tuples

Dashboard-Predictions -

Input/Output

After

Dashboard-..

Emined A Acked A Process Latency M Execute Latency A Failed
2.6k s2000k 1.3k +2200 9.5ms -8633ms  2.3mMs +02ms 0
Workers
[

Executors
33

Failed Tuples

Acked Tuples

Failed Tuples

xecute Latency

I dentifying Processor Perfor mance Bottlenecks

In this scenario, we identify a custom processor that has high latency. After running the data simulator for 30 mins,
we view the Overview Metrics of the topology.

My Applications / View: streaming-ref-app-advanced_AUTOCREATED-normalize-delay

All Components  Log: None  Sampling: 0%

& TekGeoR. (g5,

34 463 0 5700
3 Horw srving

>+ JON s
. P

39 45. 00. 0 26

&4 EventType o

a9. 05. 05.0 16

Lo sunpin: Log o i

g Truckspeed g,

27 499 0 4000

All Components - Emitted  Acked Latency Failed  Workers

3" DriverAvgs o 0. isDriverSp.

e

[ s

Mode: [T METRICS  SAMPLE

o @ Round

—e —pe

3200 43 00-. 0 1600 2400 00 00 0 00
o 0% o ove smping.c g wene

B ENRICHHR (o

45 1861540 15

B ENRICHTim o

L6 181 166

sy
g somn
B ENRICHWEA.. (1)

a2 14170 15

Executors

400 00 00 0 00

o JOINENRIC

98 63. 00. 0 42

o Alerts-Spe qo3h

> Q
3300 00, 00 0 00

<o |[EB NORVALEZE- (1} g Predict <o | & Preciction awr
ol -

8000 20-c 20 0 2400
sameng o | | o o Sampang

960.0 397 11 0 3400 | 7900 06w 05w 0 3200
Log vane samging 12| tog v samping o

Dashboard o

1600 360 430 0 1600

45k 2549k 49k _51.4sec Sissec 00

Scanning over the metrics, we see that the NORMALIZE-MODEL-FEATURES custom processor has high execute
latency of 2 seconds. This means that over the last 30 minutes the average time an event spends in this component is 2

seconds.

A MORMALIZE-...

800.0 2.0-:-

Lag: Mane

2.0:e |0

4101 »
I .

240.0

Sampling: 0%
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After making changes to the custom processor to address the latench, we re-deploy the app via SAM and run the data
generator for about 15 minutes and view seeing the following metrics.

My Applications / View: streaming-ref-app-advanced_AUTOCREATED-normalize-delay

All Components  Log: None  Sampling: 0% »

v [ e swmie 2 oummen- @0
Q

¥ DriverAvoS qorr | e Round PN ) AlertsSpe

«oar | %o isDrivErSD. .

. >e e Q
23 02. 010 1900| 2 00. 000 s00
" Sarin

2 o i 5| Lot samping Lo e
ash

260 1600 0 11

16 73 020 1300
g TruckGeoEw.. ¢

25 403 840 1z
Loy Samging

2 ENRICH-HR .
s il 00l 0 2 e 05 0o 2 ] o1

s —>e

JOIN-ENRIC. - %] NORMALIZE-. fi: Predict ®.g Prediction
24 360.. 580 13, . Log:Nore Samping Log: Nooe Samping-0% | Log:None ‘Samping 03
R ! .

[—

B ENRCHTIML. gy
e

0 13612400 94
Lo v ssnping v

B ENRICHWEA.. g,
Lse

64 08 07. 0 20
Logie T

SAM'’s overview and detailed metrics makesit very easy to verify if the performance changes we made had the
desired effect.

Latency |mprovements
The below isthe before and after metrics for the NORMALIZE-MODEL-FEATURES custom processor.

BEFORE ‘ ‘ AFTER

| NORMALIZE-.. ¢y, After refactoring the custom B2 NORMALIZE-.. 0,
& norl pr we see I y : 1ALIZ
» fed @ decrease substantially which y . - .
correlates to increased throughput L ter
800.0 2.0:c| 2.0:c [0 240.0 (emitted and acked increases) 8 11250{ 114770
Log: None Sampling: 0%

EATURES-DELAY - Emitted Acked Process Latency
. | 800. Osee

92
) 240.0 2400 2.0sec 2 RES-DELA

Failed  Warkers

ec 00

Emited M Acked A Process Latency M

28k« 9.2k +sax 112.5ms
[—

114.7ms 1s8ams 0

Hide Metrics v

Acked Tuples

Failed Tuples

Failed Tuple

Process Latency

Execute Latency

In the metric details view, the graphs provides an easy way to compare metrics before and after the code change.
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Custom

The time before code
change was done:
1/23/18 12:31:30

Input/Output

Acke:| =0utput 440

£#1/23/2018

©12:31:30PM

~Acked 140,
Failed Tuples

£1/23/2018
©12:31:30 PM
il Gn
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8 1/23/2018
©12:31:30PM

Events being il

queued up
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4 1/23/2018
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Execule Latency
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Execute
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NORMALIZE-MODEL-FEATURES-DELA

Custom

The time after the app was
ployed with up

custom processor:
1/23/2018 12:38

Acked Tuples

LI

Failed Tuples

Event queue
dropped from
1024 to0 1

Process Latency

Execute Latency

Execute time
dropped from
2secto2ms

NORMALIZE-MODEL-FEATURES-DELAY «

Acked A Process Latency

9.2k +8.4k 112.5ms -1892.5ms
Failed
0o

Emitted A
28k +286k
Execute Latency M

114.7ms -1888.3ms

Workers

6 33

Hide Metrics v

Emitted A
28k +26k
Execute Latency M

114.7ms -1888.3ms

Acked A Process Latency 3

9.2k +84k 112.5ms -1892.5ms
Failed
0o

lorkers

33

Hide Metrics v
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input 130 | —

—Output 410
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' Acked 130 —

£ 1/23/2018
©12:38:00 PM
' Failed 0 —
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©12:38:00 PM
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You can aso select the Metrics tab to validate the performance improvement.
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My Applications / View: streaming-ref-app-advanced_AUTQCREATED-normalize-delay

All Components  Log: None  Sampling: 0% « Mode: | oveRviEw SAMPLE 2 @4omintes - g c
¥ Oriveravgs. o) | # g IsDriversp. o 3 Round o Alerts-Spe -
— @
26 16 00 0 a
TruckGeaE {- . n > | >
S JC vp o |2 - 1og

24| ENRICH-HR

Log: Samping: . pe | . JOIN-ENRIC... o 8 NORMALIZE- Predict ® , Prediction
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m Split . 02 59.c 00w 0 76 28 11250 11470 0 27 25 05 0 &% | 19 02~ 01w 0 85

—>e |

B ENRICH Tim
]

<<<<<<

If you zoom in on the NORMALIZE-MODEL-FEATURES component, you will see that after the code changeis
made, throughput increases and the wait drops to O.

27| NORMALIZE-.. o

28 112.5x: 114.7m: 0

o 9.2 )

INPUTfCUTEUT

_\\ Ili—-—u I S N N

ACKED B
—| [ WY L LT L

HUELE

The time when app —|
was m-repluyed S AL
with changes

Debugging an Application through Distributed L og Sear ch

In adistributed system, searching for logs on different hosts for different components can be extremely tedious and
time consuming. With SAM, all the application logs are indexed via the Ambari Log Search Server via Solr. SAM

makes it easy to drill into and search for logs for specific components directly from the DAG view. Follow the below
steps to use distributed log search:
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Procedure
1. ToenableLog Searchin SAM, perform the following actionsin Ambari.

a. In Ambari, select the Log Search service and select ‘Log Search UI’ from Quick Links.
b. Select thefilter icon on the top right menu.
c. For the storm_worker component, configure the filter like the following and click Save.

Log Feeder Log Levels Filter

Components Override FATAL ERROR WARN INFO . ~| TRACE

storm_worker .

2. In SAM, you can dynamically change the logging level. For example, in SAM view mode of an application, click
onthe Log link, select the log level and the duration you want that log level.

Select Log Link

All Components L{)g:‘lnfcr Sampling: 0% =

LOG LEVEL

Select Log Level
TRACE DEBUG WARN ERROR
DURATION
ol i
s | 10s | 185 | 30s | 1m i~ Select Log Duration

SAMPLING PERCEMTAGE eevween o To 100 oMLy

0

I = JUIN
3. Then click on the component you want to search logs for and under Actions select Logs.

100



Hortonworks Streaming Analytics Manager

Creating a Streaming Analytics Application with SAM

Select the component you
want to search logs for

JOIN-ENRIC... 4 NORMALIZE-... - Predict ® g Prediction
> JoI «wn | E4 NOHMALLL oy | ofE e o | Ge TE 03
- Exeeite acked @ En | L LA | Exe - xecute Fa i 4

520 59 0.0m= 0 22 22 1.4 1.0m: 0 7.4. 22 0.2 0.2m: 0 7.3 16 0.0 0.0 0 7.4
Log: INFO Sampling: 0% | | Loge INFO Log: INFO Sampling: 0% | Log: INFO Sampling: 0%

SAMPLING PERCENTAGE eerween oo 100 ouLy Actions

View Logs
0
Click View Logs

4. Thisbrings you to the Log Search page where you can search by component (s), log level(s) and search for strings

using wildcard notation.

My Applications / View: streaming-ref-app-advanced_AUTOCREATED-normalize-delay / Log Search

COMPONENT

*  NORMALIZE-MODEL-FEATU

LOG LEVEL

SEARCH
Search @ 3 hours ~ n
Date/Time Log Level Component Name Log Message [- 24
3 hours ago =3 NORMALIZE- Preparing bolt 52-NORMALIZE-MODEL-FEATURES-DELAY:(31)
MODEL-
FEATURES-DELAY
3hoursage  [IED NORMALIZE- Initialzing FeatureNormalization processor
MODEL-
FEATURES-DELAY
3 hours ago [ inro | NORMALIZE- Configured Delay timeout is {new): 2
MODEL-
FEATURES-DELAY
3 hours ago [ inrFo | NORMALIZE- Finished Initialzing FeatureNormalization processor
MODEL-
FEATURES-DELAY
3 hours ago m NORMALIZE- Prepared bolt 52-NORMALIZE-MODEL-FEATURES-DELAY:(31)
MODEL-
FEATURES-DELAY
3 hours ago =2 NORMALIZE- About to do feature normalization event: StreamlineEvent{*dataSourceld”"'multiple sources’ fieldsAndValues"{"ev
MODEL- entTime""2018-01-23 18:11:11.179" eventSource":"truck_geo_event""truck|d":84, driverid":1 5, driverName”:" Joe Ni
FEATURES-DELAY emiec” 'routeld™:6, route™ " Memphis to Little Rock” eventType":"Normal","latitude":35.19,"longitude":-90.04 correlati
onld"1,'geoAddress""No Address Available”,'speed™67,'splitJoinValue':1516731071179,'week "4, driverCertificatio
n":"Y" driverWagePlan""hours",'driverFatigueByHours":"51" driverFatigueByMiles":"2701",'Model_Feature_FoggyWe
ather":0.0,'Model_Feature_RainyWeather":0.0,'Model_Feature_WindyWeather":1.0"eventTimeLong":151673107117
9}"auxiliaryFieldsAndValues".{},'header".{"sourceComponentName":"JOIN-ENRICHMENTS" rootlds":['4a149dff-57
1-4666-aded-e046ab3bb2f8" 7feed3d0-6b40-4e68-ac3a-cec94e040a9b"] parentlds"["688aaa8 1-2375-4f3c-afB6-1
2772¢675219"'e9abe1e7-17fd-4ae3-ba99-6180405d7806",'318ffe99-00a5-4bf4-936b-b2f91e6613757]}id""901b2
cb0-1524-46de-8993-14fdf230abe5","sourceStream™"default"}
Hide
3 hours ago [ nFo | NORMALIZE- Normalized Feautres are: {Model_Feature_FatigueByHours=0.51, Model_Feature_FatigueByMiles=2.701, Model_Fe
MODEL- ature_Certification=1, Model_Feature_WagePlan=0}

FEATURES-DELAY
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Debugging an Application through Sampling
For troubleshooting, a convenient tool isto turn on sampling for a component or for the entire topology based on a

sample percentage. Sampling allows you to log the emitted values of a component in the SAM App.
Procedure
1. ToenableLog Searchin SAM, perform the following actionsin Ambari.

a. In Ambari, select the Log Search service and select ‘Log Search UI’ from Quick Links.
b. Select thefilter icon on the top right menu.
c. For the storm_worker_event component, configure the filter like the following and click Save.

Log Feeder Log Levels Filter

Components Override FATAL ERROR WARN INFO o 1 TRACE

storm_worker_event 8

2. In SAM view mode of the App, click on the component you want to turn on sampling for and enter a sampling

percentage.
"f TruckGeokv... 44
&> .
®
17 33.6 0 8.1
Log: Mone Sampding: 0%
SAMPLING PERCENTAGE meTweEM 0 TO 100 ONLY Actions 03
_ View Logs
10 : Dizable
_— - e )

Log: Mane Samping: [

3. Clickthe'SAMPLE' Tab.

Mode: EaYZUSVE METRICS EETANIZNS

—

4. Usethe Sample Search Ul to search for different events that were logged.
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X 2018-01-23 14:54:08 - 2018-01-23 15:24:08 @ 30 minutes ~

Seart feaders, Aux Key Values Q Search by Event Id, Root Id, Parent Id Q
|ERE +
B minutes TruckGeoEvent  “{eventTime=2018-01-23 21:21:13.616, eventTimeLong=1516742473616, eventSource=truck_geo_event, truckld=14, driverid=13, driverName=Suresh Srinivas,
ago routeld=2, route=Memphis to Little Rock, eventType=Lane Departure, latitude=34 8, longitude=-92.09, comelationld=1, geoAddress=No Address Available}’
B minutes TruckGeoEvent  “{eventTime=2018-01-23 21:21:20.486, eveniTimeLong=1516742480486, eventSource=truck_gec_event, truckld=106, driverld=11, driverName=_Jamie Engesse
ago r, reuteld=12, route=Springfield to KG Via Hanibal, event Type=Mormal, |atitude=39.78, longitude=-93.13, comrelationid=1, geoAddress=No Address Available}
B minutes TruckGeoEvert  “{eventTime=2018-01-23 21:21:30.056, evertTimeLong=1516742490056, eventSource=tnuck_geo_event, truckld=56, driverid=10, driverName=George Vetticad
ago en, routeld=0, route=Peoria to Ceder Rapids Route 2, eventType=Normal, latitude=42.23, longitwde=-91.78, comelationld=1, geoAddress=No Address Availabl
e}’
B minutes TruckGeoEvent  “(eveniTime=2018-01-23 21:21:31.546, eventTimeLong=1516742491 546, eventSource=truck_geo_event, truckld=101, driverld=21, driverName=Ajay Singh, rou
ago teld=5, route=Memphis to Little Rock Route 2, eventTypesMormal, latitude=34.78, longitude=-92.31, correlationld=1, geoAddress=No Address Available)”
7 minutes TruckGeoEvent  “{eveniTime=2018-01-23 21:21:42.586, eveniTimeLong=1516742502586, eventSource=truck_geo_event, truckld=104, driverid=14, driverName=Paul Codding, r
ago outeld=3, route=Joplin to Kansas City Route 2 eventType=Normal, latitude=37 31, longitude=-94.31, correlationid=1, geoAddress=No Address Available)
T minutes TruckGeoEvent  “{eventTime=2018-01-23 21:21:45.086, eventTimeLon 16742505086, eventSource: k_geo_svent, truckld=38, driverid=26, driverName=Don Hilbem, rou
ago teld=1, route=Saint Louis to Memphis, eveniType=Normal, latitude=38 43, longitude=-90.35, correlationld=1, geoAddress=No Address Available)”
7 minutes TruckGeoEvent  “{eventTime=2018-01-23 21:21:48,166, eventTimaLong=1516742508166, eventSource=truck_geo_avent, truckld=6d, driverid=28, driverName=Michael Aube, r
ago outeld=10, route=Joplin to Kansas City, eventType=Mormal, [atitude=37 &6, longitude=-34.3, correlationld=1, geoAddress=No Address Avallable}”
7 minutes TruckGeoEvert  “{eventTime=2018-01-23 21:21:57.636, eveniTimeLong=1516742517636, eventSource=tnuck_geo_event, truckld=92, driverid=22, driverName=Chris Harris, rou
ago teld=7, route=Saint Louis to Chicago, eventType=Normal, latitude=38.65, longitude=-90.2, correlationld=1, geoAddress=MNo Address Available)®
7 minutes TruckGeoEvent  “(evenTime=2018-01-23 21:21:58.666, eventTimeLong=1516742518666, eventSource=truck_geo_event, truc 9, driverName=Mark Lochbihler,
ago routeld=10, route=Springfield to KC Via Hanibal Route Z, eventType=Normal, latitude=39 71, longitude=-92 07, comelationld=1, geoAddress=No Address Availa
ble)

Spark Streaming

Information on how to create a Streaming Analytics Application with Spark Streaming is under development and will

be available after the HDF 3.2.0 release is complete.

Running the Stream Simulator

Now that you have developed and deployed the NiFi Flow Application and the Stream Analytics Application, you can

run adata simulator that generates truck geo events and sensor events for the apps to process.

About thistask

To generate the raw truck events serialized into Avro objects using the Schema registry and publish them into the raw

Kafkatopics, do the following:

Procedure
1. Download the Data-L oader.

2. Unzip the Data Loader file and copy it to the cluster. Lets call the directory to which you unzipped the file as

$DATA_LOADER_HOME.
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3. Changeinto the Data Loader directory:

cd $DATA LOADER HOME

4. Untar the route.tar.gz file:

tar -zxvf $DATA LOADER HOVE/routes.tar.gz

5. Open thefile startTruckGenerators.sh and make the following changes:

a. Modify the kafkaBrokers value based on your cluster

b. If your cluster is not secure, set the value of SECURE_MODE to NONSECURE and set JAAS CONFIG to an
empty space

c. Setthevaue of ROUTES LOCATION to the location where you untar the routes in step 4 and then (e.g:
$DATA_LOADER_HOME/routes/midwest)

6. Run the simulator/data generator:

./ start TruckGenerat ors. sh

Results

Y ou should see events being sent to the gateway kafkatopics. NiFi should consume the events, enrich them, and then
push them into the syndicate topics. SAM, Spark Streaming and other apps should consume from these syndicate
topics

Managing Kafka with Streams M essaging M anager

SMM Overview

A key part of this streaming application has been the use of Kafka which powersthe IOT Gateway and the
Syndication Services. In this architecture, Kafkais everywhere.

Kafka is Everywhere. Critical Component of Streaming Architectures

_____ Kafka Producers  Kafka Topics Kafka Consumers & Producers Kafka Topics Kafka Consumers
Data Collection i 10T Ingest Gateway i Data Flow Apps Data Syndication ! i Subcribing
at the Edge | Powered by Kafka | Powered by NiFi Services Powered by E | Streaming Analytics
b
US West Fleet %

Analytics App 1

Sparl
STRUCTURED
STREAMING

NI Truck sensors
3 Agent
m\mﬂ.,&

US Central Fleet

Analytics App 2

i Kafialiopis H Analytics App 3
il - §8Kaﬂ<a Streams

Agent

Analytics App 5

gk ' Analytics App 4
%che Flink
h |
. I n
i |
'

=

Azure Stream
Analytics

a2
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Asaresult, it becomes critical to be able to monitor and understand what is going on in the cluster to cure the
Kafka blindness. To accomplish this, we will use Hortonworks Streams M essaging Manager to monitor the Kafka
components of this reference application.

I nstalling DataPlane Streams M essaging M anager

Follow the SMIM Installation documentation to install SMM which requires DataPlane Service (DPS) platform as well
as certain prerequisites required on the HDP/HDF cluster where Kafkais running.

Enabling Reference Application Cluster for SMM

After installing DPS with the SMM application, you need to register the cluster you have created for the trucking
reference application. The below steps walks you through this registration process.

Procedure
1. Log into DataPlane that was installed and click Add Cluster.
' DATAPLANE ADMIN Admin ' Clusters &

& Clusters +

& Users

S8 Services

43 Settings

Register the HDP/HDF
cluster that was created
for the trucking app. Once
registered in DPS, you can
then enable DPS apps like
SMM for that cluster.

Clusrers e

. chicagostreamcluster Chicago, United States of America Chicago Data Center - Green Truck Company 7

2. Provide Ambari endpoint and details for the HDP/HDF cluster that is being added to DataPlane.
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3 DATAPLANE ADMIN Admin / Clusters / Add

1]

Add Your Cluster

& Clusters

Services

£+ settings

Ambari URL @"

Cluster Name
orlandostreamcluster

IP Address
172.26.254.66

Services

% All Services

Ambari and Cluster Services behind Knox Gateway @

Please add Ambari managed cluster to DataPlane. DataPlane will auto-discover cluster information such as the cluster name, active services & important metrics running

Validate the SSL certificate and only allow trusted

© HVE © HDFS © ATLAS © ZOOKEEPER @ KAFKA

Step 1

Provide Ambari
endpoint for cluster

Step 2
DP will discover the
services running on
cluster

© Datalake

Cluster Location”
Data Center”

Tags

Description
DataPlane Version 1.2 Description

Orlando, Florida, United States of America

Orlando Data Center - Green Truck Company|

Step 3

Enter details of the
cluster being added

3. After the cluster has been added, go to the cluster details page and enable the SMM application.

Admin / Clusters / Details

orlandostreamcluster

LOCATION DATA GENTER
Orlando, United States of Orlando Data Center -
erica Green Truck Company

INFORMATION

Description

Connectivity
® Reachable

DataNodes
®3 @0

NodeManagers
®3 @0 -

SERVICES

Security Type
KERBEROS

NameNode Heap Size

125 MB/1004 MB

57 MB/911 MB

CLUSTER VERSION

Services

Do you want

12.49%

ResourceManager Heap Size

6.21%

NODES TAGS REGISTERED AT
16/16 Thu Aug 02 2018

Cluster Services

ATLAS

HDFS

KAFKA

RANGER

o
o
ble Streams Messaging Manager on cluster orlandostreameluster? ® HIVE
o
o
HDFS Disk Space °

o |
STREAMS MESSAGING

25.71% MANAGER

61 GB/237 GB
© ZOOKEEPER

ResourceManager
2 days

Click Enable and
Confirm enabling of
the SMM App

Show All Services

corresponding service.

@  Enable DPS Services that can access and manage your cluster. Below are the services that are available in DataPlane. Click on Enable against a se

r associating this cluster to the

@ ® STREAMS MESSAGING MANAGER

4. Oncethe SMM app is enabled, you should see the SMM Icon from the app picker. Click on the SMM App to start

\

monitoring the Kafka brokers in the cluster you registered.

REGISTERED BY

0.7.0.3.0
31.0

30030
1.0.0.3.0
1.00.3.0

1.00

3.4.9.3.0
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Details

. Admin / Clusters
’ﬂ\
v
dmin

DATA CENTER CLUSTER VERSION NODES TAGS REGISTERED AT REGISTERED BY
Orlando Data Center - HDP-3.0 16/16 Thu Aug 02 2018 gvetticaden
Green Truck Company
DataPlane Streams
Admi Messaging
Manager
After the App has
been enabled, user Cluster Services
should see SMM © ATAs 07050
Description Appin theapp
picker list. Select it © HDFS 310
© HIVE 3.0.030
Connectivity Security Type No of Services
@ Reachable KERBEROS 26 © KAFKA 1.0.03.0
© RANGER 1.0.0.3.0
DataNodes NameNode Heap Size HDFS Disk Space © STREAMS MESSAGING 100
- 12.49% — 25.71% MANAGER
®3 00
125 MB/1004 MB 61 GB/237 GB
© ZOOKEEPER 34930
NodeManagers ResourceManager Heap Size ResourceManager Uptime
e300 - s. 2 days
57 MB/911 MB
SERVICES Show All Services
@ Enade can access and manage your cluster. Below are the services that are available in DataPlane. Click on Enable against a service for associating this clus

'*E ® STREAMS MESSAGING MANAGER

5.

ENABLED

In the SMM App, every HDP/HDF cluster you enabled with SMM shows up in the cluster dropdown. Hence, a

single SMM App can monitor multiple clusters. Select the cluster you want to monitor.

Qverview

STREAMS
NI"‘» SAGING

@ Overview Brokers

BROKERS (5)

TOPICS (27)

Producers (71)

cal-event-colle

Monitoring Kafka with SMM

PASSIVE ©) | ALL ° syndicate-transmission 641 k‘ 10KB
n eu-i1 37k
ad-optimizer-apy Sk ° syndicate-speed-event-j... 513K‘B 0B
I-event
Air K N -
— " ° syndicate-speed-event-a.. 317K 41MB
r
l-event Sk syndicate-oil i
757KB 0B
f ap) [
I-event .
: ° syndicate-geo-event-json 695}(‘5 OB.
cal-ev
fuel-apps ok -geo- . S
° syndicate-geo-event-avro 397K 39GB
" i6
I-event k
§
udit-apg ok ° syndicate-battery 703KB OB
l-event
! ° syndicate-all-geo-critical ' '
Y 9 “ 26MB 0B

Cluster: orlandostreamcluster » &~
orlandostreamcluster
E\ferlegpl_Ti?;Isll;':tir you [BUBMRE  chicagostreamcluster
enabled wi shows §
up in this cluster selection
box. Pick a cluster to
monitor it D30 minutes ~

Consumer Groups (26)

3k 0 BeAE v PG FAssive )] AL
nifi-truck-sensors-east

1.8k 0 Y B"EABE v nifi-truck-sensors-west
nifi-truck-sen 1

[T con nger_entities_consu. 1

1.8k 3 5eQE v , ‘

3.5k 0 Beas v

1.8k 0 peam v

1.8k 8 neQE v

3.2k 0 neas v

0.1m 0 BneaE v

SMM helps address the operational, management and monitoring needs of Kafka for two distinct teams: the Platform
Operations and the DevOps/ AppDev teams. Each of these teams have a different lens through which they monitor

Kafka and hence have different needs for monitoring Kafka.
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SMM Platform Operations Persona

A Platform Operations user is less concerned about the individual performance for a given consumer and/or producer
application but rather more focused on the Kafka cluster holistically and the infrastructure that it runs on. Some
specific needs, requirements, and questions from a Platform Operator may include the following:

Platform Ops Use Case Description

UseCase 1 | would like asingle platform to monitor al the Kafka clusters within
my organization. | want to be able to quickly switch from one Kafka
cluster to another.

Use Case 2 I would like to get quick current snapshot of my cluster: number of
producers, number of brokers, number of topics, number of consumers.

Use Case 3 Across the entire cluster, which producers are generating the most data
right now?

UseCase 4 Across the entire cluster, which of my consumer groups and consumer
instances are falling behind with respect to reading from atopic or
partition?

UseCase 5 | would like to see a snapshot view of all the Kafka brokersin my

cluster with information including the hosts on which the broker is
running, throughput in, messages in, number of partitions, and number

of replicas.

Use Case 6 Are any of my brokers running hot? Which broker has the highest
throughput in and out rates?

UseCase7 Which topic partitions are on a given Kafka broker?

Use Case 8 Arethere any skewed partitions for a broker? What is the throughput in

and out for a given partition on that broker?

Use Case 9 For a given broker, topic, or partition, which producers are sending
datato it, and which consumer groups are consuming from it.

Use Case 10 View detailed level metrics of abroker across time to see trends and
patterns.
Use Case 11 Whats are host metrics on the host where my broker is running? What

are the other services running on my broker host?

Let'swalk through how SMM can answer these questions for a Platform Operations user:

1. Select the Kafka Cluster you want to monitor with SMM. This takes you to the main dashboard view for that
cluster selected. Thisview gives you a powerful snapshot of the workings of the cluster displaying: total number
of active and inactive producers and consumers, al topics with summary metrics. This view also provides the
ability to filter on four key Kafka entities: producers, brokers, topics, and consumer groups. This addresses
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Use Case 1 which isthe ability for SMM to manage multiple Kafka clusters in the organization and Use Case

The Kafka cluster called
orlandostreamcluser

STREAMS Overview selected Cluster: orlandostreamcluster ~ &~
'Nf" MESSAGING

Producers Brokers Consumer Groups

59 5 26

@ Overview

= Brokers

TOPICS (27)  BROKERS (5) 030 minutes +

Producers (59) o . . : o h Consumer Groups (26)
e . . DATAIN ESIN NSUMEF X
@ Producer SASSIVE (@) | ALL ° syndicate-transmission 647KB 10KB 3K 0 BAQE v PASSIVE () | ALL
=) Consumer Groups nif ’
DATAIN ) ESIN NSUMEF
load-optimize . - . e = ) er-mi
timi ° syndicate-speed-event-... 523KB OB 1.8k 0 QA= v i T
nif uel-micr i
minif . . . - . supply-chain-micr
| ° syndicatespeedevent— 3195 gimB 1.8k 3 BOAR v 1| predtven
) ner
B DATAIN ) ESIN NSUMER GR ditm
° syndicate-oil 779KB 0B 3.6k 0 7nEQE v it-micr
) I k or e-micr
minif djudicati i
DATAIN ] ’ ESIN  CONSUMER GROUPS
. ° syndicate-geo-event-json 703KB 0B 1.8k 0 #AQE v i
‘ analyt t
" o § [ ' T M ESIN NSUMEF ) _ fi nalyt
° syndicate-geo-event-avro A00KB 2968 1.8k g B5AQE v
minif spark-str ing
T fi-truck-sensors-e: 4
DATAIN Y JESSAGES IN NSUMEF ;
inif . 1 Bk ° syndicate-battery 706KB 0B 3.2k 0 "AQE v ke e
) I 48 truck-sen: .
I X . - DATAIN M ESIN NSUMEF
° syndicate-all-geo-critica. 16MB 0B 7ak 0 B"RQAE v
n-apps 4
minifi 4
b DATAIN " ES N NSUMEF ; -
2 wakapps a (@Y supviychain 299MB  530KB  1.4m 1 eam v

2. From the Producers panel on the left hand side of the screen, select the M essages header to sort on
messages sent by all the producersin the system. We see that the Kafka producer called minifi-eu-
i1 isthe most active producer, sending 39K messagesin the last 30 minutes.This addresses Use Case

Nr}- ﬁﬂ GING Overview
Click on Messages to sort
& Overview on messages sent by all
producers in the last 30
mins

Cluster: orlandostreamcluster~ &

Consumer Groups

26

TOPICS (27) *D 30 minutes ¥

NAM
Producers (59)

EEIAGIN PASSIVE (0)

Consumer Groups (26)
° syndicate-transmission 64}KB ‘IVUKB 3kw 0 5@A® v PASSIVE (8) | AL

LL

° syndicate-speed-event-j... 523KB OB 1.8k 0 "EABE v ad-optimizer-micro-se
D el-n T
A Kafka producer called | h 1
minfi-eu-i1 is the most " - ° ATAIN T MESSAGESN —
" " syndicate-speed-event-... neQAE v
active producer sending | al-event 9.8 319KkB 41MB 1.8k 3 " 1
39K messagesinthelast | . . .. e ervi "
30 mins . e ; !
° syndicate-oil 779KB 0B 3.6k 0 "EAE v
pl
X ) fjudicati r
° syndicate-geo-eventjson 703KB 0B 1.8k 0 "EAE v o
analyt n 224
g g . v A T MESSA: IN N Al ” — kafk ams-analytics 24
° syndicate-geo-event-avro 400KB 3968 1.8k g @aD v
ark-s 224
ruck 4
° syndicate-battery 206KB 0B 32k 0 "EQAE v Tifitruck-sensors-we
ruck tral
° syndicate-all-geo-critica.. 16MB 0B 74k 0 "eQE v
okapps k ° supply-chain 209MB  530KE  1.4m 1 Bea® v

3.

3. On the Consumer Groups panel on the right hand side, select the column LAG to sort on consumer group
lag. Thislag is defined as the summation of all consumer instances lag in the consumer group. This addresses

minif

109



Hortonworks Streaming Analytics Manager

Managing Kafka with Streams Messaging Manager

Use Case 4 because we can easily see that we have a consumer group called micro-alert-service that has
alag of 97K over the last 30 minutes which is significantly more than any other consumer group in the

TOPICS (27)  BROKERS (5)

Producers (59)

cluster. :

EEIEEIN PAsSIVE (0) | A

° syndicate-transmission
° syndicate-speed-eventj.
° syndicate-speed-event-..
° syndicate-oil

° syndicate-geo-event-json
° syndicate-geo-event-avro

° syndicate-battery

° syndicate-all-geo-critica..

° supply-chain

647KB

523KB

319KB

779KB

703KB

400KB

706KB

16MB

299MB

10KB
0B
41MB
0B
0B
39GB
oB
o

530KB

3k

1.8k

3.2k
74k

1.4m

Cluster: orlandostreamcluster~ & =

Click on LAG to sort on
consumer lag across all
consumers in the last 30
mins

Consumer Groups (26)

0 BeaE v TN PAssive (8) | A

Consumer group named
= route-micro-service has

0 significantly more lag
(97K) than any another
consumer in the cluster.

3 5@aD v

o neam v

0 =eQd v ;

8 HeQAE v

0 5@AE v

0 - feaE v

e neQm v

4. Click the Brokers tab to see a broker centric view of the dashboard. Y ou can view important
metrics for each broker in the cluster including: hosts the broker is running on, throughput in,
messages in, number of partitions, and number of replicas. Click the THROUGHPUT column to
sort by throughput across all brokers. Y ou can easily see that broker 1001 has the highest rate of
datain over the last 30 minutes: 80K messages totaling 17MB. This addresses Use Cases 5 and

Step 1

V Click on the Brokers tab
to see a broker centric

TOPICS (27)  BROKERS (5)

Producers (59)
Analysis

Broker 1001 has the highest

mins. 80K messages totaling
MB

6.

LAISCON PASSIVE(D) | ALL

rate of data in over the last 30| .,

1002

c-dps-connected-dp12.field.hortonw

1005

cdps-c

1003

c-dps-connected-dp1d.field. hortonw

nnected-dp15.field. hortonwar...

Step 2

onnected-dp11.field.hortonwor..

Click on Throughput to
sort on data in across all
brokers

80k

75k
63k
42k

33k

Cluster: orlandostreamcluster ~ & ~

"0 30 minutes +

Consumer Groups (26)

o '36 e v ESEREY rssve @ | AL
; i
16 34 ses v
. v 1
15 31 ses v ven :
T 84
REP Pe i
16 30 e® v
.
) dju
14 30 ces v provaln

5. Click on the broker panel to expand it and see more details and metrics for that broker. The expanded
panel shows al partitions for different topics that are stored on that broker. For each partition, we see
the throughput in and out relative to other partitions. We can click on a given partition and see al the

110



Hortonworks Streaming Analytics Manager

Managing Kafka with Streams Messaging Manager

consumers currently sending data to that broker, topic, or partition and all consumer groups consuming
from that broker, topic, or partition. We can easily see that partition O of topic syndicate-speed on broker
1001 has considerably higher throughput out than any of the other partitions on that broker. By viewing
how data flowsin and out of that partition, we see that the partition has 1 producer but 3 consumer groups
which explains the high throughput out relative to the throughput in. This addresses Use Case 7, 8 and

9.

6. Click the Grafanaicon on the broker panel to see
addresses Use Case

Q"
L B
Q..
L IS
-

10.

17MB

16MB

14MB

10MB

63k

42k

\

@ syndicate-speed-_ PO

21 36

Topic: syndicate-speed-event-

Step 3

| Click on the partition and see who are
all the producers and consumers
sending/consuming from that partition.
There is 1 producer and 3 consumer
groups explaining why the high
throughput out vs in

Step1
Click on Panel expand to get
more details on the broker
like all partitions that are
stored on the broker

.\/
\
\

Step 2 - Analysis
Note that partition 0 of topic
syndicate-speed has high
throughput-out on that
partition

more detailed metrics wi

thin Grafanafor that broker. This

o -ﬁ,,_,,:_; - Click on the Grafana icon on the
— broker panel and a Grafana
dashboard for that broker is

displayed provi

metrics graphed across time

ding more broker

ow. fop- 20+

Selocted 1)

aggregator: av+

per broker level. Click on each row titie to expand on demand to look at various metrics.

M
(©-0ps-connected-dp11. it oriomworka.com
&-dpa-connactsd-op12 A ortomorka.com
‘o-dp-comnected-dp13.ekd hortomworka.com

£ c-dps-comected-d 1 fied hartomworta.com
&-dps-connected-de15 e harlomwarks.com

Under Replicated Parifions

REPLICA MANAGER
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7. Click the Ambari icon on the broker panel and view Broker Host detail metrics. This addresses Use Case

Click on the Ambari icon on the
broker panel and the Ambari host
detail view for that broker is
i e e displayed providing host level

metrics and a view of other services
1001 HROUGHPUT PARTITIONS  REPLICAS 56 = running on that host
t 17MB 21 36
1002 HROUGHPUT ~ MESSAGESIN  PARTITIONS  Rems -
c-dps-cannected:-dp12 field hortonwor. 16MB 75k 16 ¢ M Hosts ' c-dps-connected-dp13.field.hortonworks.com ' Summary orlandostr... ¥ L@ : 2geticose -

Host: c-dps-connected-dp13.field hortonworks.com ©

THROUGHPUT PARTITIONS
1005 o " sumsne_ cownes memsf] vensons s
dps-connected-dp11 field hartowor. 14MB 15 —
Components + 0D Host Metrics LAST 1 HOUR +
1003 HROUGHPUT ~ MESSAGESIN  PARTITIONS
dps-connected-dp14.field hortowor. 10MB 42 16
Status  Name Type Action
To0% —
L Kafka Broker / Kafka Master f—— - - —
1004 HECHEHEUTEeRees o ° HST Agent/ SmartSense Siave esce
c-dps-connected-dp15.field hortonwor. 7MB 33k 14 ey .
L] Log Feeder / Log Search Save
© Metrics Monitor / Ambari Metrcs siave
CPU Usage Disk Usage
° Kerberos Cient / Kerberos Clent o * & Bl
1 8308
Summary I
0s lssc8
Hostname: c-dps-connected-dp13.field hortonworks.com
1P Address: 172.26.254.59 Load s Vemory Usage +
Rack: /defaultrack #
0S: centos7 (x86.64) 150
Cores (CPU): 8 (8) 3906 K8
Disk: 6.34G8/79.95GB (7.93% usec) e
Memory: 14,5368 "
Load Avg: 002
Heartbeat: less than a minute ago Network Usage : 3

Current Version: 3.0.0.0-1634
JCE Unlimited: true

11.

DevOps and Application Developer Persona

Unlike a Platform Operations persona, the DevOps/ AppDev personais most interested in the entities (producers,
topics, consumers) specific to their application. So let's assume we are on the DevOps team responsible for
monitoring the Trucking Reference Application that is deployed in production, based on this architecture.
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Some specific needs/requirements/questions as a DevOps member for the trucking ref app might be the following.

DevOps/App Dev Use Case Description

Use Case 1 | want to quickly find all entities (producer, consumers, topics)
associated with my application.
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Use Case 2 For all the topics associated with my applications, | want to easily
see important metrics such as throughput in/out, number of consumer
groups, number of messages across a period of time.

Use Case 3 Which of my topicsis being sent the most amount of data over a
certain period of time? In other words, which regional/geo truck fleet is
sending the most amount of data?

Use Case 4 For agiven Kafkatopic that is part of my application, which are all the
connected producers sending data? In other words, which truck fleets
are sending data to a gateway topic?

Use Case 5 Are there any topics who have producers but no consumer groups
connected to it? In other words, are trucks sending data to a topic but
no analytics or processing is being done?

Use Case 6 For agiven topic, how many partitions are there? Where are the
partitions located? How is data distributed across the partitions? Are
there any partition skews?

UseCase 7 Which consumer groups are connected to a given topic and are actively
consuming data from it?

Use Case 8 For agiven topic, | want to be able to explore datain the topic
searching using offsets and/or partition.

Use Case 9 | want to find Metadata and Lineage of the Topic across producers,
consumers, and multiple Kafka hops.

Let'swalk through how SMM can answer these questions for a DevOps/App Dev user.
1. Select the Topic filter and select all the 10T gateway topics by searching for all topics that start with gateway.

Qverview e -

Use the Filter to filter on
~ topics and select all the 10T |
gateway topics

Producers (83)

[ acTive s | v ° syndicate-all-geo-critical-eve. 26MB o8 atewa: ¥ m @
° route-planning o o . v : saqm
o gateway-europe-raw-sensors 1EMB 0B 88k 0 feqQm v
° load-optimization 5MB 28KB 23k 1 coam -~
° fuel-logistics 1MB 28KB 6.5k 1 fneaam v
° supply-chain 863KB 28KB 4.3k 1 m@qQm
° audivevents 804KB 27KB 3.9k 1 coqm
° compliance 697KE 20KB 3.4k 1 A@QQmE v
° predictive-alerts GARKR 28KR 33k 1 seam v

2. When thefilter is applied, SMM provides intelligent filtering by showing only the producers that are sending
data to the 4 gateway topics and the consumer groups only consuming data from those topics. So, when the
user selectsthe 4 gateway topics, SMM displays 34 of the 83 producers sending data to those topics and 3
of the 26 consumer groups consuming datafrom it. Key metrics for the selected topics are shown including
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data-in and out, number of messages, number of consumer groups, etc. This addresses Use Cases 1 and

Intelligent Filtering

SMM automatically filters the
consumers associated with the
selected topics. 3 of the 26
consumers have been
identified as consuming data

from the 4 topics selected

Intelligent Filtering
SMM automatically filters the
producers associated with the

selected topics. 34 of the 84
producers have been identified
as sending data to the 4 topics

selected

User Action \/
Producers (34) 4 10T Gateway topics have Consumer Groups (3)
- W - been selected . -
| acTive (34) S € ° gateway-europe-raw-sensors 18MB | aQ v [Cscves |
° gateway-west-Taw-sensors 225K 225KB 1.1k @a v
° gateway-centrabiaw-sensors 7 gc B . ; naqm v
° gateway-east-raw-sensors 111K8 111KB 551 N a@QmE v
2. [

3. Click DATA IN to sort on data throughput-in across al topics. We see that
gateway-europe-raw-sensor has significantly more data coming in than any other
topic: 18 MB totaling 88K in the last 30 minutes. This addresses Use Case 3.

Step 1
Click on DATA IN to sort
| ondata-in across all

j topics in the last 30 mins

30f26

TOPICS (4)  BROKERS (5) D30 minutes -
Producers (34) Consumer Groups (3)
EEIEE _rf___,h.,- 18MB 0B 88k 0 neaq e PASS

Analysis

Kafka topic called gateway-europe- __74.,‘;a1'ew;|y west-raw-sensors 295KB 295KB 1.1k 1 eqm v
raw-sensors has more data being |
sent to it than any other topic: 88K
messages totaling 18 MB in the last
L 30 Erlins ° gateway-central-raw-sensors 146KB 146KB 731 1 feqQm v
° gateway-east-raw-sensors 111KB 111KB 551 1 eqQqm v

4. Expand the topic panel for gateway-europe-raw-sensor to get more details for the topic, including like partition
layout. Click the topic to see which producers are sending data to each partition of that topic. We see that
all the producers are trucks from the EU fleet. Also note that all five partitions for that topic have 0B going
out and we see no data flowing from the topic to any consumer group. This could be worth investigating to
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identify why a topic with the most amount of producers has no consumers. This addresses Use Cases 4 and

Step 1

S Brok Topics 8 Emamndﬂc m:wmplcg
rokers 5
o arm Sl the roduees: 30f3 4025 that has high data-in rates
. sending data to the topic
TOP! 3 P
Producers (34) Consumer Groups (3)
| gateway-europe-raw-.. 7GR 0B 35m 0 (Yol

minifi-ewil Tam

minifi-eu-3 4.8m

minifi-eu-ds 2.9m wlii—aal®31001 PO EEE |06 out]

minifi-ew-i% 1.6m wed

minifi-ew-ig 1.3m wgl 1002 Pl m

minifi-ew-i10 [ - ®1003 P2 m m

minifi-ew-i15 im

miinifi-eu-12 0.8m g 1001 P3 Analysis

minifi-euH14 0.7m A Note that for each partition there
p1002 P4 EED is no data going out (0B} and we

minifi-eu-i21 0.7m see no data going to any consumer

This means that while the
minifi-eu-i24 0.6m mn:s mdmm'ﬂ!m
minifi-ew-i18 0.6m is no cons rs which could
gateway-west-raw-se : R e indicate a problem
o . : 136MB 36MB 0.6n

minifi-eu-20 0.5m

minifi-ewi22 0.5m

minifi-ew-i23 0.4m gateway-central-raw-s... 86MB 86M 0.4m m@QE

5.
5. Click another topic called gateway-west-raw-sensors that has consumers. This topic has three producers

sending datato it and a NiFi consumer consuming from it. We also see that two of the four partitions for this

topic have no datain them, which indicates that there is partition skew issue. This addresses Use Cases 6 and

ORI Cluster: chicagostreameluster~ & v

Brokers

Step2 30f3

Click on the topic to see all
topies 4 oo/ producers sending data to
it and all consumers

Expand details of a topic
that has consumers

consuming from it
Producers (34) Consumer Groups (3)
Pway-europe-raw-sensors Analysis 2 - 0
Note that there is no data
in 2 of the 4 partitions. This nifi-truck-sensors-west 2
A S ——— could be a partition/event .
gateway-west-raw-sensors msmlssue m 1 Q™ ~
@003
Qo
002 P2 G
008 P3
C]L]\CWZ!Y'CL‘IH[U"V’QV\/'SCHSOFS 86MB 86MB 0.4m 1 QQ®E
Analysis 1
gateway-east-raw-sensors 63MB 63MB 0.3m 1 We have 3 truck producers from
the west fleet sending data to
minifi-truck-w1 0.3m . =
ray-west topic and a NiFi
minifi-truck-w2 0.2m consumer called truck-sensors-
west consuming from it
minifi-truck-w3 0.2m
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6. Click the explorer/magnifying glass icon to search for eventsin the selected Kafka topic. This addresses Use Case

34of83

TOPICS (4)  BROKERS (5

Prodiscers (34)

e s I ° gateway-europe-raw-sensors

° gateway-wesl-ran-sensors

Qo Po EH
@rooz Pl

Qoo P2 [EE
Qo4 P3N

° gateway-central-raw-sensors

° gateway-east raw sensors

" = x

230

Consumer Groups (3)

(AN

1EMB 08 BBk o
225K8 11k 1

225¢B

Data Explorer

Patition 2 - 275850

e
]

~
e,

111KB

8

Click on the explorer icon
to search for events in
JE——— the Kafka Topic

AUZER | Keys: String Values: String

7. Click the Atlasicon to see the metadata and lineage of the Kafkatopic in Atlas. This addresses Use Case

Topics | gateway-westraw-sensors

METRICS  DATA EXPLORER  CONFIGS

Producers (3) @

Qo0 ro [
@00z L e -
01003 2 EZ
Qo004

Summary

o8 808 Tdays
oo o} =

oo e =
T =

=

oo} =

Consumer Groups (1)

.
Click on Atlas Link to see the
metadata of the topic
@ —mse—— gateway-west-raw-sensors

— in Atlas
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