Hortonworks Data Platform

docs.hortonworks.com


http://docs.hortonworks.com

Hortonworks Data Platform Aug 19, 2013

Hortonworks Data Platform : Release Notes
Copyright © 2012, 2013 Hortonworks, Inc. All rights reserved.

The Hortonworks Data Platform, powered by Apache Hadoop, is a massively scalable and 100% open
source platform for storing, processing and analyzing large volumes of data. It is designed to deal with
data from many sources and formats in a very quick, easy and cost-effective manner. The Hortonworks
Data Platform consists of the essential set of Apache Hadoop projects including MapReduce, Hadoop
Distributed File System (HDFS), HCatalog, Pig, Hive, HBase, Zookeeper and Ambari. Hortonworks is the
major contributor of code and patches to many of these projects. These projects have been integrated and
tested as part of the Hortonworks Data Platform release process and installation and configuration tools
have also been included.

Unlike other providers of platforms built using Apache Hadoop, Hortonworks contributes 100% of our
code back to the Apache Software Foundation. The Hortonworks Data Platform is Apache-licensed and
completely open source. We sell only expert technical support, training and partner-enablement services.
All of our technology is, and will remain free and open source. Please visit the Hortonworks Data Platform
page for more information on Hortonworks technology. For more information on Hortonworks services,
please visit either the Support or Training page. Feel free to Contact Us directly to discuss your specific
needs.

Licensed under the Apache License, Version 2.0 (the "License"); you may not use this file except in compliance with the License. You
may obtain a copy of the License at

http://www.apache.org/licenses/LICENSE-2.0

Unless required by applicable law or agreed to in writing, software distributed under the License is distributed on an "AS IS" BASIS,
WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied. See the License for the specific language governing
permissions and limitations under the License.



http://hortonworks.com/hadoop-training/
http://hortonworks.com/technology/hortonworksdataplatform
http://hortonworks.com/support
http://hortonworks.com/hadoop-training
http://hortonworks.com/about-us/contact-us/
http://www.apache.org/licenses/LICENSE-2.0

Hortonworks Data Platform Aug 19, 2013

1. Release NOTES HDP-1.3.2 ...ttt e e e e e e e e e e e e e e e eaaas 1
1.1. Product Version: HDP-1.3.2 .....ccooiiiiiiiie et e et s e e e e e e e e e e e e e e eeeees 1
1.2. Patch Information ... 2

1.2.1. Patch information for Hadoop ............uuuumiiiiiie 2
1.2.2. Patch information for Ambari .........ccoooiiiii i 4
1.2.3. Patch information for HBase ........cccooviviiiiiiiiiiie e 4
1.2.4. Patch information for Hive ..........coooriiiiiii e 5
1.2.5. Patch information for HCatalog ..., 6
1.2.6. Patch information for Pig ........ccoooiiiiiii i 6
1.2.7. Patch information for ZooKeeper .........cooovieiiiiiiiiii e, 7
1.2.8. Patch information for Q0zie ........ccouiueiiiiiiiic e 7
1.2.9. Patch information for SQOOP ......ooooiiiiiiii 7
1.2.10. Patch information for Mahout ... 7
1.2.11. Patch information for FIUME ..........cooomiiiiiiii e 8
1.3. Minimum System ReqUIrEMENTS ......ccoviiiiieiieeee e 9
1.3.1. Hardware Recommendations .............coeiiiieiiiiiiiiiiie e e e e e 9
1.3.2. Operating Systems ReqUIremMeNts ........cccoviiiiiiiiiiiiie e 9
1.3.3. Software RequIremMents ........coooeieiiiiiiie e 9
1.3.4. Database ReqUIremMents ........ccoooiiiiiiiiuiine et eeeeeeeees 10
1.3.5. Virtualization and Cloud Platforms ...........ccccceeiiiiiiii e, 10
1.3.6. Optional: Configure the Local Repositories .........ccceveeeeiiiniieiiiieieeeiennnn, 10
1.4. Upgrading HDP Manually ..o, 11
=T 1 0] 10X Z=T 0 0 1= o | PR 11
1.6. KNOWN ISSUES ....eeieeeiee ettt ettt e et e et e e e e e e e e e e e ee e e e e eenn s 11
1.6.1. Known Issues for HadOop ......uuiiiiiiiiiiiiiiiiee e 12
1.6.2. KNown Issues fOr HIVE .........coiiiiiiiiiiiicce e 12
1.6.3. Known Issues for WebHCatalog ........ccoooeieiiiiiiieieeceeeeeceeeeeeeeeeeeeeeee 15
1.6.4. KNown IssU@S TOr HBASE .....cccceeiiiieiiiiii e e ettt e e e e 15
1.6.5. KNown Issues fOr Q0ZI€ ......coouuuuuiiiiiiiiiiiiiiceee e 16
1.6.6. Known Issues for AmMbari .........ouuiiiiiiiiiiiicccee e 18

2. Release NOtES HDP-1.3.7 ...ttt e e e et e e e e et e e e e e e e e e e eaneeaeees 22
2.1. Product Version: HDP-1.3.1 ...t e e e e 22
2.2. Patch INformation .........ccoooiini i 23

2.2.1. Patch information for Hadoop ......ccoeiiiiiiiiiiiiiiiiiiiiiiiiiiiiieeeeeceeeceeeeeee 23
2.2.2. Patch information for Ambari ..........cccoooiiiiiiiiiiii e, 24
2.2.3. Patch information for HBase ...........ucoiiiiiiiieiiiicc et 24
2.2.4. Patch information for Hive ..........c.oiiiiiiiiiiic e 25
2.2.5. Patch information for HCatalog ........cooooeiiiiiiiii 26
2.2.6. Patch information fOr Pig .............uuuuiiimiiimiiiiiiiiiiiiiiieieeeeeeeveeeeeeeneeeeeees 26
2.2.7. Patch information for ZOOKeeper ............uuuuuuuuiiiiiiiiiiiiiiiiiiiiiiieiiieeeaes 26
2.2.8. Patch information for O0zZie ..........couiiiiiiiiiiii e 27
2.2.9. Patch information fOr SQOOP ..........uuuuuuiiuiiiiiiiiiiiieeeees 27
2.2.10. Patch information for Mahout ..., 27
2.2.11. Patch information for FIume .........cccooiiiiiiiiiiici e, 27
2.3. Minimum System ReQUIr€MENTS ............uuuummmmmmmiiniiiiiiiiiieiiee e 28
2.3.1. Hardware Recommendations ...........ccuuuuuiiiiieeeiieiiiie e e e e e e eeceniee e e e e e eeens 29
2.3.2. Operating Systems ReQUIr€mMENTtS ............euuururmrmrmrmininininiirnenennnennnnnennnens 29
2.3.3. SOftware REQUIrEMENTS ...........uuuuuuueiiiiiiiiiiiiiiiiieieueteaeseaebaeeseeeeseereneeeeenes 29




Hortonworks Data Platform Aug 19, 2013

2.3.4. Database ReqUIremMeNts .........uuiiiiiiieiiiiiiieee e 29
2.3.5. Virtualization and Cloud Platforms ...........cccoooviiiiiiiiiiiiecee e 30
2.3.6. Optional: Configure the Local Repositories .........cccoevvveeevveiiiiieeeeeeeenennn 30

2.4. Upgrading HDP Manually ........coooioiiiiiii e 30
2.5, IMPrOVEMENTS ...ttt e e e e e e e e e e e nn e een s 31
2.6. KKNOWN ISSUES ....eieie it eee et e e ettt e et e et e e e e e et e e e e e e e e eaa e e eaaeaeenns 31
2.6.1. Known Issues for HadOop .....ccouuuuiiiiiiiiiiiiiici e 31
2.6.2. KNnown Issues fOr HIVE .......couuuiiiiiiiiiiciicee e 32
2.6.3. Known Issues for WebHCatalog ........coovvviiiieiiiiiiiieeeeeecee e 34
2.6.4. KNnown Issues fOr HBASE .........ciiiiiiiiiiiiiiiii et e e e 34
2.6.5. KNowWnN ISSUES fOF QOZIE ....ooeiiiieiiiiiiiie e e e e e 34
2.6.6. Known Issues for Ambari ..........coouuuiiiiiiiiiiciicce et 36

3. Release NOtES HDP-1.3.0 ....uciiiiiiiiiiiiieiee e e e e e e e s e e e e e e e e e e e e e e e e e e eennanes 37
3.1. Product Version: HDP-1.3.0 ......cccoiiiiiiiiie et e 37
3.2. Patch INformation ... 38
3.2.1. Patch information for Hadoop .....ccoiiiiiiiiiiiiiiiiiiiiiiiiiiiieceeeceeeeeeeeeeeeeee 38
3.2.2. Patch information for Ambari .........coooiiiiiiiiiii 39
3.2.3. Patch information for HBase ...........ccoiiiiiiiiiiiiiicie e 39
3.2.4. Patch information for Hive ........cooriiiiiiiii e 41
3.2.5. Patch information for HCatalog ........cooooeiiiiiiiii 42
3.2.6. Patch information for Pig ........coooiiiieiiiiii e 42
3.2.7. Patch information for ZOOKeeper ............uuuuuuuuiiiuiiiiiiiiiiiiiiieiiiiiieiieaes 42
3.2.8. Patch information for O0zZie .........cooviiiiiiiiiii e 42
3.2.9. Patch information fOr SQOOP .........uuuuuuiiiuiiiiiiiieeeeees 43
3.2.10. Patch information for Mahout .............coooiiiiiiiiiii e, 43
3.2.11. Patch information for FIume .........ccccooiiiiiiiiiiii e, 43

3.3. Minimum System ReqQUIFEMENTS ......c..iiiiiiiiiiiiiiiie et 44
3.3.1. Hardware Recommendations ............cuuuuiiiiiieiiiiiiiiie e e e e e e e eeens 45
3.3.2. Operating Systems ReqUIre@MENtS ........ccuuuiiiiiiiiiiiiiiiiieeeeeie et 45
3.3.3. SOftware REQUIrEMENTS ...........uuuuuuuiieiiiiiiiiiiiiiaieeeaeeeaeaeaeaeeeeeneesesneneennnnes 45
3.3.4. Database ReqUIremMeENts .........uuiiiiiiiriiiiiccee et 45
3.3.5. Virtualization and Cloud Platforms ...........ccooooviriiiiiciiiecee e, 46
3.3.6. Optional: Configure the Local Repositories .........cccoevvveeevveniiiieeeieeeennnnnn 46

3.4. Upgrading HDP Manually ........coooiiiiiiiii e 46
3.5, IMPrOVEMENTS ..o et e e e e e 46
o ST (g [0 o T £ U L= ST 48
3.6.1. Known Issues for HadOop .....ccoeuuuiiiiiiiiiiiiiiiie e 48
3.6.2. KNnown Issues for HIVE .......couuuuiiiiiiiiiceeee e 48
3.6.3. Known Issues for WebHCatalog ........coovviiiieiiiiiiiieeeeeeeeeee e 51
3.6.4. KNnown Issues fOr HBaSE .........ciiiiiiiiiiiiiiiii ittt e e e 51
3.6.5. KNown ISSUES fOr QOZIE ....ooeiieiiiiiiiiiii e e 51
3.6.6. Known Issues for Ambari ..........coouuuiiiiiiiiiiiiicee e 53

4. Release NOtEs HDP-1.2.4 ... et e e e e e e e e e e e e e e e e e eeeeas 54
4.1. Product Version: HDP-T.2.4 ........ooouiuiii ittt e e e e e e e e e e eenens 54
4.2. Patch INfOrmation .......oooooeiiiieii e 55
4.2.1. Patch information for Hadoop ...........uuuuuumiiiiiiiiies 55
4.2.2. Patch information for HBase ........cccooviiiiiiiiiiii e 56
4.2.3. Patch information for Hive ..........cccooiiiiiiiic e, 57
4.2.4. Patch information for HCatalog ........ccoovuiuiiiiiiiiieeccce e 58
4.2.5. Patch information for Pig .......cooooiiiiii e 58
4.2.6. Patch information for ZOOKEEPEr .....ccvveeiieiiiie e 58




Hortonworks Data Platform Aug 19, 2013

4.2.7. Patch information for Q0zie .........couvuuiiiiiiiicce e 58
4.2.8. Patch information for SQOOP .....ocoviiiiiiiiii e 59
4.2.9. Patch information for Mahout ............ccooiiiiiiiiiiiiii e, 59
4.2.10. Patch information for Ambari ..........cceoviviiiii i, 59

4.3. Minimum System ReQUIFEMENTS .......oiiiiiiiiiiiiiii et e e 60
4.3.1. Hardware Recommendations ............ccoeiiiiiiiiiiiiieii e 60
4.3.2. Operating Systems ReqQUIr€mMENTS .......c..oviiiiiiiiiiiiiiieeeeiiie e 60
4.3.3. Software ReqUIremMENtS .......ccooiiiiiiiieiee e 60
4.3.4. Database ReqUIr€mMeNts .......ccooeeeieiieiiiiae e e e eeeeeeeeee e e e e e eeeeees 61
4.3.5. Virtualization and Cloud Platforms ...........cccceeviiiiiiiiiiiiccceee e, 61
4.3.6. Optional: Configure the Local Repositories .........cccceveeeveieniiineeeeeeeeennnnn 61

1 a1 o 03 Y7=T o g = o | PPN 61
4.4.1. Improvements for HDP-1.2.4.1 ..o 62
4.4.2. Improvements fOr HDP-1.2.4 ..... ... e 62

4.5, KNOWN ISSUES ...eeiiiiieit et e et ettt e e et e e e e e e e e e e e e e e e e ea s e ren e enneennnas 63
4.5.1. Known Issues for Hadoop .........ccooiiiiiiiiiiiiiii 64
4.5.2. KNown Issues fOr HIVe ........uiiiiiiiiceiciee e 64
4.5.3. KNOWN ISSUES TOr ZOOKEEPEN ...cvvveveieiiiiiirrienineaenenesasesennsenesnnennnsnensnnnnnes 64
4.5.4. KNown ISSUES TOr QO0ZI€ ...oeeeeiiiiiiiieie et e 64
4.5.5. KNOWN [SSUES TOI SOOOP wevvvvrrrrrrururnrnnnnnnnnesnnsnssnsnnesnsnsnnssnsssnssnnnnnsnsnssnnes 65
4.5.6. Known Issues for AmMbari ..........uuiiiiiiiiiiciicie e 65

5. Release NOTES HDP-1.2.3.1 ...t ee et e e e e e ettt e e e e e e e e e e et e e e e e e eeeannnan 66
5.1. Product Version: HDP-1.2.3.1 ... e e e e 66
5.2. Patch INfOrmation .......coouuueiiii i 67
5.2.1. Patch information for Hadoop ......ccoovviiiiiiiiiiiiii e, 67
5.2.2. Patch information for HBase ...........ccouviuiiiiiiiiiiicice e 68
5.2.3. Patch information for Hive ..........coooriiiiiiiiii e 69
5.2.4. Patch information for HCatalog .........ccoeiiiiiiiiiiiiiiiiiiiiiiiiiiiiiieeeeeeeeeeee 69
5.2.5. Patch information for Pig ........coooiiiiiiiiiiiiiee e 70
5.2.6. Patch information for ZooKeeper ... 70
5.2.7. Patch information for O0zie ..........cooviiiiiiiiiiicc e 70
5.2.8. Patch information for SQOOP ......ccoviiiiiiiiiiiiii 70
5.2.9. Patch information for Mahout ..., 71

5.3. Minimum System ReqUIr€MENTS .........cooiuiuuiiieieieiiiiiie e e e e e e eeeeaans 71
5.3.1. Hardware Recommendations ..........cccooeveiiiiiiiiniinieeeeeeeeeiieee e e eeeeeeeeaes 71
5.3.2. Operating Systems RequiremMents .........cc.uuuiiiieieiiiiiiniiiie e 72
5.3.3. Software RequiremMents ..........ceeiiiiiiiiiiiiiee e eeees 72
5.3.4. Database ReqUIrE€MENTS ..........uuuuuuueii e 72
5.3.5. Virtualization and Cloud Platforms ...........ccouveiiiiiiiiiiiiccee e 72
5.3.6. Optional: Configure the Local Repositories ..........cooeeeeeeiiiiiiiiiiiiieeeee, 72

I O 4 Y o]0} V/=T0 4 1= o £ UTRPP 73
5.5, KNOWN ISSUES ...ttt e et e e et e et e e e e e a e e e e e e eeaeeenaennns 74
5.5.1. Known Issues for Hadoop ........ccoeeiiiiiiiiiiiiiieiicce e 74
5.5.2. KNOWN IsSUES TOr HIVE .....ccooiiiiiiiiiiie e 74
5.5.3. KNnown Issues for ZOOKEEPET ....ccuvuuuiiiiieiieeeeieee et 74
5.5.4. KNOWN IsSUES TOr OOZIE ....cevvuuiiiieieiiiiiiiiei et e e e e eeens 75
5.5.5. KNOWN ISSUES TOr SQOOP ..uuiiieiiiiiiiiiee e e e ettt e e e e e 75
5.5.6. KNnown Issues for AMDari .........cccooviiiiiiiiiiiii e 75

6. Release NOtES HDP-1.2.3 ... ..o e e et e e e e e e e e e e e e e e e e e ennes 76
6.1. Product Version: HDP-1.2.3 .......ooo it e e e 76
6.2. Patch INformation .........ooooiiiiiiiii e 77




Hortonworks Data Platform Aug 19, 2013

6.2.1. Patch information for Hadoop .......cceeuuiiiiiiiiiiiiicce e 77
6.2.2. Patch information fOr HBase ..............uuuuiuiiiiiiiiiiiiiiiiiiiiiiiiiiiieieieaeeeieeeees 78
6.2.3. Patch information for Hive ........cooviiiiiiiiii e 79
6.2.4. Patch information for HCatalog ........cooooeiiiiiiiii 79
6.2.5. Patch information for Pig ........coooriiieiiiiiii e 80
6.2.6. Patch information for ZooKeeper .............uuuuuuuiiiiiiiiiiiiiiiiiiiiiiiiiiieeaes 80
6.2.7. Patch information for O0zZie .........cooviiiiiiiiiii e 80
6.2.8. Patch information fOr SQOOP ..........uuuuuiiiiiiiiiiieeeaes 80
6.2.9. Patch information for Mahout ...........cco.eeiiiiiiiiiic e 81

6.3. Minimum System ReqUIremMents ...........coeeiiiiiiiiiiiiie e 81
6.3.1. Hardware Recommendations ..........cccuuuuiiiiriiieeiiiiie e e e e eeees 81
6.3.2. Operating Systems Requirements ...........ocoooiiiiiiiiiiiiiiiiiiie e 82
6.3.3. Software RequiremMents ..........coeeiiiiiiiiiiie e 82
6.3.4. Database RequiremMents ........cooeiiiiiiiiii i 82
6.3.5. Virtualization and Cloud Platforms ...........ccoooiviiiiiiiciiice e 82
6.3.6. Optional: Configure the Local Repositories ...............ueevuveeueueereiminenennnens 82

6.4, IMPrOVEMENTS ...t et e e e e e e e e e e e e e e e e e eena s 83
6.5, KKNOWN ISSUES ...ttt ettt ettt e e e e e e e et e e e e e e e e ea e e eaaeaeeans 84
6.5.1. Known Issues for Hadoop .....cceeuuuieiiiiiiiiiiiiei e 84
6.5.2. Known Issues for HIVe ........ooooiiiiiiiiii 84
6.5.3. Known Issues fOr ZOOKEEPET ........cceeeiuiuiiieieeeeeeeeiee e e e e 84
6.5.4. KNOWN ISSUES TOr OOZI@ ....uuuuuii s 85
6.5.5. KNOWN ISSUES fOI SQOOP eevvvruniiiiieiiiiiiiiee e e e e e e eeees 85
6.5.6. Known Issues for AMDari ..............uuuiuiiiiiiiiiiiiiiiiiiiiiieiieeieveeieieaeeeeeeeees 85

7. Release NOtES HDP-1.2.2 ... e e e e e e e e e e e e e e e e e ann s 86
7.1, Product Version: HDP-1.2.2 .......ccco oottt e 86
7.2. Patch INformation ..o 87
7.2.1. Patch information for Hadoop ....ccoeiiiiiiiiiiiiiiiiiiiiiiiiiiiieeeieceeeeeeeeeeeeeee 87
7.2.2. Patch information for HBase ............coiiiiiiiiiiiiiiciee e 87
7.2.3. Patch information for Hive .........coouiuiiiiiiiiicce e 88
7.2.4. Patch information for HCatalog .........ccooeviiiiiiiiiiiiiiee e, 89
7.2.5. Patch information fOr Pig ............uuueueeieiiiiiiiiiiiiiiiiiiiiiiiieieeeieeeeeeeeeeeeeeeees 90
7.2.6. Patch information for ZooKeeper ........oovevvieieieiiiieeeeeeeeecee e 90
7.2.7. Patch information for Q0zie ... 90
7.2.8. Patch information for SQOOP ....covveeuiiiiiiiieeicc e 90
7.2.9. Patch information for Mahout .............ccc 91

7.3. Minimum system reqUIr€MENTS .......ccuuuiiiiiiuiiieiie et 91
7.3.1. Hardware Recommendations ............ccooiiiiiiiiiiiiiiiiiiiieeeeeeeeeeeee 91
7.3.2. Operating Systems ReqUIremMeNts .........ccuovviiiiiiiiiiiiiiieeeeeie et 91
7.3.3. SOftWare REQUIrEMENTS ...........uuuuuuuiiiiiiiiiiiiiieieieeeaeieeeaebebeeebeneesesneneennnnes 92
7.3.4. Database ReqUIremMeENtS .....c.ouuuiiiiieieieiiiiieee e 92
7.3.5. Virtualization and Cloud Platforms ...........cccoooviriiiiiiiiiccce e 92
7.3.6. Optional: Configure the Local Repositories .........cccevvveeevveiiinieeeeeeeennnnn 92

7.4, IMPrOVEMENTS ..ot e e r e e e e e e en s 93
7.5, KNOWN ISSUES ....eeiiie ettt ettt et et et e e e e e e e e e e e e e e eaa e enaeeeenns 93
8. Release NOTES HDP-1.2.1 ... e 94
8.1. Product Version: HDP-1.2.1 ... e 94
8.2. Patch INfOrmation .........cooooiiiiiiiiii e 95
8.2.1. Patch information for Hadoop .......ceuveeiiiiiiiiiiciiccie e, 95
8.2.2. Patch information fOr HBase ..............uuuuiuiiiiiiiiiiiiiiiiiiiiiiiiiieieieieeeeeieeeees 95
8.2.3. Patch information for Hive ........cooviiiiiiiii e 9%

Vi



Hortonworks Data Platform Aug 19, 2013

8.2.4. Patch information for HCatalog .........ccoovviiiiiiiiiiiiee e, 97
8.2.5. Patch information fOr Pig ............ueuiuiuiiiiiiiiiiiiiiiiiiiiiiiieieieeeeeeeeeeeeeaeeeeeees 98
8.2.6. Patch information for ZooKeeper ........cooeveieiiiiiiiiieeeeeeeecce e 98
8.2.7. Patch information for O0zZi€ ..........ccoeiiiiiiiiiiiiiececece e 98
8.2.8. Patch information for SQOOP ...ceevveeuiiiiiiei e 98
8.2.9. Patch information for Mahout ...............ceiiiiiiiiiiiccc e, 99

8.3. Minimum system reqUIrEMENTS .......ccuuuiiiiiiii e 99
LS g eV =T 0 4 T=T o | PSP 100
8.5. KKNOWN ISSUES ...ttt ettt et e e e e e e e e e e e e e e enaeeeens 100
9. Release NOtES HDP-1.2.0 .....ccoiiiiiieiiiieee et e ettt e e e e e e e e e e e e e e e e eennnanes 102
9.1. Product Version: HDP-1.2.0 .....coooiiiiiiiiiiie et 102
9.2. Patch INfOrmation .........coooeiiiiiiiiiee e 103
9.2.1. Patch information for Hadoop ........ccoviueiiiiiiiiiiicce e 103
9.2.2. Patch information for HBase ...........ccoeeiiiiiiiiiiiiiei e 103
9.2.3. Patch information for Hive ........coovuiiiiiiii e 104
9.2.4. Patch information for HCatalog ........coooeeiiiiiiiiii e, 105
9.2.5. Patch information for Pig ........ccooriuiiiiiiii e 106
9.2.6. Patch information for ZooOKeeper ............uuuuuuueimiiieiiiiiiiiieiiiiiiieiiiiieieees 106
9.2.7. Patch information for O0zZie .........coeeiiiiiiiiiie e 106
9.2.8. Patch information fOr SQOOP .......uuuuuuiiiiiiiiiiiiiiiiiiiee s 106
9.2.9. Patch information for Ambari .........cooeiiiiiiiiiiic 107
9.2.10. Patch information for Mahout .............cccooviiiiiii e, 107

9.3. Minimum syStemM reqUIrEMENTS .......ccuuuiiiiiiiiiieeii e eeei e e e e e eee e e e e eeeaas 107
R 40T eV =T 4 T=T o | PP SPTT 108
9.5, KKNOWN ISSUES ...ttt et e e et et e e e e e e e e e e e e e reaaeenaeeeens 109
10. Release NOtES HDP-1.1.1.16 ....cccoeiiiiiieiiiiie e e e e ettt e e e e e e ee e e e e e e e e e e e e e aaaeeeees 111
10.1. Product Version: HDP-1.1.1.16 .....coeeeiiiiiiiiee e e e 111
10.2. Patch INfOrmation ........cccoooiiiiiiiiici e 111
10.2.1. Patch information for Hadoop .......cccvvvuiiiiiiiiiiiiccee e 111
10.2.2. Patch information for HBase ...........uueeiiiiiiiiiiiiiice e 112
10.2.3. Patch information for Hive ..o 113
10.2.4. Patch information for HCatalog .............uuueuiueiiiimiiiiiiiiiieiiiiiiiiiiiiieeenns 114
10.2.5. Patch information for Pig .........ccoeeiiiiiiiiii e 115
10.2.6. Patch information for Q0zie ..........ccoeviiriiiiiiiiie e 115
10.2.7. Patch information for SQOOP .....ceevveeeiiiiiiieeee e 115
10.2.8. Patch information for Ambari ..........ccceevviiiiiiiii e, 115
10.3. Minimum sysStem reqUIrEMENTS .......ccouuiiiiiiiieieeiii e et e e e ere e e eeea e eees 116
T0.4. IMPIrOVEMENTS ...uiiiiiiti et e e e e e e e e e e e e e e e e eeea e e e rean e e rean e e erenn e enennns 117
T0.5. KNOWN ISSUES ...ceniieiieeeie e et ettt et et e et e e e e e e e e e e e ea s e e e e eeneennaaees 117
11. Release NOtes HDP-1.1.0.15 .....ccoiiiiiiiiiiiie et e e e e e et e e e e e e e e e e anneeeeaaeeeees 119
11.1. Product Version: HDP-1.1.0.15 ....coiiiiiiiiiiie e 119
11.2. Patch INfOrmation ........cccoooiiiiiiiiice e 119
11.2.1. Patch information for Hadoop .......cccevvuiiiiiiiiieiicceee e 119
11.2.2. Patch information for HBase ...........uueiiiiiiiiiiiiiice e 120
11.2.3. Patch information for Hive ..........oooimiiii e 121
11.2.4. Patch information for HCatalog ..............uueevuiuiiiiiiiiiiiiiieiiieiiiiieiiieaenes 122
11.2.5. Patch information for Pig .........coooeiiiiiiiii e 122
11.2.6. Patch information for Q0zie ..........ccoeviiriiiiiiiiei e 122
11.2.7. Patch information for SQOOP .....ceeeveeeiiieiiieeeecce e 122
11.2.8. Patch information for Ambari ..........ccooovviiiiiiiiiecc e, 123
11.3. Minimum system reqUIrEMENTS .......ccouuiiiiiiiiie it e et e et e e eee e eeea e eees 123

Vi



Hortonworks Data Platform Aug 19, 2013

L B 1 0T o T 01V 7=T 4 g =T o | PP 124
TT1.5. KNOWN ISSUES ...eeeieieee ettt et et e e e e e et e e e e e e e e e e e ea e eneenns 124
12. Release NOtes HDP-1.0.1.14 ...t e e e et e e e e e e e e e e e e eeeeeenes 126
12.1. Product Version: HDP-1.0.1.14 ......oo oottt 126
12.2. Patch INformation ........cooooeeiiiiiiii e e 126
12.2.1. Patch information for Hadoop ... 126
12.2.2. Patch information for HBase .........c.uuuiiiiiiiiiiiiiciee e 127
12.2.3. Patch information for HCatalog .............uuueuiiiiiiiiiiiiiiiiiieiiiiiiiiieiiienenes 127
12.2.4. Patch information for Hive .........oooiiiiiiii e 127
12.2.5. Patch information for Q0zie ..........ccoeiiiiiiiiiiiiieiecce e 127
12.2.6. Patch information for SQOOP .....ovveereeiiiiii e 128
12.3. Minimum system requUIr€@mMENTS ...........coouuiuiiiiiieeieiiiie e e eeeeeees 128
12,4, IMPrOVEMENTS ..oiieiiieie it e et e e et e e e e e e e e e e e ra e e ea e e ra e e enneeennas 129
T2.5. KNOWN ISSUES ...t et ettt et e e e et e e et e et e e ea e e eaa e e eaaaeennaeenn e 129
13. Release NOtes HDP-1.0.0.T2 ....oiiiiiiiieeiiiee et e e e e e e e e e e e e e ee e e e eeeeeenes 131
13.1. Product Version: HDP-1.0.0.12 .......ccoiiiiiuiii et eeeeeeee e e e e e e 131
13.2. Patch INformation ........ccooo i 131
13.2.1. Patch information for Hadoop ..., 131
13.2.2. Patch information for HBase ...........uuuiiiiiiiiiiiiiciee e 132
13.2.3. Patch information for HCatalog ..............uueuiuiiiiiiiiiiiiiiiieiiieiiiiiiieaeeeees 132
13.2.4. Patch information for Hive .........oooiiiiiiii e 132
13.2.5. Patch information for Q0zie ..........ccoeviiviiiiiiiiei e 132
13.2.6. Patch information for SQOOP .....cevveveeiiiiiiiee e 133
13.3. Minimum system requUIr€mMENTS ...........coouiiuuiiiiiiee e e e e e eeeees 133
13,4, IMPIrOVEMENTS ..eieeiiieieeee ettt e e e e e e e e e e e e e e e e ea e e eae e e e e ennnas 134
13.5. KNOWN ISSUES ....eeieeieee ettt ettt et e et e et e et e e e e e ea e e et e eennaeennaaes 134

viii



Hortonworks Data Platform Aug 19, 2013

1. Release Notes HDP-1.3.2

This chapter provides information on the product version, patch information for various
components, improvements, and known issues (if any) for the current release.

This document contains:

¢ Product Version

Patch Information

Minimum System Requirements

L]

Upgrading HDP Manually
* Improvements

¢ Known Issues

1.1. Product Version: HDP-1.3.2

All HDP 1.3.2 components listed here are official Apache releases of the most recent
stable versions available. Hortonworks’ philosophy is to provide patches only when
absolutely necessary to assure the interoperability of the components. Unless you are
explicitly directed by Hortonworks Support to take a patch update, each of the HDP 1.3.2
components needs to remain at the following package version levels to ensure a certified
and supported copy of HDP 1.3.2.

This release of Hortonworks Data Platform (HDP) deploys the following Hadoop-related
components:

» Apache Hadoop 1.2.0
¢ Apache HBase 0.94.6.1

* Apache Pig 0.11

Apache ZooKeeper 3.4.5

Apache HCatalog

e Note

Apache HCatalog is now merged with Apache Hive.

Apache Hive 0.11.0

Apache Oozie 3.3.2

Apache Sqoop 1.4.3

Apache Ambari 1.2.5

Apache Flume 1.3.1
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* Apache Mahout 0.7.0
* Hue 2.2.0
* Third party components:
* Talend Open Studio for Big Data 5.3

¢ Ganglia 3.5.0

Ganglia Web 3.5.7

* Nagios 3.5.0

1.2. Patch Information

In this section:

¢ Patch information for Hadoop

* Patch information for Ambari

* Patch information for HBase

* Patch information for Hive

¢ Patch information for HCatalog

* Patch information for Pig

* Patch information for ZooKeeper
* Patch information for Oozie

* Patch information for Sqoop

¢ Patch information for Mahout

Patch information for Flume

1.2.1. Patch information for Hadoop

Hadoop is based on Apache Hadoop 1.2.0 and includes the following additional patches:
* HADOOP-9509: Implemented ONCRPC and XDR.
* HADOOP-9515: Added general interface for NFS and Mount.
¢ HDFS-4762: Added HDFS based NFSv3 and Mount d implementation.
* HDFS-5038: Added the following HDFS branch-2 APIs to HDFS branch-1:
e Fi |l eSyst em#new nst ance( Confi gurati on)

¢ DFSA i ent #get Nanenode()



https://issues.apache.org/jira/browse/HADOOP-9509
https://issues.apache.org/jira/browse/HADOOP-9515
https://issues.apache.org/jira/browse/HDFS-4762
https://issues.apache.org/jira/browse/HDFS-5038
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Fi | eSt at us#i sDi rectory()

» HDFS-4880: Added support to print image and edits file loaded by the NameNode, in the
logs.

HDFS-4944: Fixed file path issue with WebHDFS. WebHDFS can now create a file path
containing characters that must be URI-encoded (such as space).

HDFS Snapshot related changes:

HDFS-4842: Added ability to identify correct prior snapshot before deleting a snapshot
under a renamed subtree.

HDFS-4857: Enhanced Snapshot . Root and

Abstract | NodeDi f f #snapshot | Node. (Snapshot . Root and

Abst ract | NodeDi f f #snapshot | Node should not be put into | NodeMap when
loading FSI mage.)

HDFS-4863: The r oot directory can now be added to the snapshot t abl e directory
list while loading f si mage.

HDFS-4846: Enhanced snapshot command line (CLI) commands output stacktrace for
invalid arguments.

HDFS-4848: Fixed copyFr onlLocal and file rename operations. (While performing
copyFromnmLocal operation and/or renaming a file to . snapshot, now displays an
output message that that . snapshot is a reserved name.)

HDFS-4850: Fixed O f | i nel nageVi ewer to work on f si nages with empty files or
snapshots.

HDFS-4876: Fixed JavaDoc for Fi | eW t hSnapshot .

HDFS-4877: Fixed the issues caused while renaming a directory under its prior
descendant.

HDFS-4902: Fixed path issue for DFSCl i ent . get Snapshot Di f f Report.
DFSC i ent . get Snapshot Di f f Report now uses st ri ng path instead of using the
0.a. h.fs. Path.

HDFS-4875: Added support for testing snapshot file length.

HDFS-5005: Moved Snapshot Excepti on and
Snapshot AccessCont r ol Excepti onto o.a. h. hdfs. protocol.

HDFS-2802: Added support for RW/RO snapshots in HDFS.

HDFS-4750: Added support for NFSv3 interface to HDFS.

MAPREDUCE-5109: Added support to apply Job vi ew acl to job lists on JobTracker
and also to the JobHistory listings.

MAPREDUCE-5217: Fixed issues for Di st CP when launched by Oozie on a secure cluster.



https://issues.apache.org/jira/browse/HDFS-4880
https://issues.apache.org/jira/browse/HDFS-4944
https://issues.apache.org/jira/browse/HDFS-4842
https://issues.apache.org/jira/browse/HDFS-4857
https://issues.apache.org/jira/browse/HDFS-4863
https://issues.apache.org/jira/browse/HDFS-4846
https://issues.apache.org/jira/browse/HDFS-4848
https://issues.apache.org/jira/browse/HDFS-4850
https://issues.apache.org/jira/browse/HDFS-4876
https://issues.apache.org/jira/browse/HDFS-4877
https://issues.apache.org/jira/browse/HDFS-4902
https://issues.apache.org/jira/browse/HDFS-4875
https://issues.apache.org/jira/browse/HDFS-5005
https://issues.apache.org/jira/browse/HDFS-2802
https://issues.apache.org/jira/browse/HDFS-4750
https://issues.apache.org/jira/browse/MAPREDUCE-5109
https://issues.apache.org/jira/browse/MAPREDUCE-5217
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* MAPREDUCE-5256: Improved Conbi nel nput For mat to make it thread safe. This issue
was affecting HiveServer.

» HDFS-4334: Added support to enable adding a unique id to each INode.
» HDFS-4635: Move Bl ockManager #conput eCapaci t y to Li ght Wi ght GSet .
» HDFS-4434: Added support for inode ID to inode map.

» HDFS-4785: Fixed issue for Concat operation that affected removal of the concatenated
files from InodeMap.

* HDFS-4784: Fixed Null Pointer Exception (NPE) in FSDi r ect ory. r esol vePat h() .

* HADOOP-8923: Fixed incorect rendering of the intermediate web user interface page
caused when the authentication cookie (SPENGO/custom) expires.

* HDFS-4108: Fixed df snodel i st to work in secure mode.

* HADOOP-9296: Added support to allow users from different realm to authenticate
without a trust relationship.

Ambari is based on Apache Ambari 1.2.5 and includes no patches.

HBase is based on Apache HBase 0.94.6 and includes the following:

* HBASE-8816: Added support for loading multiple tables into LoadTest Tool .

* HBASE-6338: Cache method in RPC handler.

* HBASE-6134: Improvement for spl i t - wor ker to improve distributed log splitting time.
* HBASE-6508: Filter out edits at log split time.

* HBASE-6466: Enabled multi-thread support for memstore flush.

» HBASE-7820: Added support for multi-realm authentication.

* HBASE-8179: Fixed JSON formatting for cluster status.

* HBASE-8081: Backport HBASE-7213. (Separate hl og for meta tables.)

* HBASE-8158: Backport HBASE-8140. (Added support to use Jar Fi nder aggressively
when resolving MR dependencies.)

* HBASE-8260: Added support to create deterministic, longer running, and less aggressive
generic integration test for HBase trunk and HBase branch 94.

» HBASE-8274: Backport HBASE-7488. (Implement
HConnect i onManager . | ocat eRegi ons which is currently returning null.)

* HBASE-8179: Fixed JSON formatting for cluster status.



https://issues.apache.org/jira/browse/MAPREDUCE-5256
https://issues.apache.org/jira/browse/HDFS-4334
https://issues.apache.org/jira/browse/HDFS-4635
https://issues.apache.org/jira/browse/HDFS-4434
https://issues.apache.org/jira/browse/HDFS-4785
https://issues.apache.org/jira/browse/HDFS-4784
https://issues.apache.org/jira/browse/HADOOP-8923
https://issues.apache.org/jira/browse/HDFS-4108
https://issues.apache.org/jira/browse/HADOOP-9296
https://issues.apache.org/jira/browse/HBASE-8816
https://issues.apache.org/jira/browse/HBASE-6338
https://issues.apache.org/jira/browse/HBASE-6134
https://issues.apache.org/jira/browse/HBASE-6508
https://issues.apache.org/jira/browse/HBASE-6466
https://issues.apache.org/jira/browse/HBASE-7820
https://issues.apache.org/jira/browse/HBASE-8179
https://issues.apache.org/jira/browse/HBASE-8081
https://issues.apache.org/jira/browse/HBASE-7213
https://issues.apache.org/jira/browse/HBASE-8158
https://issues.apache.org/jira/browse/HBASE-8140
https://issues.apache.org/jira/browse/HBASE-8260
https://issues.apache.org/jira/browse/HBASE-8274
https://issues.apache.org/jira/browse/HBASE-7488
https://issues.apache.org/jira/browse/HBASE-8179
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HBASE-8146: Fixed | nt egr at i onTest Bi gLi nkedLi st for distributed setup.

» HBASE-8207: Fixed replication could have data loss when machine name contains hyphen

» HBASE-8106: Test to check replication log znodes move is done correctly.

* HBASE-8246: Backport HBASE-6318to 0.94 where Spl i t LogWr ker exits due to
Concurrent Modi fi cati onExcepti on.

* HBASE-8276: Backport HBASE-6738to 0.94. (Too aggressive task resubmission from the
distributed log manager.)

* HBASE-8270: Backport HBASE-8097to 0.94. (Met aSer ver Shut downHandl er may
potentially keep bumping up DeadSer ver . nunPr ocessi ng.)

* HBASE-8326: mapr educe. Test Tabl el nput For mat Scan times out frequently (and
addendum).

* HBASE-8352: Rename . snapshot directory to . hbase- snapshot .

» HBASE-8377: Fixed | nt egr ati onTest Bi gLi nkedLi st calculates wrap for linked list
size incorrectly.

» HBASE-8505: References to split daughters should not be deleted separately from parent
VETA entry (patch file: hbase- 8505_v2- 0. 94-r educe. pat ch).

» HBASE-8550: 0.94 ChaosMonkey grep for master is too broad.

* HBASE-8547: Fix j ava. | ang. Runt i meExcept i on: Cached an already cached block
(Patch file: hbase- 8547_v2- 0. 94-r educed. pat ch and addendun®+3).

* HBASE-7410: [snapshots] Add snapshot/clone/restore/export docs to reference guide.
For more details, see User Guide - HBase Snapshots.

* HBASE-8530: Refine error message from Export Shapshot when there is leftover
snapshot in target cluster.

Hive is based on Apache Hive 0.11.0 and includes the following patches:

2

HIVE-2084: Upgraded DataNuclues from v2.0.3 to v3.0.1.

Apache HCatalog is now merged with Apache Hive.

HIVE-3815: Fixed failures for hi ve t abl e r ename operation when filesystem cache is
disabled.

HIVE-3846: Fixed null pointer exceptions (NPEs) for al t er vi ew r enane operations
when authorization is enabled.

HIVE-3255: Added DBTokenSt or e to store Delegation Tokens in database.



https://issues.apache.org/jira/browse/HBASE-8146
https://issues.apache.org/jira/browse/HBASE-8207
https://issues.apache.org/jira/browse/HBASE-8106
https://issues.apache.org/jira/browse/HBASE-8246
https://issues.apache.org/jira/browse/HBASE-6318
https://issues.apache.org/jira/browse/HBASE-8276
https://issues.apache.org/jira/browse/HBASE-6738
https://issues.apache.org/jira/browse/HBASE-8270
https://issues.apache.org/jira/browse/HBASE-8097
https://issues.apache.org/jira/browse/HBASE-8326
https://issues.apache.org/jira/browse/HBASE-8352
https://issues.apache.org/jira/browse/HBASE-8377
https://issues.apache.org/jira/browse/HBASE-8505
https://issues.apache.org/jira/browse/HBASE-8550
https://issues.apache.org/jira/browse/HBASE-8547
https://issues.apache.org/jira/browse/HBASE-7410
http://docs.hortonworks.com/HDPDocuments/HDP1/HDP-1.3.2/bk_user-guide/content/user-guide-hbase-snapshots.html
https://issues.apache.org/jira/browse/HBASE-8530
https://issues.apache.org/jira/browse/HIVE-2084
https://issues.apache.org/jira/browse/HIVE-3815
https://issues.apache.org/jira/browse/HIVE-3846
https://issues.apache.org/jira/browse/HIVE-3255
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HIVE-4171: Current database in metastore. Hive is not consistent with Sessi onSt at e.

HIVE-4392: Fixed |11 ogi cal I|nvalidObject Excepti onwhen usingmrul it
aggr egat e functions with star columns.

HIVE-4343: Fixed HiveServer2 with Kerberos - local task for map join fails.
HIVE-4485: Fixed beeline prints null as empty strings.

HIVE-4510: Fixed HiveServer2 nested exceptions.

HIVE-4513: Added support to disable Hive history logs by default.
HIVE-4521: Fixed auto join conversion failures

HIVE-4540: Fixed failures for GROUPBY/ DI STI NCT operations when
mapj oi n. mapr ed=true.

HIVE-4611: Fixed SMB join failures because of conflicts in bigtable selection policy.
HIVE-5542: Fixed Test JdbcDri ver 2. t est Met aDat aGet Schenas failures.
HIVE-3255: Fixed Metastore upgrade scripts failures for PostgreSQL version less than 9.1.

HIVE-4486: Fixed Fet chQper at or that was causing the SMB joins to slow down 50%
when there are large number of partitions.

Removed npat h windowing function.
HIVE-4465: Fixed issues for WebHCatalog end to end tests for the exi t val ue.
HIVE-4524: Added support for H ve HBaseSt or ageHandl| er to work with HCatalog.

HIVE-4551: Fixed HCat Loader failures caused when loading ORC table External apache
(4551.patch).

Apache HCatalog is now merged with Apache Hive. For details on the list of patches, see
Patch information for Hive.

Pig is based on Apache Pig 0.11 and includes the following patches:

PIG-3236: Added support to parametrize snapshot and staging repository ID.
PIG-3048: Added MapReduce workflow information to job configuration.

PIG-3276: Changed default value (/ usr/ | ocal / hcat / bi n/ hcat ) for hcat . bi n to
hcat .

PIG-3277: Fixed path to the benchmarks file in the pri nt statement.

PIG-3071: Updated HCatalog JAR file and path to HBase storage handler JAR in the Pig
script file.



https://issues.apache.org/jira/browse/HIVE-2084
https://issues.apache.org/jira/browse/HIVE-4392
https://issues.apache.org/jira/browse/HIVE-4343
https://issues.apache.org/jira/browse/HIVE-4485
https://issues.apache.org/jira/browse/HIVE-4510
https://issues.apache.org/jira/browse/HIVE-4513
https://issues.apache.org/jira/browse/HIVE-4521
https://issues.apache.org/jira/browse/HIVE-4540
https://issues.apache.org/jira/browse/HIVE-4611
https://issues.apache.org/jira/browse/HIVE-5542
https://issues.apache.org/jira/browse/HIVE-3255
https://issues.apache.org/jira/browse/HIVE-4486
https://issues.apache.org/jira/browse/HIVE-4465
https://issues.apache.org/jira/browse/HIVE-4524
https://issues.apache.org/jira/browse/HIVE-4551
https://issues.apache.org/jira/browse/PIG-3236
https://issues.apache.org/jira/browse/PIG-3048
https://issues.apache.org/jira/browse/PIG-3276
https://issues.apache.org/jira/browse/PIG-3277
https://issues.apache.org/jira/browse/PIG-3277
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* PIG-3262: Fixed compilation issues with Pigcontri b 0. 11 on certain RPM systems.

* PIG-2786: Enhanced Pig launcher script for HBase/Hcatalog integration.

ZooKeeper is based on Apache ZooKeeper 3.4.5 and includes the following patches:
» ZOOKEEPER-1598: Enhanced ZooKeeper version string.

* ZOOKEEPER-1584: Adding nvn-i nstal | target for deploying the ZooKeeper
artifacts to .m2 repository.

Oozie is based on Apache Oozie 3.3.2 and includes the following patches:

* OOZIE-1356: Fixed issue with the Bundle job in PAUSEW THERROR state that fails change
to SUSPENDEDW THERROR state on suspending the job.

* OOZIE-1351: Fixed issue for Oozie jobs in PAUSEDW THERROR state that fail to change to
SUSPENDEDW THERROR state when suspended.

e OOZIE-1349:Fixed issues for oozi eCLI - Doozi e. aut h. t oken. cache.

* OOZIE-863: JAVA HOVE must be explicitly set at client because bi n/ 00zi e does not
invoke 00zi e- env. sh.

Sqoop is based on Apache Sqoop 1.4.3 and includes the following patches:

* SQOOP-979: Fixed issues for MySQL direct connector, caused after moving password to
credential cache.

* SQOOP-914: Added an abort validation handler.
* SQOOP-916: Enhanced security for passwords in Sqoop 1.x.

* SQOOP-798: Fixed Ant docs failure for RHEL v5.8.

Mahout is based on Apache Mahout 0.7.0 and includes the following patches:

* MAHOUT-958: Fixed NullPointerException in Repr esent at i vePoi nt sMapper when
running cl ust er - r eut er s. sh example with kneans.

* MAHOUT-1102: Fixed Mahout build failures for default profile caused when
hadoop. ver si on is passed as an argument.

* MAHOUT-1120: Fixed execution failures for Mahout examples script for RPM based
installations.



https://issues.apache.org/jira/browse/PIG-3262
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https://issues.apache.org/jira/browse/OOZIE-1356
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Flume is based on Apache Flume 1.3.1 and includes the following patches:

* JMS Source changes:

FLUME-924: Implemented JMS source for Flume NG.
FLUME-1784: Fixed issues with documentation and parameter name.
FLUME-1804: JMS source not included in binary distribution.

FLUME-1777: Abst r act Sour ce does not provide enough implementation for sub-
classes.

FLUME-1886: Added JMS enum type to Sour ceType so that users do not need to
enter FQCN for JMSSour ce.

FLUME-1976: JMS Source document should provide instruction on JMS implementation
JAR files. For more details, see Flume User Guide - JMS Source.

FLUME-2043: JMS Source removed on failure to create configuration

* Spillable Channel - (Experimental)

FLUME-1227: Introduce some sort of SpillableChannel.

* Spillable Channel dependencies:

FLUME-1630: Improved Flume configuration code.
FLUME-1502: Support for running simple configurations embedded in host process.

FLUME-1772: Abst ract Conf i gurati onProvi der should remove component
which throws exception from configure method.

FLUME-1852: Fixed issues with EmbeddedAgent Conf i gur ati on.

FLUME-1849: Embedded Agent doesn't shutdown supervisor

* Improvements:

FLUME-1878: Fi | eChannel replay should print status every 10000 events.
FLUME-1891: Fast replay runs even when checkpoint exists.

FLUME-1762: File Channel should recover automatically if the checkpoint is incomplete
or bad by deleting the contents of the checkpoint directory.

FLUME-1870: Flume sends non-numeric values with type as float to Ganglia causing it
to crash.

FLUME-1918: File Channel cannot handle capacity of more than 500 Million events.

FLUME-1262: Move doc generation to a different profile.
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1.3. Minimum System Requirements

In this section:

* Hardware Recommendations

* Operating Systems Requirements
¢ Software Requirements

¢ Database Requirements

¢ Virtualization and Cloud Platforms

¢ Optional: Configure the Local Repositories

e Note
4

gsinstaller was deprecated as of HDP 1.2.0 and is no longer being made
available in 1.3.0 or in future releases.

We encourage you to consider Manual Install (RPMs) or Automated Install
(Ambari).

1.3.1. Hardware Recommendations

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines. You can see sample setups here.

1.3.2. Operating Systems Requirements
The following operating systems (OS) are supported:
¢ 64-bit Red Hat Enterprise Linux (RHEL) v5.*%, v6.*
* 64-bit CentOS v5.*, v6.*
¢ 64-bit SUSE Linux Enterprise Server (SLES) 11 SP1

¢ Oracle Linux 5 and 6

1.3.3. Software Requirements
On each of your hosts:
¢ yum (RHEL/CentOS)

¢ zypper (SLES)

e Note
4

Ensure that the Zypper version is 1.3.14.

* rpm



http://docs.hortonworks.com/HDPDocuments/HDP1/HDP-1.3.2/bk_installing_manually_book/content/rpm-chap1.html
http://docs.hortonworks.com/HDPDocuments/HDP1/HDP-1.3.2/bk_using_Ambari_book/content/ambari-chap1.html
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* scp
e curl
* wget

* pdsh

* Hive and HCatalog require a database to use as a metadata store and by default uses
embedded Derby database. MySQL 5.x, Oracle 11gr2, or PostgreSQL 8.x are supported.
You may provide access to an existing database, or you can use Ambari installer to
deploy MySQL instance for your environment. For more information, see Supported
Database Matrix for Hortonworks Data Platform.

* Oozie requires a database to use as a metadata store and by default uses embedded
Derby database.

MySQL 5.x, Oracle 11gr2, or PostgreSQL 8.x are also supported. For more information,
see Supported Database Matrix for Hortonworks Data Platform.

* Ambari requires a database to store information about cluster topology and
configuration.

The default database is Postgres 8.x and Oracle 11gr2 is also supported. For more
information, see Supported Database Matrix for Hortonworks Data Platform.

HDP is certified and supported when running on virtual or cloud platforms (for example,
VMware vSphere or Amazon Web Services EC2) as long as the respective guest OS is
supported by HDP and any issues that are detected on these platforms are reproducible on
the same supported OS installed on bare metal.

See Operating Systems Requirements for the list of supported operating systems for HDP.

If your cluster does not have access to the Internet, or you are creating a large cluster
and you want to conserve bandwidth, you need to provide access to the HDP installation
packages using an alternative method. For more information, see Deploying HDP In
Production Data Centers.

The installer pulls many packages from the base OS repositories. If you do

not have a complete base OS available to all your machines at the time of
installation, you may run into issues. For example, if you are using RHEL 6 your
hosts must be able to access the “Red Hat Enterprise Linux Server 6 Optional
(RPMs)” repository. If this repository is disabled, the installation is unable

to access the r ubygens package. If you encounter problems with base OS
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repositories being unavailable, please contact your system administrator to
arrange for these additional repositories to be proxied or mirrored.

Use the following instructions to upgrade HDP manually:
For upgrading manually, see here.

For upgrading Ambari server, follow the instructions provided here and here.

* Added support for deploying Hue. For more details, see Installing and Configuring Hue.
* Apache HBase updated to version 0.94.6.1.

* Talend Open Studio for Big Data updated to version 5.3.

* Ganglia updated to version 3.5.0.

» Ganglia Web updated to version 3.5.7

* Nagios updated to version 3.5.0.

* Apache Ambari updated to version 1.2.5. This release of Apache Ambari includes the
new features and improvements:

¢ Added support to setup Ganglia and Nagios HTTPS

¢ Added support to run Ambari Server as non-root account.

* Added ability to manage Kerberos Secure Cluster.

¢ Added support to setup Ambari Server HTTPS.

¢ Enabled Ambari Server configuration property encryption.

¢ Added support to configure Ambari Server-Agent Two-Way SSL Communication.
¢ Added ability to customize Dashboard Widgets.

¢ Improved Host Checks during Install Wizard

In this section:

* Known Issues for Hadoop

* Known Issues for Hive

* Known Issues for WebHCatalog

e Known Issues for HBase
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¢ Known Issues for Oozie

¢ Known Issues for Ambari

* Hadoop fsck /, after upgrade to HDP 1.3.2 from HDP 1.0, errors / ""ERROR
security. UserGouplnformation: PriviledgedActi onException as: hdfs
cause:java.io. | OException: Premature ECF"

PROBLEM: After you upgrade to HDP 1.3.2 from HDP 1.0, running the hadoop fsck /
command causes the following error to display:

ERROR security. User Groupl nformation: Privil edgedActi onExcepti on as: hdfs
cause:j ava.i o. | CException: Prenature EOF

There is an issue in the way the CLI parses the HTTP response from the fsck servlet.
With no options specified, the fsck servlet is writing a stream of . characters

to indicate progress, with a line break every 100 characters. The client is using

Buf f er edReader #r eadLi ne to parse it. This is potentially a very large response, so
the HTTP response is using chunked transfer encoding.

Workaround: Instead of running hadoop fsck / on its own, run the command with the
blocks, files, and location options:

hadoop fsck / -blocks -files -location

These options let the fsck servlet indicate progress in a readable way.
* JobTracker Ul, JMX queries, and RPC calls somtimes hang in HA mode.

Problem: JobTracker becomes slow and non-responsive in HA mode because
dfs.client.retry. policy. enabl ed is not set to 'final' and 'false' for the
JobTracker.

Workaround:Set df s. cli ent.retry. policy. enabl ed to 'final' and 'false' only for
the JobTracker. Clients (such as MapReduce, Pig, Hive, Oozie) should still be set to 'true’
in HA mode.

* Problem: While uploading files to NFS-MountDir, the following error is reported in the
DataNode log file:

I NFO or g. apache. hadoop. hdf s. nf s. nf s3. OpenFi | eCt x: requesed of f set =4980736
and current filesize=0

Workaround: On some environments, especially for virtualized environments, copying
large files of size close to 1GB fails intermittently. This issue is expected to be addressed in
the upcoming release.

* Use of i ni t. d scripts for starting or stopping Hadoop services, is not recommended.

* Mapreduce task from Hive dynamic partitioning query is killed.

12
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Problem: When using the Hive script to create and populate the partitioned table
dynamically, the following error is reported in the TaskTracker log file:

TaskTree [pi d=30275,ti pl D=attenpt _201305041854_0350_m 000000_0]
is runni ng beyond nenory-limts. Current usage : 1619562496byt es.
Limt : 1610612736bytes. Killing task. TaskTree [pi d=30275,ti pl D=

attenpt _201305041854_0350_m 000000_0] is running beyond menmory-limts.
Current usage : 1619562496bytes. Limt : 1610612736bytes. Killing task.
Dunmp of the process-tree for attenpt_ 201305041854 0350 _m 000000 O : |-
PID PPI D PGRPI D SESSI D CVMD_NAME USER MODE_TI ME(M LLI'S) SYSTEM TI ME(M LLI S)
VMVEM _USAGE( BYTES) RSSMEM USAGE( PAGES) FULL_CMD_LINE |- 30275 20786 30275
30275 (java) 2179 476 1619562496 190241 /usr/j dk64/j dk1.6.0_31/jre/ bin/

java ...

Workaround: The workaround is disable all the memory settings by setting value of
the following perperties to -1 in the mapr ed- si t e. xnmi file on the JobTracker and
TaskTracker host machines in your cluster:

mapr ed. cl ust er. map. menory. nb =
mapr ed. cl ust er. reduce. menory. nb
mapr ed. j ob. map. mrenory. nb = -1
mapr ed. j ob. reduce. menmory. nb = -1

mapr ed. cl ust er. max. map. nenory. nb = -1
mapr ed. cl ust er. max. reduce. nenory. nb =

~il
=1

-1

To change these values using the Ul, use the instructions provided here to update these
properties.

* Problem: While executing the following query:

select s, avg(d) over (partition by i order by f, b) from over 100k;

the following error is reported in the Hive log file:

FAlI LED: Semanti cException Range based W ndow Franme can have only 1 Sort Key

Workaround: The workaround is to use the following query:

select s, avg(d) over (partition by i order by f, b rows unbounded
precedi ng) from over 100k;

* Problem: While executing the following query:

select s, i, avg(d) over (partition by s order by i) / 10.0 from over 100k;

the following error is reported in the Hive log file:

NoVi abl eAl t Exception(15@129:7: ( ( ( KWAS )? identifier ) | ( KWAS LPAREN
identifier ( COWA identifier )* RPAREN ) )?])
at org.antlr.runtime. DFA. noVi abl eAl t (DFA. j ava: 158)
at org.antlr.runtinme. DFA. predi ct (DFA. java: 116)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser _Sel ect d ausePar ser.
sel ectltem H vePar ser_Sel ect O ausePar ser. j ava: 2298)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser _Sel ect O ausePar ser.
sel ect Li st (Hi vePar ser _Sel ect d ausePar ser. j ava: 1042)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser _Sel ect O ausePar ser .
sel ect d ause( Hi vePar ser _Sel ect Cl ausePar ser . j ava: 779)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser. sel ect C ause( Hi vePar ser.
j ava: 30649)
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at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser. sel ect St at ement ( Hi vePar ser .
j ava: 28851)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser. regul ar _body( Hi vePar ser.
j ava: 28766)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser. quer ySt at ement ( H vePar ser .
j ava: 28306)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser.
quer ySt at enent Expr essi on( Hi vePar ser . j ava: 28100)
at org. apache. hadoop. hi ve. gl . par se. H vePar ser . execSt at enent (H vePar ser.
java: 1213)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser. st at enent (H vePar ser.
ava: 928)
at org. apache. hadoop. hi ve. gl . parse. ParseDri ver. parse(ParseDri ver.java: 190)
at org. apache. hadoop. hi ve. gl . Dri ver. conpil e(Driver.java: 418)
at org. apache. hadoop. hi ve. gl . Driver. conpil e(Driver.java: 337)
at org. apache. hadoop. hive.ql.Driver.run(Driver.java: 902)
at org. apache. hadoop. hive.cli.CiDriver. processLocal Crd(CliDriver.java: 259)
at org. apache. hadoop. hive.cli.diDriver.processCrd(CliDriver.java: 216)
at org. apache. hadoop. hive.cli.diDriver.processLine(diDriver.java: 413)
at org. apache. hadoop. hive.cli.C iDriver.processLine(CliDriver.java: 348)
at org. apache. hadoop. hive.cli.d iDriver.processReader(CliDriver.java: 446)
at org. apache. hadoop. hive.cli.diDriver.processFile(diDriver.java: 456)
at org. apache. hadoop. hive.cli.CiDriver.run(CiDriver.java: 712)
at org. apache. hadoop. hive.cli.CiDriver.muin(CdiDriver.java: 614)
at sun.reflect. Nati veMet hodAccessor | npl . i nvokeO( Nati ve Met hod)
at sun.refl ect.NativeMet hodAccessor | npl . i nvoke(Nati veMet hodAccessor | npl .
ava: 39)
at sun.refl ect. Del egati ngMet hodAccessor | npl .
nvoke( Del egat i ngMet hodAccessor | npl . j ava: 25)
at java.lang.reflect. Method. i nvoke(Met hod. j ava: 597)
at org. apache. hadoop. util . RunJar. mai n(RunJar. j ava: 160)
FAI LED: ParseException |line 1:53 cannot recogni ze i nput near '/' '10.0'
"from in selection target

—

—

Workaround: The workaround is to use the following query:

select s, i, avg(d) / 10.0 over (partition by s order by i) from over100k;

* Problem: While using indexes in Hive, the following error is reported:

FAI LED: Execution Error, return code 1 from org. apache. hadoop. hi ve. gl . exec.
MapRedTask

* Problem: Partition in hive table that is of datatype i nt is able to accept st ri ng entries.
For example,

CREATE TABLE tabl (idl int,id2 string) PARTITIONED BY(nmonth string, day int)
ROW FORVAT DELI M TED FI ELDS TERM NATED BY *,’ ;

In the above example, the partition day of datatype i nt can also accept st ri ng entries
while data insertions.

Workaround: The workaround is to avoid adding st ri ng to i nt fields.

* Problem: In Hive 0.9, setting hive.metastore.local = true in hive-site.xml meant
that the embedded metastore would ALWAYS be used regardless of the setting
of hive.metastore.uris. But in Hive 0.11, hive.metastore.local is ignored when
hive.metastore.uris is set (https://issues.apache.org/jira/browse/HIVE-2585). When
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upgrading from HDP 1.0 or HDP 1.1 to HDP 1.3.*, Hive is upgraded from 0.9 to 0.11.
Therefore, the embedded metastore may no longer be used after upgrading without
adjusting the hive-site.xml settings.

Workaround: To continue to use the embedded metastore after upgrading, clear the
hive.metastore.uris setting in hive-site.xml.

* Problem: WebHCat is unable to submit Hive jobs when running in secure mode. All Hive
operations will fail.

The following error is reported in the Hive log file:

FAI LED: Error in metadata: java.lang.RuntimeException: Unable to instantiate
or g. apache. hadoop. hi ve. net ast or e. Hi veMet aSt or ed i ent

FAI LED: Execution Error, return code 1 from org. apache. hadoop. hi ve. gl . exec.

DDLTask

tenpleton: job failed with exit code 1

* Problem: Failure to report correct state for the killed job in WebHCatalog.

The following error is reported in the WebHCatalog log file:

\"failurelnfo\":\"Jobd eanup Task Failure, Task
task_201304012042_0406_m 000002\ ",\"runState\": 3

* Problem: WebHCatalog configuration t enpl et on. | i bj ar s property value is incorrect.
For more information see AMBARI-2862.

Workaround: Change the value for the property in the / usr/1i b/ hcat al og/ conf/
webhcat - si te. xn file, as shown below:

<property>

<name>t enpl et on. | i bj ar s</ name>

<val ue>/ usr/|i b/ zookeeper/ zookeeper.jar,/usr/lib/hcatal og/ share/

hcat al og/ hcat al og-core.jar,/usr/lib/hivellib/hive-exec-0.11.0.1.3.2.0-97.
jar,/usr/lib/hive/lib/hive-metastore-0.11.0.1.3.2.0-97.jar,/usr/lib/hivel
lib/libfb303-0.9.0.jar,/usr/lib/hive/lib/libthrift-0.9.0.jar,/usr/lib/
hi ve/lib/jdo2-api-2.3-ec.jar,/usr/lib/hivel/lib/slf4j-api-1.6.1.jar,/usr/
I'i b/ hcat al og/ shar e/ webhcat/svr/lib/antlr-runtime-3.4.jar,/usr/lib/hivel
|'i b/ dat anucl eus-api -jdo-3.0.7.jar,/usr/lib/hivel/lib/datanucl eus-api-jdo- 3.
0.7.jar,/usr/lib/hivellib/datanucl eus-core-3.0.9.jar,/usr/lib/hivellib/
dat anucl eus- enhancer-3.0. 1.jar,/usr/lib/hivellib/datanucl eus-rdbns-3.0.8
j ar</val ue>
</ property>

» HBase RegionServers fails to shutdown.

Problem: RegionServers may fail to shutdown. The following error is reported in the
RegionServer log file:

I NFO or g. apache. hadoop. hdf s. DFSCl i ent: Coul d not conpl ete /apps/
hbase/ dat a/ t est _hbase/ 3bce795¢c2ad0713505f 20ad3841bc3a2/ . t np/
27063b9e4ebc4644adb36571b5f 76ed5 retryi ng. .
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and the following error is reported in the NameNode log file:

ERROR or g. apache. hadoop. security. User G oupl nf or mati on:

Privil edgedActi onExcepti on as: hbase cause: org. apache. hadoop. hdf s. server.
nanmenode. Saf eMbdeExcepti on: Cannot conpl ete /apps/ hbase/ datal/test_hbase/
3bce795¢c2ad0713505f 20ad3841bc3a2/ .t np/ 27063b9edebc4644adb36571b5f 76ed5. Name

node is in safe node.

* Taking snapshot on Oracle Linux and Java version 1.6.0_31, may occasionally result in
spurious Ti neout error.

The workaround is to retry taking the snapshot.

* Problem: Oozie fails smoke tests in secured cluster.
Workaround:

1. Download the following files attached to, https://issues.apache.org/jira/browse/
AMBARI-2879:

* check_oozie_status.sh
* oozieSmoke.sh

2. Replace/var/Ili b/ anbari - agent/ puppet/ nodul es/ hdp- nagi os/fil es/
check_oozi e_st at us. sh with the downloaded file.

3. On the Nagios Server host machine, restart Nagios using the following command:

servi ce nagi os start

4. Replace/var/li b/ anbari-agent/ puppet/ nodul es/ hdp-oozi e/fil es/
00zi eSnoke. sh with the downloaded file all the hosts in your cluster.

5. Restart Oozie on the Oozie Server host machine using the following command:

sudo su -1 $OXZIE_USER -c "cd $OZIE LOG DI R/ 1 og; /usr/lib/oozielbin/
oozi e-start.sh"

where:
* $OZI E_USERis the Oozie Service user. For example, 00zi e

* $OZI E_LOG DI Ris the directory where Oozie log files are stored (for example: /
var /| og/ oozi e).

* Problem: Test Bundl eJobsFi | t er test fails on RHEL v6.3, Oracle v6.3, and SUSE
clusters with PostgreSQL.

This issue is caused due to the strict typing of PostgreSQL which restricts the auto casting
of string integer toaninteger.Theissue is reported when string representation
of integer values is substituted into a query for PostgreSQL on the JPA layer.
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* Problem: Delegation Token renewal exception in JobTracker logs.

The following exception is reported in the JobTracker log file when executing a long
running job on Oozie in secure mode:

ERROR or g. apache. hadoop. security. User G oupl nf or mati on:
Privil edgedAct i onException as:jt/hor1n22.gql. ygridcore. net GHORTON.
YGRI DCORE. NET cause: or g. apache. hadoop. security. AccessCont r
ol Exception: org.apache. hadoop. security. AccessControl Exception: dient
mapred tries to renew a token with renewer specified as jt
2013-04- 25 15:09: 41, 543 ERROR or g. apache. hadoop. mapr educe. security.t oken.
Del egat i onTokenRenewal : Exception renew ng tokenldent: 00 06 68 72 74 5f 71
61 02 6a 74 34 6f 6f 7a 69 65 2f 68 6f 72 31 6e 32 34 2e 67 71 31 2e 79 67
72 69 64 63 6f 72 65 2e 6e 65 74 40 48 4f 52 54 4Af 4e 2e 59 47 52 49 44 43
4f 52 45 2e 4e 45 54 8a 01 3e 41 b9 67 b8 8a 01 3e 65 c5 eb b8 8f 88 8f 9c,
Ki nd: HDFS DELEGATI ON TOKEN, Service: 68.142.244.41:8020. Not reschedul ed
or g. apache. hadoop. security. AccessCont r ol Excepti on: org. apache. hadoop.
security. AccessControl Exception: Client mapred tries to renew a token with
renewer specified as jt
at sun.reflect. NativeConstructorAccessorl npl.new nstanceO(Native
Met hod)
at sun.refl ect.NativeConstructorAccessorl npl .
newl nst ance( Nati veConst ruct or Accessor | npl . j ava: 39)
at sun.refl ect. Del egati ngConstruct or Accessor | npl .
new nst ance( Del egat i ngConst ruct or Accessor | npl . j ava: 27)
at java.lang.reflect. Constructor.new nstance(Constructor.java: 513)
at org. apache. hadoop. i pc. Renot eExcepti on.
i nst anti at eExcepti on( Renot eExcepti on. j ava: 95)
at org. apache. hadoop. i pc. Renot eExcept i on.
unwr apRenot eExcept i on( Renpt eExcept i on. j ava: 57)
at org. apache. hadoop. hdf s. DFSO i ent $Renewer . r enew( DFSCl i ent .
j ava: 678)
at org. apache. hadoop. security.token. Token. renew Token. j ava: 309)
at org. apache. hadoop. mapr educe. security.token. Del egati onTokenRenewal
$Renewal Ti mer Task$1. run( Del egati onTokenRenewal . j ava: 221)
at org. apache. hadoop. mapr educe. securi ty. t oken. Del egat i onTokenRenewal
$Renewal Ti ner Task$1. run( Del egat i onTokenRenewal . j ava: 217)
at java.security. AccessController.doPrivil eged(Native Mthod)
at javax.security. auth. Subj ect.doAs(Subj ect.java: 396)
at org. apache. hadoop. security. User G oupl nf or mati on.
doAs( User Groupl nf or mati on. j ava: 1195)
at org. apache. hadoop. mapr educe. security.token. Del egati onTokenRenewal
$Renewal Ti mer Task. run( Del egat i onTokenRenewal . j ava: 216)
at java.util.TinerThread. mai nLoop(Ti ner.j ava: 512)
at java.util.TimerThread. run(Tiner.java: 462)
Caused by: org. apache. hadoop. i pc. Renpot eExcepti on: org. apache. hadoop.
security. AccessControl Exception: Client mapred tries to renew a token with
renewer specified as jt
at org. apache. hadoop. security.token.
del egati on. Abst r act Del egat i onTokenSecr et Manager .
renewToken( Abst r act Del egat i onTokenSecr et Manager . j ava: 267)
at org. apache. hadoop. hdf s. server. nanenode. FSNanesyst em
renewDel egat i onToken( FSNanesyst em j ava: 6280)
at org. apache. hadoop. hdf s. server. namenode. NaneNode.
r enewDel egat i onToken( NaneNode. j ava: 652)
at sun.refl ect. Nati veMet hodAccessor | nmpl . i nvokeO( Nati ve Met hod)
at sun.refl ect.NativeMet hodAccessor | npl .
i nvoke( Nati veMet hodAccessor | npl . j ava: 39)
at sun.refl ect. Del egati ngMet hodAccessor | mpl .
i nvoke( Del egat i ngMet hodAccessor | npl . j ava: 25)
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at java.l ang.refl ect. Met hod. i nvoke( Met hod. j ava: 597)
at org. apache. hadoop. i pc. RPC$Ser ver. cal | (RPC. j ava: 578)
at org. apache. hadoop. i pc. Server $Handl er $1. run( Ser ver . j ava: 1405)
at org. apache. hadoop. i pc. Server $Handl er $1. run( Server . j ava: 1401)
at java.security. AccessController.doPrivil eged(Native Method)
at javax.security.auth. Subj ect.doAs(Subj ect.java: 396)
at org. apache. hadoop. security. User G oupl nf or mati on.

doAs(User Groupl nfornmati on. j ava: 1195)
at org. apache. hadoop. i pc. Server $Handl er. run( Server. j ava: 1399)

at org. apache. hadoop.ipc.Client.call(dient.java: 1118)
at org. apache. hadoop. i pc. RPC$l nvoker . i nvoke(RPC. j ava: 229)
at $Proxy7.renewbel egati onToken( Unknown Sour ce)
at org. apache. hadoop. hdf s. DFSO i ent $Renewer . r enew( DFSCl i ent .
j ava: 676)
9 nore

Workaround: Any new job job on secure cluster that runs longer than the validity of the
Kerberos ticket (typically 24 hours) will fail as the delegation token will not be renewed.

¢ Problem: Oozie fails smoke tests in secured cluster.
Workaround:

1. Download the following files attached to https://issues.apache.org/jira/browse/
AMBARI-2879:

* check_oozie_status.sh
e oozieSmoke.sh

2. Replace/var/1i b/ anbari - agent / puppet/ nodul es/ hdp- nagi os/fil es/
check _oozi e_st at us. sh with the downloaded file.

3. On the Nagios Server host machine, restart Nagios using the following command:

servi ce nagi os start

4. Replace/ var/1i b/ anbari - agent/ puppet / nodul es/ hdp-oozi e/ fil es/
00zi eSnoke. sh with the downloaded file all the hosts in your cluster.

5. Restart Oozie on the Oozie Server host machine using the following command:

sudo su -1 $OXZIE_USER -c "cd $OZIE LOG DI R/ I og; /usr/lib/oozielbin/
oozi e-start.sh"

where:
* $OZI E_USERis the Oozie Service user. For example, 00zi e

* $OZI E_LOG DI Ris the directory where Oozie log files are stored (for example: /
var/ | og/ oozi e).
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* Problem: The anbari - ser ver command displays invalid options for setting up Ganglia
and Nagios.

On the Ambari server host machine, when you execute the following command:
ambari - server

You see the following output:
Usi ng python /usr/bin/python2.6
Usage: /usr/sbin/anbari-server {start|stop|restart|setup|upgrade|status

upgr adest ack| set up- | dap| set up- htt ps| set up- gangl i a_htt ps| set up- nagi os_ht t psj|
encrypt - passwor ds} [options]

Workaround: The set up- gangl i a_htt ps and set up- nagi os_ht t ps are not valid
options.

Use set up- gangl i a- htt ps and set up- nagi os- ht t ps with the anbari - server
command to set up Ganglia and Nagios.

* Problem: nt pd service warning might be displayed as part of host check at the
bootstrap stage.

Workaround: Verify that nt pd is running on all nodes. Execute the following command
on all the nodes:

¢ For RHEL/CentOS:

servi ce ntpd status

e For SLES:

service ntp status

» Problem: Selecting Use local software repository option causes Ambari to deploy
def aul t stack version. The def aul t stack version for HDP v1.3.2 is HDP- 1. 3. 2

* Workaround: To install previous version of HDP with local repository option, complete
the following instructions:

1. SSH into the Ambari Server host machine and execute the following commands:
cd /usr/lib/anbari-server/web/javascripts
rmapp.js
gunzi p app.js.gz
vi app.js

2. Change the value of App. def aul t Local St ackVer si on parameter in app. j s file
to the expected value of HDP release,

For example, to install HDP 1.3.0, change the App. def aul t Local St ackVer si on
parameter as shown below:

App. def aul t Local St ackVer si on =' HDPLocal -1. 3. 0" ;
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3. Execute the following command:
gzip app.js
4. Clear the browser cache and log in to Ambari Web.

* Problem: Ganglia RRD database requires a large amount of disk space. Ganglia collects
Hadoop and System metrics for the hosts in the cluster. These metrics are stored in the
RRD database. Based on the number of Services you install, and the number of hosts in
your clusters, the RRD database could become quite large.

Workaround: During cluster install, on the Customize Services page, select the Misc tab
and set the base directory where RRD stores the collected metrics. Choose a directory
location that has a minimum of 16 GB disk space available.

Workaround: You can also minimize the space used by Ganglia.

To reduce the Ganglia metrics collection granularity and reduce the overall disk space
used by Ganglia, perform these steps after successfully completing your cluster install:

1. Download the following utility script configs.sh.
2. From Ambari, stop the Ganglia service and wait for it to stop completely.

3. Get the existing directory path for Ganglia RRD files (the "rrds" folder) using the
confi gs. sh script:

./configs.sh get $ny.anbari.server $clusternane global | grep
"rrdcached_base_dir"

where,

$ny. anbari . server is the Ambari Server host and
$cl ust er nane is the name of the cluster.

4. Log into the Ganglia Server host.
5. Backup the content of the r r ds folder and then clean the folder.

6. Edit the gnet adLi b. sh file
vi /var/lib/anbari-agent/puppet/nodul es/ hdp-ganglia/fil es/gnetadLib. sh
7. Comment out the existing RRAs entry and enter the following:

RRAs " RRA: AVERAGE: 0. 5: 1: 244" "RRA: AVERAGE: 0. 5: 24: 244" " RRA: AVERAGE: 0.
5:168: 244" " RRA: AVERAGE: 0. 5: 672: 244" " RRA: AVERAGE: 0. 5: 5760: 374

8. From Ambari, start the Ganglia service.

9. To confirm your change is applied, on the Ganglia Server host, you should see the line
from above in the gnet ad. conf file:

nore /etc/ganglial hdp/ gmet ad. conf
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e Note
4

You may need to wait for 5-10 minutes to see the metrics populate.
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2. Release Notes HDP-1.3.1

This chapter provides information on the product version, patch information for various
components, improvements, and known issues (if any) for the current release.

This document contains:

¢ Product Version

Patch Information

* Minimum System Requirements

Upgrading HDP Manually

Improvements

L)

Known Issues

2.1. Product Version: HDP-1.3.1

This release of Hortonworks Data Platform (HDP) deploys the following Hadoop-related
components:

* Apache Hadoop 1.2.0

* Apache HBase 0.94.6

* Apache Pig 0.11

* Apache ZooKeeper 3.4.5

¢ Apache HCatalog

e Note
4

Apache HCatalog is now merged with Apache Hive.

* Apache Hive 0.11.0

* Apache Oozie 3.3.2

* Apache Sqoop 1.4.3

* Apache Ambari 1.2.4

e Apache Flume 1.3.1

¢ Apache Mahout 0.7.0

¢ Third party components:

¢ Ganglia 3.2.0
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* GWeb 2.2.0

* Nagios 3.2.3

In this section:

* Patch information for Hadoop

* Patch information for Ambari

* Patch information for HBase

* Patch information for Hive

* Patch information for HCatalog

* Patch information for Pig

 Patch information for ZooKeeper
* Patch information for Oozie

* Patch information for Sqoop

e Patch information for Mahout

Patch information for Flume

Hadoop is based on Apache Hadoop 1.2.0 and includes the following additional patches:
* HDFS-2802: Added support for RW/RO snapshots in HDFS.
» HDFS-4750: Added support for NFSv3 interface to HDFS.

* MAPREDUCE-5109: Added support to apply Job vi ew acl to job lists on JobTracker
and also to the JobHistory listings.

* MAPREDUCE-5217: Fixed issues for Di st CP when launched by Oozie on a secure cluster.

* MAPREDUCE-5256: Improved Combi nel nput For mat to make it thread safe. This issue
was affecting HiveServer.

» HDFS-4334: Added support to enable adding a unique id to each INode.
» HDFS-4635: Move Bl ockManager #conput eCapaci t y to Li ght Wi ght GSet .
» HDFS-4434: Added support for inode ID to inode map.

» HDFS-4785: Fixed issue for Concat operation that affected removal of the concatenated
files from InodeMap.
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HDFS-4784: Fixed Null Pointer Exception (NPE) in FSDi r ect ory. resol vePat h() .

HADOOP-8923: Fixed incorect rendering of the intermediate web user interface page
caused when the authentication cookie (SPENGO/custom) expires.

HDFS-4108: Fixed df snodel i st to work in secure mode.

HADOOP-9296: Added support to allow users from different realm to authenticate
without a trust relationship.

Ambari is based on Apache Ambari 1.2.4 and includes no patches.

HBase is based on Apache HBase 0.94.6 and includes the following:

HBASE-6338: Cache method in RPC handler.

HBASE-6134: Improvement for spl i t - wor ker to improve distributed log splitting time.
HBASE-6508: Filter out edits at log split time.

HBASE-6466: Enabled multi-thread support for memstore flush.

HBASE-7820: Added support for multi-realm authentication.

HBASE-8179: Fixed JSON formatting for cluster status.

HBASE-8081: Backport HBASE-7213. (Separate hl og for meta tables.)

HBASE-8158: Backport HBASE-8140. (Added support to use Jar Fi nder aggressively
when resolving MR dependencies.)

HBASE-8260: Added support to create deterministic, longer running, and less aggressive
generic integration test for HBase trunk and HBase branch 94.

HBASE-8274: Backport HBASE-7488. (Implement
HConnect i onManager . | ocat eRegi ons which is currently returning null.)

HBASE-8179: Fixed JSON formatting for cluster status.
HBASE-8146: Fixed | nt egr at i onTest Bi gLi nkedLi st for distributed setup.

HBASE-8207: Fixed replication could have data loss when machine name contains hyphen

HBASE-8106: Test to check replication log znodes move is done correctly.

HBASE-8246: Backport HBASE-6318to 0.94 where Spl i t Log\Wor ker exits due to
Concurrent Modi ficati onExcepti on.

HBASE-8276: Backport HBASE-6738to 0.94. (Too aggressive task resubmission from the
distributed log manager.)
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HBASE-8270: Backport HBASE-8097to 0.94. (Met aSer ver Shut downHandl er may
potentially keep bumping up DeadSer ver . nunPr ocessi ng.)

* HBASE-8326: mapr educe. Test Tabl el nput For mat Scan times out frequently (and
addendum).

* HBASE-8352: Rename . snapshot directory to . hbase- snapshot.

» HBASE-8377: Fixed | nt egr ati onTest Bi gLi nkedLi st calculates wrap for linked list
size incorrectly.

» HBASE-8505: References to split daughters should not be deleted separately from parent
META entry (patch file: hbase- 8505_v2- 0. 94-r educe. pat ch).

* HBASE-8550: 0.94 ChaosMonkey grep for master is too broad.

* HBASE-8547: Fix j ava. | ang. Runt i meExcept i on: Cached an already cached block
(Patch file: hbase- 8547 _v2- 0. 94- r educed. pat ch and addendun+3).

* HBASE-7410: [snapshots] Add snapshot/clone/restore/export docs to reference guide.
For more details, see User Guide - HBase Snapshots.

* HBASE-8530: Refine error message from Export Snapshot when there is leftover
snapshot in target cluster.

* HBASE-8350: Added support to enable ChaosMonkey to run commands as different
users.

» HBASE-8405: Added new custom options to how Cl ust er Manager runs commands.
» HBASE-8465: Added support for auto-drop rollback snapshot for snapshot restore.
» HBASE-8455: Updated Export Snapshot to reflect changes in HBASE-7419.

» HBASE-8413: Fixed Snapshot verify regi on will always fail if the HFile has been
archived.

* HBASE-8259: Snapshot backport in 0.94.6 breaks rolling restarts.

» HBASE-8213: Fixed global authorization may lose efficacy.

Hive is based on Apache Hive 0.11.0 and includes the following patches:

2

* HIVE-2084: Upgraded DataNuclues from v2.0.3 to v3.0.1.

Apache HCatalog is now merged with Apache Hive.

» HIVE-3815: Fixed failures for hi ve t abl e renane operation when filesystem cache is
disabled.

25


https://issues.apache.org/jira/browse/HBASE-8270
https://issues.apache.org/jira/browse/HBASE-8097
https://issues.apache.org/jira/browse/HBASE-8326
https://issues.apache.org/jira/browse/HBASE-8352
https://issues.apache.org/jira/browse/HBASE-8377
https://issues.apache.org/jira/browse/HBASE-8505
https://issues.apache.org/jira/browse/HBASE-8550
https://issues.apache.org/jira/browse/HBASE-8547
https://issues.apache.org/jira/browse/HBASE-7410
http://docs.hortonworks.com/HDPDocuments/HDP1/HDP-1.3.2/bk_user-guide/content/user-guide-hbase-snapshots.html
https://issues.apache.org/jira/browse/HBASE-8530
https://issues.apache.org/jira/browse/HBASE-8350
https://issues.apache.org/jira/browse/HBASE-8405
https://issues.apache.org/jira/browse/HBASE-8465
https://issues.apache.org/jira/browse/HBASE-8455
https://issues.apache.org/jira/browse/HBASE-7419
https://issues.apache.org/jira/browse/HBASE-8413
https://issues.apache.org/jira/browse/HBASE-8259
https://issues.apache.org/jira/browse/HBASE-8213
https://issues.apache.org/jira/browse/HIVE-2084
https://issues.apache.org/jira/browse/HIVE-3815

Hortonworks Data Platform Aug 19, 2013

» HIVE-3846: Fixed null pointer exceptions (NPEs) for al t er vi ew r enane operations
when authorization is enabled.

» HIVE-3255: Added DBTokenSt or e to store Delegation Tokens in database.
e HIVE-4171: Current database in metastore. Hive is not consistent with Sessi onSt at e.

* HIVE-4392: Fixed |11 ogical InvalidObjectExcepti onwhen usingmulit
aggr egat e functions with star columns.

» HIVE-4343: Fixed HiveServer2 with Kerberos - local task for map join fails.
* HIVE-4485: Fixed beeline prints null as empty strings.

» HIVE-4510: Fixed HiveServer2 nested exceptions.

* HIVE-4513: Added support to disable Hive history logs by default.

» HIVE-4521: Fixed auto join conversion failures

» HIVE-4540: Fixed failures for GROUPBY/ DI STI NCT operations when
mapj oi n. mapr ed=true.

* HIVE-4611: Fixed SMB join failures because of conflicts in bigtable selection policy.
* HIVE-5542: Fixed Test JdbcDri ver 2. t est Met aDat aGet Schemas failures.
* HIVE-3255: Fixed Metastore upgrade scripts failures for PostgreSQL version less than 9.1.

» HIVE-4486: Fixed Fet chOper at or that was causing the SMB joins to slow down 50%
when there are large number of partitions.

» Removed npat h windowing function.
* HIVE-4465: Fixed issues for WebHCatalog end to end tests for the exi t val ue.
* HIVE-4524: Added support for H ve HBaseSt or ageHandl er to work with HCatalog.

* HIVE-4551: Fixed HCat Loader failures caused when loading ORC table External apache
(4551.patch).

Apache HCatalog is now merged with Apache Hive. For details on the list of patches, see
Patch information for Hive.

Pig is based on Apache Pig 0.11 and includes the following patches:

* PIG-3048: Added MapReduce workflow information to job configuration.

ZooKeeper is based on Apache ZooKeeper 3.4.5 and includes the following patches:
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* ZOOKEEPER-1598: Enhanced ZooKeeper version string.

* ZOOKEEPER-1584: Adding nhvn-i nstal | target for deploying the ZooKeeper
artifacts to .m2 repository.

Oozie is based on Apache Oozie 3.2.0 and includes the following patches:

* OOZIE-1356: Fixed issue with the Bundle job in PAUSEW THERROR state that fails change
to SUSPENDEDW THERRCR state on suspending the job.

* OOZIE-1351: Fixed issue for Oozie jobs in PAUSEDW THERROR state that fail to change to
SUSPENDEDW THERROR state when suspended.

* OOZIE-1349:Fixed issues for oozi eCLI - Doozi e. aut h. t oken. cache.

Sqoop is based on Apache Sqoop 1.4.3 and includes the following patches:

* SQOOP-931: Added support to integrate Apache HCatalog with Apache Sqoop.
This Sqoop-HCatalog connector supports storage formats abstracted by HCatalog.

* SQOOP-916: Added an abort validation handler.

e SQOOP-798: Ant docs fail to work on RHEL v5.8.

Mahout is based on Apache Mahout 0.7.0 and includes the following patches:

* MAHOUT-958: Fixed NullPointerException in Repr esent at i vePoi nt sMapper when
running cl ust er - r eut er s. sh example with kneans.

* MAHOUT-1102: Fixed Mahout build failures for default profile caused when
hadoop. ver si on is passed as an argument.

* MAHOUT-1120: Fixed execution failures for Mahout examples script for RPM based
installations.

Flume is based on Apache Flume 1.3.1 and includes the following patches:

* FLUME-924: Implemented JMS source for Flume NG.

* FLUME-1784: JMsour ce Fixed minor documentation problem and parameter name.
e FLUME-1804: JMS source not included in binary distribution.

* FLUME-1777: Abst r act Sour ce does not provide enough implementation for sub-
classes
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FLUME-1886: Added JMS enum type to Sour ceType so that users do not need to enter
FQCN for JMSSour ce.

FLUME-1976: JMS Source document should provide instruction on JMS implementation
JAR files. For more details, see Flume User Guide - JMS Source.

FLUME-2043: JMS Source removed on failure to create configuration

FLUME-1227: Introduce some sort of SpillableChannel ([Spillable Channel -
Experimental]).

Spillable Channel dependencies:

¢ FLUME-1630: Improved Flume configuration code.

FLUME-1502: Support for running simple configurations embedded in host process.

FLUME-1772: Abst r act Confi gur ati onPr ovi der should remove component
which throws exception from configure method.

FLUME-1852: Fixed issues with EnmbeddedAgent Conf i gur ati on.

FLUME-1849: Embedded Agent doesn't shutdown supervisor
FLUME-1878: Fi | eChannel replay should print status every 10000 events.
FLUME-1891: Fast replay runs even when checkpoint exists.

FLUME-1762: File Channel should recover automatically if the checkpoint is incomplete or
bad by deleting the contents of the checkpoint directory.

FLUME-1870: Flume sends non-numeric values with type as float to Ganglia causing it to
crash.

FLUME-1918: File Channel cannot handle capacity of more than 500 Million events.

FLUME-1262: Move doc generation to a different profile.

In this section:

Hardware Recommendations
Operating Systems Requirements
Software Requirements

Database Requirements
Virtualization and Cloud Platforms

Optional: Configure the Local Repositories
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e Note
4

gsinstaller was deprecated as of HDP 1.2.0 and is no longer being made
available in 1.3.0 or in future releases.

We encourage you to consider Manual Install (RPMs) or Automated Install
(Ambari).

2.3.1. Hardware Recommendations

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines. You can see sample setups here.

2.3.2. Operating Systems Requirements

The following operating systems (OS) are supported:
¢ 64-bit Red Hat Enterprise Linux (RHEL) v5.*, v6.*

* 64-bit CentOS v5.*, v6.*

¢ 64-bit SUSE Linux Enterprise Server (SLES) 11 SP1

e Oracle Linux 5 and 6

2.3.3. Software Requirements

On each of your hosts:
¢ yum (RHEL/CentOS)

* zypper (SLES)

e Note
4

Ensure that the Zypper version is 1.3.14.
* rpm
e scp
e curl
¢ wget

¢ pdsh

2.3.4. Database Requirements

¢ Hive and HCatalog require a database to use as a metadata store and by default uses
embedded Derby database. MySQL 5.x, Oracle 11gr2, or PostgreSQL 8.x are supported.
You may provide access to an existing database, or you can use Ambari installer to
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deploy MySQL instance for your environment. For more information, see Supported
Database Matrix for Hortonworks Data Platform.

* Oozie requires a database to use as a metadata store and by default uses embedded
Derby database.

MySQL 5.x, Oracle 11gr2, or PostgreSQL 8.x are also supported. For more information,
see Supported Database Matrix for Hortonworks Data Platform.

* Ambari requires a database to store information about cluster topology and
configuration.

The default database is Postgres 8.x and Oracle 11gr2 is also supported. For more
information, see Supported Database Matrix for Hortonworks Data Platform.

HDP is certified and supported when running on virtual or cloud platforms (for example,
VMware vSphere or Amazon Web Services EC2) as long as the respective guest OS is
supported by HDP and any issues that are detected on these platforms are reproducible on
the same supported OS installed on bare metal.

See Operating Systems Requirements for the list of supported operating systems for HDP.

If your cluster does not have access to the Internet, or you are creating a large cluster
and you want to conserve bandwidth, you need to provide access to the HDP installation
packages using an alternative method. For more information, see Deploying HDP In
Production Data Centers.

The installer pulls many packages from the base OS repositories. If you do

not have a complete base OS available to all your machines at the time of
installation, you may run into issues. For example, if you are using RHEL 6 your
hosts must be able to access the “Red Hat Enterprise Linux Server 6 Optional
(RPMs)” repository. If this repository is disabled, the installation is unable

to access the r ubygens package. If you encounter problems with base OS
repositories being unavailable, please contact your system administrator to
arrange for these additional repositories to be proxied or mirrored.

Use the following instructions to upgrade HDP manually:

1. For SUSE, you must uninstall before updating the repo file. The instructions to uninstall
HDP are provided here.

2. For RHEL/CentOS, use one of the following options to upgrade HDP:

¢ Option I:
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a. Uninstall HDP using the instructions provided here.
b. Install HDP using the instructions provided here.

* Option llI: Update the repo using the instructions provided here.

» Apache Ambari updated to version 1.2.4. This release of Apache Ambari includes the
new features and improvements:

¢ Ambari requires a database to store information about cluster topology and
configuration.

The default database is Postgres 8.x and Oracle 11gr2 is also supported. For more
information, see Supported Database Matrix for Hortonworks Data Platform.

¢ Added support for configuring Oracle 11gr2 for Oozie and Hive metastores. For more
information, see Supported Database Matrix for Hortonworks Data Platform.

¢ Added support for non-root SSH install option.

¢ Added support to use either HDP-1.2.1 or HDP-1.3.0 stack.

In this section:

* Known Issues for Hadoop

* Known Issues for Hive

* Known Issues for WebHCatalog
* Known Issues for HBase

* Known Issues for Oozie

e Known Issues for Ambari

File upload fails to upload in NFS-MountDir.

Problem: While uploading files to NFS-MountDir, the following error is reported in the
DataNode log file:

I NFO or g. apache. hadoop. hdf s. nf s. nf s3. OpenFi | eCt x: requesed of f set =4980736
and current filesize=0

Workaround: On some environments, especially for virtualized environments, copying
large files of size close to 1GB fails intermittently. This issue is expected to be addressed in
the upcoming release.
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* Use of init.d scripts for starting or stopping Hadoop services, is not recommended.

* Mapreduce task from Hive dynamic partitioning query is killed.

Problem: When using the Hive script to create and populate the partitioned table
dynamically, the following error is reported in the TaskTracker log file:

TaskTree [ pi d=30275, ti pl D=att enpt 201305041854 _0350_m 000000_0]
is runni ng beyond nmenory-limts. Current usage : 1619562496byt es.
Limt : 1610612736bytes. Killing task. TaskTree [pi d=30275,ti pl D=
attenpt _201305041854_0350_m 000000_0] is running beyond mermory-limts.
Current usage : 1619562496bytes. Limt : 1610612736bytes. Killing task.
Dunmp of the process-tree for attenpt_ 201305041854 0350 _m 000000 O : |-
PI D PPI D PGRPI D SESSI D CVD_NAME USER MODE TI ME(M LLI'S) SYSTEM Tl ME(M LLI S)
VMVEM _USAGE( BYTES) RSSMEM USAGE( PAGES) FULL_CMD_LINE |- 30275 20786 30275
30275 (java) 2179 476 1619562496 190241 /usr/jdk64/j dkl.6.0 31/jre/bin/
java ...

Workaround: The workaround is disable all the memory settings by setting value of
the following perperties to -1 in the mapr ed- si t e. xnm file on the JobTracker and
TaskTracker host machines in your cluster:

mapr ed. cl uster. map. nenory. nb = -1
mapr ed. cl uster. reduce. nenory. nb = -1
mapr ed. j ob. map. menory. nb = -1

mapr ed. j ob. reduce. nenory. nb = -1

mapr ed. cl ust er. max. map. nenory. nmb = -1

mapr ed. cl ust er. max. r educe. nenory. nmb -1

To change these values using the Ul, use the instructions provided here to update these
properties.

* Problem: While executing the following query:
select s, avg(d) over (partition by i order by f, b) from over 100k;
the following error is reported in the Hive log file:
FAlI LED: Semanti cException Range based W ndow Franme can have only 1 Sort Key
Workaround: The workaround is to use the following query:

sel ect s, avg(d) over (partition by i order by f, b rows unbounded
precedi ng) from over 100k;

* Problem: While executing the following query:
select s, i, avg(d) over (partition by s order by i) / 10.0 from over 100k;
the following error is reported in the Hive log file:

NoVi abl eAl t Exception(15@129:7: ( ( ( KWAS )? identifier ) | ( KWAS LPAREN
identifier ( COWA identifier )* RPAREN ) )?])
at org.antlr.runtime. DFA noVi abl eAl t (DFA. j ava: 158)
at org.antlr.runtine. DFA predict(DFA java: 116)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser _Sel ect C ausePar ser.
sel ectlten( Hi veParser_Sel ect Cl ausePar ser. j ava: 2298)

32


http://public-repo-1.hortonworks.com/HDP1/HDP-1.2.0/bk_using_Ambari_book/content/ambari-chap3-7.html

Hortonworks Data Platform Aug 19, 2013

at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser _Sel ect G ausePar ser .
sel ect Li st (Hi vePar ser _Sel ect Cl ausePar ser. j ava: 1042)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser _Sel ect O ausePar ser.
sel ect O ause( Hi vePar ser _Sel ect Cl ausePar ser . j ava: 779)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser . sel ect d ause( Hi vePar ser.
j ava: 30649)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser. sel ect St at ement ( H vePar ser .
j ava: 28851)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser. regul ar _body( Hi vePar ser.
j ava: 28766)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser. quer ySt at enent ( Hi vePar ser.
j ava: 28306)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser.
quer ySt at enent Expr essi on( Hi vePar ser . j ava: 28100)
at org. apache. hadoop. hi ve. gl . par se. H vePar ser . execSt at enent (H vePar ser.
java: 1213)
at org. apache. hadoop. hi ve. gl . par se. H vePar ser. st at enent (H vePar ser.
j ava: 928)
at org. apache. hadoop. hi ve. gl . par se. Par seDri ver. parse(ParseDri ver. java: 190)
at org. apache. hadoop. hi ve. gl . Driver. conpil e(Driver.java: 418)
at org. apache. hadoop. hi ve. gl . Driver. conpil e(Driver.java: 337)
at org. apache. hadoop. hive. gl . Driver.run(Driver.java: 902)
at org. apache. hadoop. hive.cli.CiDriver. processLocal Crd(CliDriver.java: 259)
at org. apache. hadoop. hive.cli.CiDriver.processCrd(d iDriver.java: 216)
at org. apache. hadoop. hive.cli.diDriver.processLine(diDriver.java: 413)
at org. apache. hadoop. hive.cli.diDriver.processLine(CiDriver.java: 348)
at org. apache. hadoop. hive.cli.C iDriver.processReader (C i Driver.java: 446)
at org. apache. hadoop. hive.cli.CiDriver.processFile(CiDriver.java: 456)
at org. apache. hadoop. hive.cli.diDriver.run(CiDriver.java: 712)
at org. apache. hadoop. hive.cli.diDriver.min(diDriver.java: 614)
at sun.refl ect. NativeMet hodAccessor | npl . i nvokeO( Native Met hod)
at sun.reflect. Nati veMet hodAccessor | npl . i nvoke(Nati veMet hodAccessor | npl .
ava: 39)
at sun.refl ect. Del egati ngMet hodAccessor | npl .
nvoke( Del egat i ngMet hodAccessor | npl . j ava: 25)
at java.l ang.refl ect. Met hod. i nvoke( Met hod. j ava: 597)
at org. apache. hadoop. util.RunJar. mai n(RunJar. j ava: 160)
FAlI LED: ParseException |line 1:53 cannot recogni ze i nput near '/' '10.0'
‘from in selection target

—

—

Workaround: The workaround is to use the following query:

select s, i, avg(d) / 10.0 over (partition by s order by i) from over100k;

* Problem: While using indexes in Hive, the following error is reported:

FAlI LED: Execution Error, return code 1 from org. apache. hadoop. hi ve. gl . exec.
MapRedTask

* Problem: Partition in hive table that is of datatype i nt is able to accept st ri ng entries.
For example,

CREATE TABLE tabl (idl int,id2 string) PARTITIONED BY(nonth string, day int)
ROV FORVAT DELI M TED FI ELDS TERM NATED BY *,’ ;

In the above example, the partition day of datatype i nt can also accept st ri ng entries
while data insertions.

Workaround: The workaround is to avoid adding st ri ng to i nt fields.
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* Problem: In Hive 0.9, setting hive.metastore.local = true in hive-site.xml meant
that the embedded metastore would ALWAYS be used regardless of the setting
of hive.metastore.uris. But in Hive 0.11, hive.metastore.local is ignored when
hive.metastore.uris is set (https://issues.apache.org/jira/browse/HIVE-2585). When
upgrading from HDP 1.0 or HDP 1.1 to HDP 1.3.*, Hive is upgraded from 0.9 to 0.11.
Therefore, the embedded metastore may no longer be used after upgrading without
adjusting the hive-site.xml settings.

Workaround: To continue to use the embedded metastore after upgrading, clear the
hive.metastore.uris setting in hive-site.xml.

* Problem: WebHCat is unable to submit Hive jobs when running in secure mode. All Hive
operations will fail.

The following error is reported in the Hive log file:

FAI LED: Error in metadata: java.lang.RuntimeException: Unable to instantiate
or g. apache. hadoop. hi ve. net ast or e. Hi veMet aSt or ed i ent

FAI LED: Execution Error, return code 1 from org. apache. hadoop. hi ve. gl . exec.

DDLTask

templeton: job failed with exit code 1

* Problem: Failure to report correct state for the killed job in WebHCatalog.

The following error is reported in the WebHCatalog log file:

\"failurelnfo\":\"Jobd eanup Task Fail ure, Task:
task 201304012042 _0406_m 000002\ ",\"runState\": 3

» HBase RegionServers fails to shutdown.

Problem: RegionServers may fail to shutdown. The following error is reported in the
RegionServer log file:

I NFO or g. apache. hadoop. hdf s. DFSCl i ent: Coul d not conpl ete /apps/
hbase/ dat a/ t est _hbase/ 3bce795c2ad0713505f 20ad3841bc3a2/ .t np/
27063b9e4ebc4644adb36571b5f 76ed5 retrying. ..

and the following error is reported in the NameNode log file:

ERRCR or g. apache. hadoop. securi ty. User Gr oupl nf or nati on:

Privil edgedActi onExcepti on as: hbase cause: org. apache. hadoop. hdf s. server.
nanenode. Saf eMbdeExcepti on: Cannot conpl ete /apps/ hbase/ dat a/test hbase/
3bce795c2ad0713505f 20ad3841bc3a2/ . t np/ 27063b9edebc4644adb36571b5f 76ed5. Name

node is in safe node.

Test Bundl eJobsFi | t er test fails on RHEL v6.3, Oracle v6.3, and SUSE clusters with
PostgreSQL.
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This issue is caused due to the strict typing of PostgreSQL which restricts the auto casting
of string integer toani nteger. The issue is reported when string representation
of integer values is substituted into a query for PostgreSQL on the JPA layer.

* Delegation Token renewal exception in JobTracker logs.

Problem: The following exception is reported in the JobTracker log file when executing a
long running job on Qozie in secure mode:

ERROR or g. apache. hadoop. security. User G oupl nf or mati on:
Privil edgedAct i onException as:jt/hor1n22.gql. ygridcore. net GHORTON.
YGRI DCORE. NET cause: or g. apache. hadoop. security. AccessCont r
ol Exception: org.apache. hadoop. security. AccessControl Exception: dient
mapred tries to renew a token with renewer specified as jt
2013-04- 25 15:09: 41, 543 ERROR or g. apache. hadoop. mapr educe. security.t oken.
Del egat i onTokenRenewal : Exception renew ng tokenldent: 00 06 68 72 74 5f 71
61 02 6a 74 34 6f 6f 7a 69 65 2f 68 6f 72 31 6e 32 34 2e 67 71 31 2e 79 67
72 69 64 63 6f 72 65 2e 6e 65 74 40 48 4f 52 54 4Af 4e 2e 59 47 52 49 44 43
4f 52 45 2e 4e 45 54 8a 01 3e 41 b9 67 b8 8a 01 3e 65 c5 eb b8 8f 88 8f 9c,
Ki nd: HDFS DELEGATI ON TOKEN, Service: 68.142.244.41:8020. Not reschedul ed
or g. apache. hadoop. security. AccessCont r ol Excepti on: org. apache. hadoop.
security. AccessControl Exception: Client mapred tries to renew a token with
renewer specified as jt
at sun.reflect. NativeConstructorAccessorl npl.new nstanceO(Native
Met hod)
at sun.refl ect.NativeConstructorAccessorl npl .
newl nst ance( Nati veConst ruct or Accessor | npl . j ava: 39)
at sun.refl ect. Del egati ngConstruct or Accessor | npl .
new nst ance( Del egat i ngConst r uct or Accessor | npl . j ava: 27)
at java.lang.reflect. Constructor.new nstance(Constructor.java: 513)
at org. apache. hadoop. i pc. Renot eExcepti on.
i nst anti at eExcepti on( Renot eExcepti on. j ava: 95)
at org. apache. hadoop. i pc. Renot eExcept i on.
unwr apRenot eExcept i on( Renot eExcept i on. j ava: 57)
at org. apache. hadoop. hdf s. DFSO i ent $Renewer . r enew( DFSCl i ent .
j ava: 678)
at org. apache. hadoop. security.token. Token. renew Token. j ava: 309)
at org. apache. hadoop. mapr educe. security.token. Del egati onTokenRenewal
$Renewal Ti mer Task$1. run(Del egati onTokenRenewal . j ava: 221)
at org. apache. hadoop. mapr educe. securi ty. t oken. Del egat i onTokenRenewal
$Renewal Ti ner Task$1. run( Del egat i onTokenRenewal . j ava: 217)
at java.security. AccessController.doPrivil eged(Native Mthod)
at javax.security. auth. Subj ect.doAs(Subj ect.java: 396)
at org. apache. hadoop. security. User G oupl nf or mati on.
doAs(User Groupl nf or mati on. j ava: 1195)
at org. apache. hadoop. mapr educe. security.token. Del egati onTokenRenewal
$Renewal Ti mer Task. run( Del egat i onTokenRenewal . j ava: 216)
at java.util.TinmerThread. mai nLoop(Ti ner.java: 512)
at java.util.TimerThread. run(Tiner.java: 462)
Caused by: org. apache. hadoop. i pc. Renpot eExcepti on: org. apache. hadoop.
security. AccessControl Exception: Client mapred tries to renew a token with
renewer specified as jt
at org. apache. hadoop. security.token.
del egati on. Abst r act Del egat i onTokenSecr et Manager .
renewToken( Abst r act Del egat i onTokenSecr et Manager . j ava: 267)
at org. apache. hadoop. hdf s. server. nanenode. FSNanesyst em
renewDel egat i onToken( FSNanesyst em j ava: 6280)

35



Hortonworks Data Platform

at

or g. apache. hadoop. hdf s. server. nanenode. NaneNode.

r enewDel egat i onToken( NaneNode. | ava: 652)

at
at

sun. refl ect. Nati veMet hodAccessor | npl . i nvokeO( Nati ve Met hod)
sun. refl ect. Nati veMet hodAccessor | npl .

i nvoke( Nati veMet hodAccessor | npl . j ava: 39)

at

sun. ref | ect. Del egat i ngMet hodAccessor | npl .

i nvoke( Del egat i ngMet hodAccessor | npl . j ava: 25)

at
at
at
at
at
at
at

java.l ang. refl ect. Met hod. i nvoke( Met hod. j ava: 597)

or g. apache. hadoop. i pc. RPC$Ser ver. cal | (RPC. j ava: 578)

or g. apache. hadoop. i pc. Server $Handl er $1. run( Ser ver . j ava: 1405)
or g. apache. hadoop. i pc. Server $Handl er $1. run( Ser ver . j ava: 1401)
java. security. AccessControl |l er.doPrivil eged(Native Method)

j avax. security. aut h. Subj ect . doAs( Subj ect . j ava: 396)

or g. apache. hadoop. securi ty. User G oupl nf or mat i on.

doAs(User G oupl nfornmati on. j ava: 1195)

at

at
at
at
at
j ava: 676)

Workaround: Any new job job on secure cluster that runs longer than the validity of the
Kerberos ticket (typically 24 hours) will fail as the delegation token will not be renewed.

or g. apache. hadoop. i pc. Server $Handl er. run( Server. j ava: 1399)

or g. apache. hadoop.ipc.Client.call (Client.java: 1118)

or g. apache. hadoop. i pc. RPC$I nvoker . i nvoke( RPC. j ava: 229)
$Proxy7. renewDel egati onToken( Unknown Source)

or g. apache. hadoop. hdf s. DFSCl i ent $Renewer . r enew( DFSCl i ent .

9 nore

* Nagios assumes that DataNode is deployed on all the host machine in your cluster.

The Nagios server displays DataNode alert on all the host machines even if a particular

slave machine does not host a DataNode daemon.

* Ambari user interface (Ul) allows adding existing properties to custom cor e-si t e. xmi

and hdf s- si t e. xm settings. For more information, see AMBARI-2313

For more information on the specific issues for Ambari, see Troubleshooting - Specific Issues

section.
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3. Release Notes HDP-1.3.0

This chapter provides information on the product version, patch information for various
components, improvements, and known issues (if any) for the current release.

This document contains:

¢ Product Version

Patch Information

* Minimum System Requirements

Upgrading HDP Manually
* Improvements

¢ Known Issues

3.1. Product Version: HDP-1.3.0

This release of Hortonworks Data Platform (HDP) deploys the following Hadoop-related
components:

¢ Apache Hadoop 1.2.0

¢ Apache HBase 0.94.6

* Apache Pig 0.11

¢ Apache ZooKeeper 3.4.5

¢ Apache HCatalog

e Note
4

Apache HCatalog is now merged with Apache Hive.
¢ Apache Hive 0.11.0
* Apache Oozie 3.3.2
¢ Apache Sqoop 1.4.3
¢ Apache Ambari 1.2.3
¢ Apache Flume 1.3.1
¢ Apache Mahout 0.7.0

¢ Third party components:
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* Ganglia 3.2.0
* GWeb 2.2.0

* Nagios 3.2.3

3.2. Patch Information

In this section:

* Patch information for Hadoop

Patch information for Ambari

* Patch information for HBase

* Patch information for Hive

* Patch information for HCatalog

* Patch information for Pig

* Patch information for ZooKeeper
* Patch information for Oozie

* Patch information for Sqoop

* Patch information for Mahout

e Patch information for Flume

3.2.1. Patch information for Hadoop

Hadoop is based on Apache Hadoop 1.2.0 and includes the following additional patches:
* HDFS-2802: Added support for RW/RO snapshots in HDFS.
* HDFS-4750: Added support for NFSv3 interface to HDFS.

* MAPREDUCE-5109: Added support to apply Job vi ew acl to job lists on JobTracker
and also to the JobHistory listings.

* MAPREDUCE-5217: Fixed issues for Di st CP when launched by Oozie on a secure cluster.

* MAPREDUCE-5256: Improved Conbi nel nput For mat to make it thread safe. This issue
was affecting HiveServer.

» HDFS-4334: Added support to enable adding a unique id to each INode.

» HDFS-4635: Move Bl ockManager #conput eCapaci t y to Li ght Wi ght GSet .
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HDFS-4434: Added support for inode ID to inode map.

HDFS-4785: Fixed issue for Concat operation that affected removal of the concatenated
files from InodeMap.

HDFS-4784: Fixed Null Pointer Exception (NPE) in FSDi r ect ory. resol vePat h() .

HADOOP-8923: Fixed incorect rendering of the intermediate web user interface page
caused when the authentication cookie (SPENGO/custom) expires.

HDFS-4108: Fixed df snodel i st to work in secure mode.

HADOOQOP-9296: Added support to allow users from different realm to authenticate
without a trust relationship.

Ambari is based on Apache Ambari 1.2.3 and includes the following:

AMBARI-1983: Added new parameters to improve HBase Mean Time To Recover (MTTR).
AMBARI-2136: Fixed incorrect HOME paths in / et ¢/ sqoop/ conf / sqoop- env. sh file.

AMBARI-2198: Avoid using $: : f qdn in Puppet which uses the FQDN value
from puppet / f act er, instead pass the hostname parameter from Python
socket . getfqgdn().

AMBARI-2110: Updated thefs. fil e. i npl . di sabl e. cache=t r ue property in the
hi ve-site.xm file.

AMBARI-2134: Fixed Oozie proxy test failure on Ambari deployed cluster.
AMBARI-2149: Fixed incorrect GC log directory path for HBase process.
AMBARI-2141: Fixed when HBase user is changed, HBase fails to start after upgrade.

AMBARI-2146: Fixed when Hive and Oozie users have been changed, after upgrade Hive
metastore and Oozie fail to start.

AMBARI-2165: Ambari server upgrade fails when a user tries to upgrade for the second
time.

AMBARI-2164: START_FAI LED and STOP_FAI LED no longer exist, the upgrade script
should repair host conponent st at e table to convert these to | NSTALLED.

AMBARI-2117: Updated mapr ed. j obtracker.retirej ob.interval to 21600000
(6 hours).

AMBARI-2116: Updated default configurations for Ambari to improve performance.

HBase is based on Apache HBase 0.94.6 and includes the following:
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* HBASE-6338: Cache method in RPC handler.

* HBASE-6134: Improvement for spl i t - wor ker to improve distributed log splitting time.
* HBASE-6508: Filter out edits at log split time.

* HBASE-6466: Enabled multi-thread support for memstore flush.

» HBASE-7820: Added support for multi-realm authentication.

* HBASE-8179: Fixed JSON formatting for cluster status.

» HBASE-8081: Backport HBASE-7213. (Separate hl og for meta tables.)

* HBASE-8158: Backport HBASE-8140. (Added support to use Jar Fi nder aggressively
when resolving MR dependencies.)

* HBASE-8260: Added support to create deterministic, longer running, and less aggressive
generic integration test for HBase trunk and HBase branch 94.

* HBASE-8274: Backport HBASE-7488. (Implement
HConnect i onManager . | ocat eRegi ons which is currently returning null.)

* HBASE-8179: Fixed JSON formatting for cluster status.
» HBASE-8146: Fixed | nt egr ati onTest Bi gLi nkedLi st for distributed setup.

» HBASE-8207: Fixed replication could have data loss when machine name contains hyphen

* HBASE-8106: Test to check replication log znodes move is done correctly.

* HBASE-8246: Backport HBASE-6318to 0.94 where Spl i t LogWr ker exits due to
Concurrent Modi fi cati onExcepti on.

» HBASE-8276: Backport HBASE-6738to 0.94. (Too aggressive task resubmission from the
distributed log manager.)

* HBASE-8270: Backport HBASE-8097to 0.94. (Met aSer ver Shut downHandl er may
potentially keep bumping up DeadSer ver . nunPr ocessi ng.)

» HBASE-8326: mapr educe. Test Tabl el nput For mat Scan times out frequently (and
addendum).

* HBASE-8352: Rename . snapshot directory to . hbase- snapshot .

* HBASE-8377: Fixed | nt egr ati onTest Bi gLi nkedLi st calculates wrap for linked list
size incorrectly.

» HBASE-8505: References to split daughters should not be deleted separately from parent
VETA entry (patch file: hbase- 8505_v2- 0. 94-r educe. pat ch).

* HBASE-8550: 0.94 ChaosMonkey grep for master is too broad.
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* HBASE-8547: Fix j ava. | ang. Runt i mneExcept i on: Cached an already cached block
(Patch file: hbase-8547_v2- 0. 94-r educed. pat ch and addendun®+3).

* HBASE-7410: [snapshots] Add snapshot/clone/restore/export docs to reference guide.
For more details, see User Guide - HBase Snapshots.

» HBASE-8530: Refine error message from Export Snapshot when there is leftover
snapshot in target cluster.

» HBASE-8350: Added support to enable ChaosMonkey to run commands as different
users.

* HBASE-8405: Added new custom options to how Cl ust er Manager runs commands.
* HBASE-8465: Added support for auto-drop rollback snapshot for snapshot restore.
» HBASE-8455: Updated Export Snapshot to reflect changes in HBASE-7419.

» HBASE-8413: Fixed Snapshot verify regi on will always fail if the HFile has been
archived.

* HBASE-8259: Snapshot backport in 0.94.6 breaks rolling restarts.

* HBASE-8213: Fixed global authorization may lose efficacy.

Hive is based on Apache Hive 0.11.0 and includes the following patches:

Apache HCatalog is now merged with Apache Hive.
* HIVE-2084: Upgraded DataNuclues from v2.0.3 to v3.0.1.

» HIVE-3815: Fixed failures for hi ve t abl e r enane operation when filesystem cache is
disabled.

» HIVE-3846: Fixed null pointer exceptions (NPEs) for al t er vi ew r enane operations
when authorization is enabled.

» HIVE-3255: Added DBTokenSt or e to store Delegation Tokens in database.
* HIVE-4171: Current database in metastore. Hive is not consistent with Sessi onSt at e.

* HIVE-4392: Fixed |11 ogical InvalidObjectExcepti onwhen usingmulit
aggr egat e functions with star columns.

* HIVE-4343: Fixed HiveServer2 with Kerberos - local task for map join fails.
* HIVE-4485: Fixed beeline prints null as empty strings.

* HIVE-4510: Fixed HiveServer2 nested exceptions.
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* HIVE-4513: Added support to disable Hive history logs by default.
» HIVE-4521: Fixed auto join conversion failures

* HIVE-4540: Fixed failures for GROUPBY/ DI STI NCT operations when
mapj oi n. mapr ed=true.

* HIVE-4611: Fixed SMB join failures because of conflicts in bigtable selection policy.
* HIVE-5542: Fixed Test JdbcDri ver 2. t est Met aDat aGet Schemas failures.
* HIVE-3255: Fixed Metastore upgrade scripts failures for PostgreSQL version less than 9.1.

» HIVE-4486: Fixed Fet chOper at or that was causing the SMB joins to slow down 50%
when there are large number of partitions.

» Removed npat h windowing function.
* HIVE-4465: Fixed issues for WebHCatalog end to end tests for the exi t val ue.
» HIVE-4524: Added support for H ve HBaseSt or ageHandl er to work with HCatalog.

» HIVE-4551: Fixed HCat Loader failures caused when loading ORC table External apache
(4551.patch).

Apache HCatalog is now merged with Apache Hive. For details on the list of patches, see
Patch information for Hive.

Pig is based on Apache Pig 0.11 and includes the following patches:

* PIG-3048: Added MapReduce workflow information to job configuration.

ZooKeeper is based on Apache ZooKeeper 3.4.5 and includes the following patches:
* ZOOKEEPER-1598: Enhanced ZooKeeper version string.

* ZOOKEEPER-1584: Adding nvn-i nstal | target for deploying the ZooKeeper
artifacts to .m2 repository.

Oozie is based on Apache Oozie 3.2.0 and includes the following patches:

* OOZIE-1356: Fixed issue with the Bundle job in PAUSEW THERROR state that fails change
to SUSPENDEDW THERROR state on suspending the job.
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* OOZIE-1351: Fixed issue for Oozie jobs in PAUSEDW THERROR state that fail to change to
SUSPENDEDW THERROR state when suspended.

e OOZIE-1349:Fixed issues for oozi eCLI - Doozi e. aut h. t oken. cache.

Sqoop is based on Apache Sqoop 1.4.3 and includes the following patches:

* SQOOP-931: Added support to integrate Apache HCatalog with Apache Sqoop.
This Sqoop-HCatalog connector supports storage formats abstracted by HCatalog.

* SQOOP-916: Added an abort validation handler.

¢ SQOOP-798: Ant docs fail to work on RHEL v5.8.

Mahout is based on Apache Mahout 0.7.0 and includes the following patches:

* MAHOUT-958: Fixed NullPointerException in Repr esent at i vePoi nt sMapper when
running cl ust er - r eut er s. sh example with knreans.

* MAHOUT-1102: Fixed Mahout build failures for default profile caused when
hadoop. ver si on is passed as an argument.

* MAHOUT-1120: Fixed execution failures for Mahout examples script for RPM based
installations.

Flume is based on Apache Flume 1.3.1 and includes the following patches:

* FLUME-924: Implement a JMS source for Flume NG.

* FLUME-1784: JMSour ce fix minor documentation problem and parameter name.
* FLUME-1804: JMS source not included in binary distribution.

* FLUME-1777: Abst r act Sour ce does not provide enough implementation for sub-
classes

* FLUME-1886: Add a JMS enum type to Sour ceType so that users do not need to enter
FQCN for JMSSour ce.

e FLUME-1976: JMS Source document should provide instruction on JMS implementation
JAR files. For more details, see Flume User Guide - JMS Source.

* FLUME-2043: JMS Source removed on failure to create configuration
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* FLUME-1227: Introduce some sort of SpillableChannel ([Spillable Channel -
Experimental]).

* Spillable Channel dependencies:

¢ FLUME-1630: Improved Flume configuration code.

FLUME-1502: Support for running simple configurations embedded in host process.

FLUME-1772: Abst ract Conf i gurati onProvi der should remove component
which throws exception from configure method.

FLUME-1852: Fixed issues with EnbeddedAgent Conf i gur ati on.

FLUME-1849: Embedded Agent doesn't shutdown supervisor
* FLUME-1878: Fi | eChannel replay should print status every 10000 events.
* FLUME-1891: Fast replay runs even when checkpoint exists.

* FLUME-1762: File Channel should recover automatically if the checkpoint is incomplete or
bad by deleting the contents of the checkpoint directory.

* FLUME-1870: Flume sends non-numeric values with type as float to Ganglia causing it to
crash.

* FLUME-1918: File Channel cannot handle capacity of more than 500 Million events.

* FLUME-1262: Move doc generation to a different profile.

In this section:
* Hardware Recommendations
* Operating Systems Requirements

» Software Requirements

Database Requirements

Virtualization and Cloud Platforms

Optional: Configure the Local Repositories

=

gsinstaller was deprecated as of HDP 1.2.0 and is no longer being made
available in 1.3.0 or in future releases.

We encourage you to consider Manual Install (RPMs) or Automated Install
(Ambari).
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3.3.1. Hardware Recommendations

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines. You can see sample setups here.

3.3.2. Operating Systems Requirements
The following operating systems (OS) are supported:
¢ 64-bit Red Hat Enterprise Linux (RHEL) v5.*, v6.*
¢ 64-bit CentOS v5.*, v6.*
¢ 64-bit SUSE Linux Enterprise Server (SLES) 11 SP1

¢ Oracle Linux 5 and 6

3.3.3. Software Requirements

On each of your hosts:
¢ yum (RHEL/CentOS)

e zypper (SLES)

e Note
4

Ensure that the Zypper version is 1.3.14.
* rpm
* scp
e curl

* wget

pdsh

3.3.4. Database Requirements

¢ Hive and HCatalog require a database to use as a metadata store and by default uses
embedded Derby database. MySQL 5.x, Oracle 11gr2, or PostgreSQL 8.x are supported.
You may provide access to an existing database, or you can use Ambari installer to
deploy MySQL instance for your environment.

¢ QOozie requires a database to use as a metadata store and by default uses embedded
Derby database.

MySQL 5.x, Oracle 11gr2, or PostgreSQL 8.x are also supported.
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* Ambari requires a database to use as a metadata store and uses Postgres 8.x. This is the
only database supported in this version.

HDP is certified and supported when running on virtual or cloud platforms (for example,
VMware vSphere or Amazon Web Services EC2) as long as the respective guest OS is
supported by HDP and any issues that are detected on these platforms are reproducible on
the same supported OS installed on bare metal.

See Operating Systems Requirements for the list of supported operating systems for HDP.

If your cluster does not have access to the Internet, or you are creating a large cluster
and you want to conserve bandwidth, you need to provide access to the HDP installation
packages using an alternative method. For more information, see Deploying HDP In
Production Data Centers.

The installer pulls many packages from the base OS repositories. If you do

not have a complete base OS available to all your machines at the time of
installation, you may run into issues. For example, if you are using RHEL 6 your
hosts must be able to access the “Red Hat Enterprise Linux Server 6 Optional
(RPMs)” repository. If this repository is disabled, the installation is unable

to access the r ubygens package. If you encounter problems with base OS
repositories being unavailable, please contact your system administrator to
arrange for these additional repositories to be proxied or mirrored.

Use the following instructions to upgrade HDP manually:

1. For SUSE, you must uninstall before updating the repo file. The instructions to uninstall
HDP are provided here.

2. For RHEL/CentOS, use one of the following options to upgrade HDP:
¢ Option I:
a. Uninstall HDP using the instructions provided here.
b. Install HDP using the instructions provided here.

* Option Il: Update the repo using the instructions provided here.

* Apache Hadoop updated to version 1.2.0

» Apache HBase updated to version 0.94.6.
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* Apache Pig updated to version 0.11.

» Apache Hive updated to version 0.11.

» Apache Oozie updated to version 3.3.2.
» Apache Sqoop updated to version 1.4.3.

* Added support for PostgreSQL v.8.x for Hive Metastore, Oozie, and Sqoop. For more
details, see Supported Database Matrix for Hortonworks Data Platform.

Added the following to Apache Hadoop:
¢ HDFS-2802: Added support for RW/RO snapshots in HDFS.

Snapshots are point in time images of parts of the filesystem or the entire filesystem.
Snapshots can be a read-only or a read-write point in time copy of the filesystem.
There are several use cases for snapshots in HDFS. For details, see User Guide - HDFS
Snapshots.

¢ HDFS-4750: Added support for NFSv3 interface to HDFS. NFS interface support
provides the ability for HDFS to have seamless integration with client’s file system. For
details, see User Guide - HDFS NFS Gateway.

* Added the following to Apache Flume NG:

* Implemented a JMS source for Apache Flume NG. See FLUME-924, FLUME-1784,
FLUME-1804, FLUME-1777, FLUME-1886, FLUME-1976, and FLUME-2043. Also see
Apache Flume Documentation.

* Added SpillableChannel (experimental) to Apache Flume NG. See FLUME-1227 for
more details.

Also see FLUME-1630, FLUME-1502, FLUME-1772, FLUME-1852, and FLUME-1849 for
SpillableChannel dependencies.

¢ Improvements to Flume NG: FLUME-1878, FLUME-1891, and FLUME-1762.
* Bug fixes: FLUME-1870, FLUME-1918, and FLUME-1262.
» Added support to integrate Apache HCatalog with Apache Sqoop.

This Sqoop-HCatalog connector supports storage formats abstracted by HCatalog. For
more information, see SQOOP-931.

* Apache Ambari updated to version 1.2.3. This release of Apache Ambari includes the
new features and improvements:

¢ Added support for Oracle Linux 5 and 6 (64-bit)

¢ Added support for heterogenous OS clusters.

Added support to customize "Ganglia" user account.

Added support to customize Hive Metastore log directory.
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¢ Added support for HBase Heatmaps.

¢ Improved Monitoring and Analysis Job Diagnostics Visualization.

In this section:

* Known Issues for Hadoop

* Known Issues for Hive

* Known Issues for WebHCatalog
* Known Issues for HBase

* Known Issues for Oozie

e Known Issues for Ambari

File upload fails to upload in NFS-MountDir.

Problem: While uploading files to NFS-MountDir, the following error is reported in the
DataNode log file:

I NFO or g. apache. hadoop. hdf s. nfs. nf s3. OpenFi | eCt x: requesed of fset =4980736
and current filesize=0

Workaround: On some environments, especially for virtualized environments, copying
large files of size close to 1GB fails intermittently. This issue is expected to be addressed in
the upcoming release.

» Use of init.d scripts for starting or stopping Hadoop services, is not recommended.

* Hive Server 2 out of memory due to FileSystem.CACHE leak

Problem: Impersonation. By default, HiveServer2 performs query processing as the user
who submitted the query. But if the following parameter is set to false, the query runs as
the hiveserver2 process user.

hi ve. server 2. enabl e. doAs — | npersonate the connected user, default true.

Workaround: To prevent memory leaks in unsecure mode, disable file system caches by
setting the following parameters to true:

fs.hdfs.inpl.disable.cache — Disable HDFS fil esystem cache, default fal se.
fs.file.inpl.disable.cache — Disable |ocal filesystemcache, default false.

» MapReduce task from Hive dynamic partitioning query is killed.
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Problem: When using the Hive script to create and populate the partitioned table
dynamically, the following error is reported in the TaskTracker log file:

TaskTree [pi d=30275,ti pl D=attenpt _201305041854_0350_m 000000_0]
is runni ng beyond nenory-limts. Current usage : 1619562496byt es.
Limt : 1610612736bytes. Killing task. TaskTree [pi d=30275,ti pl D=

attenpt _201305041854_0350_m 000000_0] is running beyond menmory-limts.
Current usage : 1619562496bytes. Limt : 1610612736bytes. Killing task.
Dunmp of the process-tree for attenpt_ 201305041854 0350 _m 000000 O : |-
PID PPI D PGRPI D SESSI D CVMD_NAME USER MODE_TI ME(M LLI'S) SYSTEM TI ME(M LLI S)
VMVEM _USAGE( BYTES) RSSMEM USAGE( PAGES) FULL_CMD_LINE |- 30275 20786 30275
30275 (java) 2179 476 1619562496 190241 /usr/j dk64/j dk1.6.0_31/jre/ bin/

java ...

Workaround: The workaround is disable all the memory settings by setting value of
the following perperties to -1 in the mapr ed- si t e. xnmi file on the JobTracker and
TaskTracker host machines in your cluster:

mapr ed. cl ust er. map. menory. nb =
mapr ed. cl ust er. reduce. menory. nb
mapr ed. j ob. map. mrenory. nb = -1
mapr ed. j ob. reduce. menmory. nb = -1

mapr ed. cl ust er. max. map. nenory. nb = -1
mapr ed. cl ust er. max. reduce. nenory. nb =

~il
=1

-1

To change these values using the Ul, use the instructions provided here to update these
properties.

* Problem: While executing the following query:

select s, avg(d) over (partition by i order by f, b) from over 100k;

the following error is reported in the Hive log file:

FAlI LED: Semanti cException Range based W ndow Franme can have only 1 Sort Key

Workaround: The workaround is to use the following query:

select s, avg(d) over (partition by i order by f, b rows unbounded
precedi ng) from over 100k;

* Problem: While executing the following query:

select s, i, avg(d) over (partition by s order by i) / 10.0 from over 100k;

the following error is reported in the Hive log file:

NoVi abl eAl t Exception(15@129:7: ( ( ( KWAS )? identifier ) | ( KWAS LPAREN
identifier ( COWA identifier )* RPAREN ) )?])
at org.antlr.runtime. DFA. noVi abl eAl t (DFA. j ava: 158)
at org.antlr.runtinme. DFA. predi ct (DFA. java: 116)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser _Sel ect d ausePar ser.
sel ectltem H vePar ser_Sel ect O ausePar ser. j ava: 2298)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser _Sel ect O ausePar ser.
sel ect Li st (Hi vePar ser _Sel ect d ausePar ser. j ava: 1042)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser _Sel ect O ausePar ser .
sel ect d ause( Hi vePar ser _Sel ect Cl ausePar ser . j ava: 779)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser. sel ect C ause( Hi vePar ser.
j ava: 30649)
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at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser. sel ect St at ement ( Hi vePar ser .
j ava: 28851)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser. regul ar _body( Hi vePar ser.
j ava: 28766)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser. quer ySt at ement ( H vePar ser .
j ava: 28306)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser.
quer ySt at enent Expr essi on( Hi vePar ser . j ava: 28100)
at org. apache. hadoop. hi ve. gl . par se. H vePar ser . execSt at enent (H vePar ser.
java: 1213)
at org. apache. hadoop. hi ve. gl . par se. Hi vePar ser. st at enent (H vePar ser.
ava: 928)
at org. apache. hadoop. hi ve. gl . parse. ParseDri ver. parse(ParseDri ver.java: 190)
at org. apache. hadoop. hi ve. gl . Dri ver. conpil e(Driver.java: 418)
at org. apache. hadoop. hi ve. gl . Driver. conpil e(Driver.java: 337)
at org. apache. hadoop. hive.ql.Driver.run(Driver.java: 902)
at org. apache. hadoop. hive.cli.CiDriver. processLocal Crd(CliDriver.java: 259)
at org. apache. hadoop. hive.cli.diDriver.processCrd(CliDriver.java: 216)
at org. apache. hadoop. hive.cli.diDriver.processLine(diDriver.java: 413)
at org. apache. hadoop. hive.cli.C iDriver.processLine(CliDriver.java: 348)
at org. apache. hadoop. hive.cli.d iDriver.processReader(CliDriver.java: 446)
at org. apache. hadoop. hive.cli.diDriver.processFile(diDriver.java: 456)
at org. apache. hadoop. hive.cli.CiDriver.run(CiDriver.java: 712)
at org. apache. hadoop. hive.cli.CiDriver.muin(CdiDriver.java: 614)
at sun.reflect. Nati veMet hodAccessor | npl . i nvokeO( Nati ve Met hod)
at sun.refl ect.NativeMet hodAccessor | npl . i nvoke(Nati veMet hodAccessor | npl .
ava: 39)
at sun.refl ect. Del egati ngMet hodAccessor | npl .
nvoke( Del egat i ngMet hodAccessor | npl . j ava: 25)
at java.lang.reflect. Method. i nvoke(Met hod. j ava: 597)
at org. apache. hadoop. util . RunJar. mai n(RunJar. j ava: 160)
FAI LED: ParseException |line 1:53 cannot recogni ze i nput near '/' '10.0'
"from in selection target

—

—

Workaround: The workaround is to use the following query:

select s, i, avg(d) / 10.0 over (partition by s order by i) from over100k;

* Problem: While using indexes in Hive, the following error is reported:

FAI LED: Execution Error, return code 1 from org. apache. hadoop. hi ve. gl . exec.
MapRedTask

* Problem: Partition in hive table that is of datatype i nt is able to accept st ri ng entries.
For example,

CREATE TABLE tabl (idl int,id2 string) PARTITIONED BY(nmonth string, day int)
ROW FORVAT DELI M TED FI ELDS TERM NATED BY *,’ ;

In the above example, the partition day of datatype i nt can also accept st ri ng entries
while data insertions.

Workaround: The workaround is to avoid adding st ri ng to i nt fields.

* Problem: In Hive 0.9, setting hive.metastore.local = true in hive-site.xml meant
that the embedded metastore would ALWAYS be used regardless of the setting
of hive.metastore.uris. But in Hive 0.11, hive.metastore.local is ignored when
hive.metastore.uris is set (https://issues.apache.org/jira/browse/HIVE-2585). When
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upgrading from HDP 1.0 or HDP 1.1 to HDP 1.3.*, Hive is upgraded from 0.9 to 0.11.
Therefore, the embedded metastore may no longer be used after upgrading without
adjusting the hive-site.xml settings.

Workaround: To continue to use the embedded metastore after upgrading, clear the
hive.metastore.uris setting in hive-site.xml.

* Problem: WebHCat is unable to submit Hive jobs when running in secure mode. All Hive
operations will fail.

The following error is reported in the Hive log file:

FAI LED: Error in netadata: java.lang.RuntineException: Unable to instantiate
or g. apache. hadoop. hi ve. net ast or e. Hi veMet aSt or ed i ent

FAI LED: Execution Error, return code 1 from org. apache. hadoop. hi ve. gl . exec.

DDLTask

templeton: job failed with exit code 1

* Problem: Failure to report correct state for the killed job in WebHCatalog.

The following error is reported in the WebHCatalog log file:

\"failurelnfo\":\"Jobd eanup Task Failure, Task:
task_201304012042_0406_m 000002\ ",\"runState\": 3

» HBase RegionServers fails to shutdown.

Problem: RegionServers may fail to shutdown. The following error is reported in the
RegionServer log file:

I NFO or g. apache. hadoop. hdfs. DFSCl i ent: Coul d not conpl ete /apps/
hbase/ dat a/ t est _hbase/ 3bce795c2ad0713505f 20ad3841bc3a2/ . t np/
27063b9e4ebc4644adb36571b5f 76ed5 retrying. . .

and the following error is reported in the NameNode log file:

ERRCR or g. apache. hadoop. security. User G oupl nf or mati on:

Privil edgedActi onExcepti on as: hbase cause: org. apache. hadoop. hdf s. server.
nanmenode. Saf eMbdeExcepti on: Cannot conpl ete /apps/ hbase/ data/test _hbase/
3bce795c2ad0713505f 20ad3841bc3a2/ . t np/ 27063b9ed4ebc4644adb36571b5f 76ed5. Name

node is in safe node.

» Test Bundl eJobsFi | t er test fails on RHEL v6.3, Oracle v6.3, and SUSE clusters with
PostgreSQL.

This issue is caused due to the strict typing of PostgreSQL which restricts the auto casting
of string integer toani nteger. The issue is reported when string representation
of integer values is substituted into a query for PostgreSQL on the JPA layer.

» Delegation Token renewal exception in JobTracker logs.
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Problem: The following exception is reported in the JobTracker log file when executing a
long running job on Qozie in secure mode:

ERROR or g. apache. hadoop. security. User G oupl nf or mati on:
Privil edgedAct i onException as:jt/hor1n22.gql. ygridcore. net GHORTON.
YGRI DCORE. NET cause: or g. apache. hadoop. security. AccessCont r
ol Exception: org.apache. hadoop. security. AccessControl Exception: dient
mapred tries to renew a token with renewer specified as jt
2013-04- 25 15:09: 41, 543 ERROR or g. apache. hadoop. mapr educe. security.t oken.
Del egati onTokenRenewal : Exception renew ng tokenldent: 00 06 68 72 74 5f 71
61 02 6a 74 34 6f 6f 7a 69 65 2f 68 6f 72 31 6e 32 34 2e 67 71 31 2e 79 67
72 69 64 63 6f 72 65 2e 6e 65 74 40 48 4f 52 54 4Af 4e 2e 59 47 52 49 44 43
4f 52 45 2e 4e 45 54 8a 01 3e 41 b9 67 b8 8a 01 3e 65 c5 eb b8 8f 88 8f 9c,
Ki nd: HDFS DELEGATI ON TOKEN, Service: 68.142.244.41:8020. Not reschedul ed
or g. apache. hadoop. security. AccessCont r ol Excepti on: org. apache. hadoop.
security. AccessControl Exception: Client mapred tries to renew a token with
renewer specified as jt
at sun.reflect. NativeConstructorAccessor| npl.new nstanceO(Native
Met hod)
at sun.refl ect.NativeConstructorAccessorl npl .
newl nst ance( Nati veConst ruct or Accessor | npl . j ava: 39)
at sun.refl ect. Del egati ngConstruct or Accessor | npl .
new nst ance( Del egat i ngConst ruct or Accessor | npl . j ava: 27)
at java.lang.refl ect. Constructor.new nstance(Constructor.java: 513)
at org. apache. hadoop. i pc. Renot eExcepti on.
i nst anti at eExcepti on( Renot eExcepti on. j ava: 95)
at org. apache. hadoop. i pc. Renot eExcept i on.
unwr apRenot eExcept i on( Renot eExcept i on. j ava: 57)
at org. apache. hadoop. hdf s. DFSO i ent $Renewer . r enew( DFSCl i ent .
j ava: 678)
at org. apache. hadoop. security.token. Token. renew Token. j ava: 309)
at org. apache. hadoop. mapr educe. securi ty.t oken. Del egati onTokenRenewal
$Renewal Ti mer Task$1. run(Del egati onTokenRenewal . j ava: 221)
at org. apache. hadoop. mapr educe. securi ty. t oken. Del egati onTokenRenewal
$Renewal Ti ner Task$1. run( Del egati onTokenRenewal . j ava: 217)
at java.security. AccessController.doPrivil eged(Native Mthod)
at javax.security. auth. Subj ect.doAs(Subj ect.java: 396)
at org. apache. hadoop. security. User G oupl nf or mati on.
doAs( User Groupl nf or mati on. j ava: 1195)
at org. apache. hadoop. mapr educe. security.token. Del egati onTokenRenewal
$Renewal Ti ner Task. run( Del egat i onTokenRenewal . j ava: 216)
at java.util.TinerThread. mai nLoop(Ti ner.java: 512)
at java.util.TimerThread. run(Tiner.java: 462)
Caused by: org. apache. hadoop. i pc. Renpot eExcepti on: org. apache. hadoop.
security. AccessControl Exception: Client mapred tries to renew a token with
renewer specified as jt
at org. apache. hadoop. security.token.
del egati on. Abst r act Del egat i onTokenSecr et Manager .
renewToken( Abst r act Del egat i onTokenSecr et Manager . j ava: 267)
at org. apache. hadoop. hdf s. server. nanenode. FSNanesyst em
renewDel egat i onToken( FSNanesyst em j ava: 6280)
at org. apache. hadoop. hdf s. server. namenode. NaneNode.
r enewDel egat i onToken( NaneNode. j ava: 652)
at sun.refl ect. NativeMet hodAccessor | nmpl . i nvokeO( Native Met hod)
at sun.refl ect.NativeMet hodAccessor | npl .
i nvoke( Nati veMet hodAccessor |l npl . j ava: 39)
at sun.refl ect. Del egati ngMet hodAccessor | mpl .
i nvoke( Del egat i ngMet hodAccessor | npl . j ava: 25)
at java.l ang.refl ect. Met hod. i nvoke( Met hod. j ava: 597)
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at
at
at
at
at
at

or g. apache. hadoop. i pc. RPC$Ser ver. cal | (RPC. j ava: 578)

or g. apache. hadoop. i pc. Server $Handl er $1. run( Ser ver . j ava: 1405)
or g. apache. hadoop. i pc. Server $Handl er $1. run( Ser ver . j ava: 1401)
java. security. AccessControl |l er.doPrivil eged(Native Method)

j avax. security. aut h. Subj ect . doAs( Subj ect . j ava: 396)

or g. apache. hadoop. securi ty. User G oupl nf or mat i on.

doAs(User G oupl nformati on. j ava: 1195)

at

at
at
at
at

j ava: 676)

or g. apache. hadoop. i pc. Server $Handl er. run( Server. j ava: 1399)

or g. apache. hadoop.ipc.Client.call (Client.java: 1118)

or g. apache. hadoop. i pc. RPC$I nvoker . i nvoke( RPC. j ava: 229)
$Proxy7. renewDel egati onToken( Unknown Source)

or g. apache. hadoop. hdf s. DFSCl i ent $Renewer . r enew( DFSCl i ent .

9 nore

Workaround: Any new job job on secure cluster that runs longer than the validity of the
Kerberos ticket (typically 24 hours) will fail as the delegation token will not be renewed.

* Nagios assumes that DataNode is deployed on all the host machine in your cluster.

The Nagios server displays DataNode alert on all the host machines even if a particular
slave machine does not host a DataNode daemon.

For more information on the specific issues for Ambari, see Troubleshooting - Specific Issues

section.
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4. Release Notes HDP-1.2.4

This chapter provides information on the product version, patch information for various
components, improvements, and known issues (if any) for the current release.

This document contains:

¢ Product Version

Patch Information

¢ Minimum System Requirements

°

Improvements

Known Issues

4.1. Product Version: HDP-1.2.4

This release of Hortonworks Data Platform (HDP) deploys the following Hadoop-related
components:

¢ Apache Hadoop 1.1.2

* Apache HBase 0.94.5

Apache Pig 0.10.1

¢ Apache ZooKeeper 3.4.5
¢ Apache HCatalog 0.5.0

* Apache Hive 0.10.0

¢ Apache Oozie 3.2.0

¢ Apache Sqoop 1.4.2

e Apache Ambari 1.2.3-rcO
* Apache Flume 1.3.1

* Apache Mahout 0.7.0

¢ Third party components:

Ganglia 3.2.0

GWeb 2.2.0

* Nagios 3.2.3

Talend Open Studio 5.1.1

54



Hortonworks Data Platform Aug 19, 2013

4.2. Patch Information

4.2.1.

4.2.1.1.

4.2.1.2.

In this section:

Patch information for Hadoop
Patch information for HBase
Patch information for Hive

Patch information for HCatalog
Patch information for Pig

Patch information for ZooKeeper
Patch information for Oozie
Patch information for Sqoop
Patch information for Mahout

Patch information for Ambari

Patch information for Hadoop

In this section:

L]

Patch information for Hadoop (HDP-1.2.4.1)

Patch information for Hadoop (HDP-1.2.4)

Patch information for Hadoop (HDP-1.2.4.1)

MAPREDUCE-5256: Fixed thread-safe related issues for Corrbi nel nput For mat that
impacted HiveServer.

Patch information for Hadoop (HDP-1.2.4)

Hadoop is based on Apache Hadoop 1.1.2 and includes the following additional patches:

HDFS-4122: Reduced the size of log messages.

HADOOP-8832: Added generic service plugin mechanism from HADOOP-5257 to
branch-1.

MAPREDUCE-461: Enabled service-plugins for JobTracker.
MAPREDUCE-4838: Added locality, avataar, and workflow information to JobHistory.

MAPREDUCE-4837: Added web-service APIs for JobTracker. These APIs can be used to
get information on jobs and component tasks.

BUG FIXES:
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¢ HDFS-4219: Added slive to branch-1.

¢ HDFS-4180: Updated Test Fi | eCr eat i on for HDFS-4122

* MAPREDUCE-4478: Fixed issue with TaskTracker's heartbeat.
* HDFS-4108: Fixed df snodel i st to work in secure mode.

« HADOOP-8923: Fixed incorect rendering of the intermediate web user interface page
caused when the authentication cookie (SPENGO/custom) expires.

« HADOOP-8164: Added support to handle paths using backslash character as a path
separator (for Windows platform only).

HADOOP-9051: Fixed build failure issues for ant t est .
HADOOP-9036: Fixed r acy test case Test Si nkQueue.
MAPREDUCE-4916: Fixed Test Tr acker Di stri but edCacheManager.

HADOOP-7836: Fixed failures for
Test Sas| RPC#t est Di gest Aut hMet hodHost BasedToken when host nane is set to
| ocal host. | ocal donain.

HDFS-3402: Fixed HDFS scripts for secure DataNodes.

HADOOP-9296: Added support to allow users from different realm to authenticate
without a trust relationship.

MAPREDUCE-4434: Fixed JobSpl i t Wi t er. j avato handle largej ob. spli t file.

HDFS-4222: Fixed NameNode issue that caused the NameNode to become unresponsive
and resulting in lost heartbeats from DNs when configured to use LDAP.

HDFS-3515: Port HDFS-1457 to branch-1.
MAPREDUCE-4843: Fixed JobLocal i zer when using Def aul t TaskControl | er.

MAPREDUCE-2217: Expire launching task now covers the UNASSI GNED task.

HBase is based on Apache HBase 0.94.5 and includes the following:

HBASE-6338: Cache Method in RPC handler.
HBASE-6134: Improved split-worker to enhance distributed log splitting.

HBASE-6508: Added support to filter out edits at log split time (without breaking
backward compatibility).

HBASE-7814: Fixed hbck. hbck can now run on a secure cluster.

HBASE-7832: Added support to use User . get Short Nane() in FSUti | s.
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HBASE-7851: Fixed CNFE issues for a guava class.

HBASE-6466: Enabled multi-thread for memstore flush.

HBASE-7820: Added support for multi-realm authentication.

HBASE-7913: Secure REST server should login before getting an instance of REST servlet.
HBASE-7915: Secure Thri f t Ser ver needs to login before calling HBaseHandl er .

HBASE-7920: Removed i sFani | yEssenti al (byte[] nane) from Fi |l t er interface
in HBase v.0.94.

HBASE-8007: Added Test LoadAndVeri fy from BigTop.

HBASE-8179: Fixed JSON formatting for cluster status.

Hive is based on Apache Hive 0.10.0 and includes the following patches:

HIVE-3802: Fixed test failures issues fort est Cl i Dri ver _i nput 39.
HIVE-3801: Fixed test failures issues fort est i Dri ver _| oadpart _err.
HIVE-3800: Fixed test failures issues fort est Cl i Dri ver _conbi ne2.
HIVE-3792: Fixed compile configurations for Hive pom xni file.

HIVE-3788: Fixed test failures issues fort est Cl i Dri ver _repai r

HIVE-3782: Fixed test failures issues for
testdiDriver_sanpl e_isl ocal node_hook.

HIVE-3084: Fixed build issues caused due to scri pt _br oken_pi pel. q.

HIVE-3760: Fixed test failures issues for
Test NegativeM ninr i Driver_napreduce_stack_trace. g.

HIVE-3817: Added namespace for Maven task to fix the deploy issues for the maven-
publ i sh target.

HIVE-2693: Added DECI MAL datatype.

HIVE-3678: Added metastore upgrade scripts for column statistics schema changes for
Postgres/MySQL/Oracle/Derby.

HIVE-3255: Added high availability support for Hive metastore. Added DBTokenSt or e
to store Delegation Tokens in database.

HIVE-3291: Fixed shi ms module compilation failures caused due to f s resolvers.

HIVE-2935: Implemented HiveServer2 (Hive Server 2). Added JDBC/ODBC support over
HiveServer2.
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HIVE-3862: Added include exclude support to HBase handler.

HIVE-3861: Upgraded HBase dependency to 0.94.2.

HIVE-3794: Fixed Oracle upgrade script for Hive.

HIVE-3708: Added MapReduce workflow information to job configuration.

HCatalog is based on Apache HCatalog 0.5.0 and includes the following patches:

* HCATALOG-563: Improved HCatalog script. HCatalog script can now look in the correct
directory for the storage handler JAR files.

Pig is based on Apache Pig 0.10.1 and includes the following patches:

* PIG-3071: Updated Pig script file. The script file now has modified HCatalog JAR file and
PATH that points to HBase st or age handl er JAR file.

* PIG-3099: Pig unit test fixes for Test G unt (1), Test Store(2),
Test Enpt yl nput Di r ( 3).

* PIG-3116: Fixed end to end tests sort command issues for RHEL-6.

* PIG-3105: Fixed Test JobSubn ssi on unit test failure.

ZooKeeper is based on Apache ZooKeeper 3.4.5 and includes the following patches:
* ZOOKEEPER-1598: Enhanced ZooKeeper version string.

* ZOOKEEPER-1584: Adding nvn-i nstal | target for deploying the ZooKeeper
artifacts to .m2 repository.

Oozie is based on Apache Oozie 3.2.0 and includes the following patches:
* OOZIE-698: Enhanced sharelib components.
* OOZIE-810: Fixed compilation issues for Oozie documentation.

* OOZIE-863: Fixed issues caused due to JAVA_HOME settings when 00zi e- env. sh script
is invoked .

* OOZIE-968: Updated default location of Oozie environment file (bi n/ oozi e- env. sh)
to conf/ 0ozi e- env. shin the oozi edb. sh file.

* OOZIE-1006: Fixed Hadoop 2.0.2 dependency issues for Oozie.
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* OOZIE-1048: Added support to enable propagation of native libraries as a VM argument
usingj ava. |l i brary. pat h.

Sqoop is based on Apache Sqoop 1.4.2 and includes the following patches:
* SQOOP-578: Fixed issues with sqoop script calls.
* SQOOP-579: Improved reuse for custom manager factories.

* SQOOP-580: Added support for an open ended job teardown method which is invoked
after the job execution.

* SQOOP-582: Added a template method for job submission in Export/Import JobBase. A
connector can now submit a job and also complete other tasks simultaneously while the
on-going job is in progress.

* SQOOP-462: Fixed failures for Sqoop HBase test compilation.

* SQOOP-741: Enhanaced Or acl eConnect get Tabl es() implementation in order to
restrict tables to the current user.

* SQOOP-798: Fixed issue for ANT docs for RedHat Enterprise Linux (RHEL) v5.8.
* SQOOP-846: Added Netezza connector for Sqoop.

* SQOOP-599: Fixed import operation to HBase for secure cluster.

Mahout is based on Apache Mahout 0.7.0 and includes the following patches:

* MAHOUT-958: Fixed NullPointerException in Repr esent at i vePoi nt sMapper when
running cl ust er - r eut er s. sh example with kneans.

* MAHOUT-1102: Fixed Mahout build failures for default profile caused when
hadoop. ver si on is passed as an argument.

* MAHOUT-1120: Fixed execution failures for Mahout examples script for RPM based
installations.

Ambari is based on Apache Ambari 1.2.3-rc0 and includes the following patches:

* AMBARI-2024: Fixed issue causing the Ambari Server to become non-responsive after
crashing on the HTTP reads on Jersey.

* AMBARI-1917: Added support for default LZO properties in the cor e-si t e. xnl file.

* AMBARI-1815: Fixed file corruption issues for cor e- si t e. xm file caused after
modifying custom configs.
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¢ AMBARI-1794: Fixed issues causing Add Host install retry operation to shut down all
services in the cluster.

* AMBARI-1795: Fixed issues caused when Add Hosts - retrying install operation is
performed.

For a complete list of changes visit the Apache Ambari JIRA here.

4.3. Minimum System Requirements

In this section:

* Hardware Recommendations

¢ Operating Systems Requirements
¢ Software Requirements

¢ Database Requirements

¢ Virtualization and Cloud Platforms

¢ Optional: Configure the Local Repositories

e Note
4

gsinstaller is deprecated as of HDP 1.2.0 and will not be made available in
future minor and major releases of HDP. We encourage you to consider Manual
Install (RPMs) or Automated Install (Ambari).

4.3.1. Hardware Recommendations

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines. You can see sample setups here.

4.3.2. Operating Systems Requirements

The following operating systems (OS) are supported:
¢ 64-bit Red Hat Enterprise Linux (RHEL) v5.*, v6.*

¢ 64-bit CentOS v5.*%, v6.*

¢ 64-bit SUSE Linux Enterprise Server (SLES) 11 SP1

¢ 64-bit Oracle Linux v5.*, v6.*

4.3.3. Software Requirements

On each of your hosts:

* yum
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* rpm
* scp
* curl
* wget

* pdsh

* Hive and HCatalog require a database to use as a metadata store. MySQL 5.x or Oracle
11gr2 are supported. You may provide access to an existing database, or the Ambari and
gslnstaller installers will install MySQL for you if you want.

» Oozie requires a database to use as a metadata store, but comes with embedded Derby
database by default. MySQL 5.x or Oracle 11gr2 are also supported.

* Ambari requires a database to use as a metadata store, but comes with Postgres 8.x. This
is the only database supported in this version.

HDP is certified and supported when running on virtual or cloud platforms (for example,
VMware vSphere or Amazon Web Services EC2) as long as the respective guest OS is
supported by HDP and any issues that are detected on these platforms are reproducible on
the same supported OS installed on bare metal.

See Operating Systems Requirements for the list of supported operating systems for HDP.

If your cluster does not have access to the Internet, or you are creating a large cluster
and you want to conserve bandwidth, you need to provide access to the HDP installation
packages using an alternative method. For more information, see Deploying HDP In
Production Data Centers.

The installer pulls many packages from the base OS repositories. If you do

not have a complete base OS available to all your machines at the time of
installation, you may run into issues. For example, if you are using RHEL 6 your
hosts must be able to access the “Red Hat Enterprise Linux Server 6 Optional
(RPMs)” repository. If this repository is disabled, the installation is unable

to access the r ubygens package. If you encounter problems with base OS
repositories being unavailable, please contact your system administrator to
arrange for these additional repositories to be proxied or mirrored.

In this section:
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* Improvements for HDP-1.2.4.1

* Improvements for HDP-1.2.4

Fixed issues for HiveServer. See Patch information for Hadoop

Updated Ambari upgrade guide. For more information, see Ambari upgrade guide.

Apache Ambari upgraded to version 1.2.3-rc0. For details, see Patch information for
Ambari.

To upgrade Ambari server, follow the instructions provided here.
This version of Apache Ambari supports the following features:
¢ Added support for Oracle Linux.
¢ Added support for heterogenous Operating System installs.
¢ Added support for customizing the Ganglia service account.
* Added support for customizing the Hive Metastore log directory.
¢ Heatmaps now include HBase. For more information, see here.
* Improved Job Charts. For more information, see here.
» Apache HBase updated to version 0.94.5.
» Apache Flume updated to version 1.3.1.
* Hive upgraded to version 0.10.0.24. Use the following instructions to upgrade Hive:
¢ Option | - Upgrade using Ambari:
1. Stop Hive and WebHCat services using the Ambari Ul.
2. Execute the following commands on the Hive Server machine:

e For RHEL:

yum cl ean al |
yum updat e hi ve hcat al og webhcat-tar-hive

e For SLES:

zypper clean all
zypper up -r Updates-HDP-1.2.1

This command will upgrade the hi ve, hcat al og, and webhcat -t ar - hi ve
packages in your environment.
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l" For a multinode cluster, ensure that you also update the host machine
where Hive client is installed. On the client machine, execute the
following command:

« For RHEL/CentOS:
yum updat e hi ve catal og
* For SLES:
zypper up -r Updates-HDP-1.2.1
3. Start Hive and WebHCat services using the Ambari Ul.
¢ Option Il - Upgrade manually:
1. Stop Hive and WebHCat services using the instructions provided here.
2. Execute the following commands on the Hive Server machine:

e For RHEL:

yum cl ean al |
yum updat e hi ve hcat al og webhcat-tar-hive

e For SLES:

zypper clean all
zypper up -r Updates-HDP-1.2.1

This command will upgrade the hi ve, hcat al og, and webhcat -t ar - hi ve
packages in your environment.

l" For a multinode cluster, ensure that you also update the host machine
where Hive client is installed. On the client machine, execute the
following command:

* For RHEL/CentOS:

yum updat e hi ve cat al og

e For SLES:
zypper up -r Updates-HDP-1.2.1

3. Start Hive and WebHCat services using the Ambari Ul using the instructions
provided here.

In this section:
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e Known Issues for Hadoop

* Known Issues for Hive

» Known Issues for ZooKeeper
* Known Issues for Oozie

* Known Issues for Sqoop

¢ Known Issues for Ambari

* If you are using Talend 5.1.1, you need to include the new hadoop- core. j ar,
hadoop- | zo. j ar and/ et ¢/ hadoop/ conf in the CLASSPATH and the native Java
librariesinthej ava. |l i brary. pat h.

» Use of init.d scripts for starting or stopping Hadoop services, is not recommended.

* Hive cr eat e t abl e operation fails when dat anucl eus. aut oCr eat eSchena is set
totrue.

* Problem: In Hive 0.9, setting hive.metastore.local = true in hive-site.xml meant
that the embedded metastore would ALWAYS be used regardless of the setting
of hive.metastore.uris. But in Hive 0.10, hive.metastore.local is ignored when
hive.metastore.uris is set (https://issues.apache.org/jira/browse/HIVE-2585). When
upgrading from HDP 1.0 or HDP 1.1 to HDP 1.2.*, Hive is upgraded from 0.9 to 0.10.
Therefore, the embedded metastore may no longer be used after upgrading without
adjusting the hive-site.xml settings.

Workaround: To continue to use the embedded metastore after upgrading, clear the
hive.metastore.uris setting in hive-site.xml.

* When at least one ZooKeeper Server becomes non-responsive, the host status for the
other hosts with the ZooKeeper Servers may be displayed incorrectly on the

Host s
and the

Host Det ai l

pages.

* To be able to use Oozie command line client, you must first export JAVA HOVE.
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* Sqoop command | i st-al | -t abl es with Teradata connector returns views.

This is caused because the Ter adat aConnecti on |i st Tabl es query does not filter
out tables alone when it queries the data dictionary.

The workaround is to remove all views from the schema to use import all tables.

Note that using import all tables has additional restrictions on the schema (tables cannot
have multi-column primary keys etc.).

» Sqoop Teradata connector optiont er adat a. db. i nput . t ar get . dat abase does not
work.

The Teradata Hadoop Connector used by Sqoop connector uses incorrect Hive database
name while loading rows into Hive tables.

The workaround is to use default Hive database for Hive imports.

* Sqoop import option - - spl i t - by is ignored when used with Teradata Sqoop
connector.

This issue is caused because the incorrect split table option is passed to the Hadoop
connector.

The workaround is to use the t er adat a. db. i nput . split. by. col umm property to
specify split columns.

» Nagios assumes that DataNode is deployed on all the host machine in your cluster. The
Nagios server displays DataNode alert on all the host machines even if a particular slave
machine does not host a DataNode daemon. Note that this is true if you chooses to
deploy only TaskTracker on a given host.
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5. Release Notes HDP-1.2.3.1

This chapter provides information on the product version, patch information for various

components, improvements, and known issues (if any) for the current release.

This document contains:

°

5.1. Product Version: HDP-1.2.3.1

Product Version

Patch Information

Minimum System Requirements

Improvements

Known Issues

This release of Hortonworks Data Platform (HDP) deploys the following Hadoop-related
components:

L]

L]

Apache Hadoop 1.1.2
Apache HBase 0.94.5
Apache Pig 0.10.1
Apache ZooKeeper 3.4.5
Apache HCatalog 0.5.0
Apache Hive 0.10.0
Apache Oozie 3.2.0
Apache Sqoop 1.4.2
Apache Ambari 1.2.2
Apache Flume 1.3.1
Apache Mahout 0.7.0

Third party components:

Ganglia 3.2.0

GWeb 2.2.0

* Nagios 3.2.3

Talend Open Studio 5.1.1
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In this section:

* Patch information for Hadoop

* Patch information for HBase

* Patch information for Hive

* Patch information for HCatalog

* Patch information for Pig

* Patch information for ZooKeeper
* Patch information for Oozie

» Patch information for Sqoop

e Patch information for Mahout

Hadoop is based on Apache Hadoop 1.1.2 and includes the following additional patches:
» HDFS-4122: Reduced the size of log messages.

» HADOOP-8832: Added generic service plugin mechanism from HADOOP-5257 to
branch-1.

* MAPREDUCE-461: Enabled service-plugins for JobTracker.
* MAPREDUCE-4838: Added locality, avataar, and workflow information to JobHistory.

* MAPREDUCE-4837: Added web-service APIs for JobTracker. These APIs can be used to
get information on jobs and component tasks.

* BUG FIXES:
e HDFS-4219: Added slive to branch-1.
¢ HDFS-4180: Updated Test Fi | eCr eat i on for HDFS-4122
* MAPREDUCE-4478: Fixed issue with TaskTracker's heartbeat.
* HDFS-4108: Fixed df snodel i st to work in secure mode.

*« HADOOP-8923: Fixed incorect rendering of the intermediate web user interface page
caused when the authentication cookie (SPENGO/custom) expires.

« HADOOP-8164: Added support to handle paths using backslash character as a path
separator (for Windows platform only).
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 HADOOP-9051: Fixed build failure issues for ant t est.
« HADOOP-9036: Fixed r acy test case Test Si nkQueue.
* MAPREDUCE-4916: Fixed Test Tr acker Di st ri but edCacheManager .

« HADOOP-7836: Fixed failures for
Test Sas| RPC#t est Di gest Aut hMet hodHost BasedToken when host nane is set to
| ocal host .| ocal domai n.

» HDFS-3402: Fixed HDFS scripts for secure DataNodes.

* HADOOP-9296: Added support to allow users from different realm to authenticate
without a trust relationship.

* MAPREDUCE-4434: Fixed JobSpl it Wi ter.javatohandlelargejob. split file.

» HDFS-4222: Fixed NameNode issue that caused the NameNode to become unresponsive
and resulting in lost heartbeats from DNs when configured to use LDAP.

» HDFS-3515: Port HDFS-1457 to branch-1.
* MAPREDUCE-4843: Fixed JobLocal i zer when using Def aul t TaskControl | er.

* MAPREDUCE-2217: Expire launching task now covers the UNASSI GNED task.

HBase is based on Apache HBase 0.94.5 and includes the following:
* HBASE-6338: Cache Method in RPC handler.
* HBASE-6134: Improved split-worker to enhance distributed log splitting.

» HBASE-6508: Added support to filter out edits at log split time (without breaking
backward compatibility).

* HBASE-7814: Fixed hbck. hbck can now run on a secure cluster.

» HBASE-7832: Added support to use User . get Short Name() in FSUti | s.

* HBASE-7851: Fixed CNFE issues for a guava class.

* HBASE-6466: Enabled multi-thread for memstore flush.

» HBASE-7820: Added support for multi-realm authentication.

* HBASE-7913: Secure REST server should login before getting an instance of REST servlet.
* HBASE-7915: Secure Thri f t Ser ver needs to login before calling HBaseHandl er .

» HBASE-7920: Removed i sFami | yEssenti al (byte[] name) fromFi | t er interface
in HBase v.0.94.

* HBASE-8007: Added Test LoadAndVer i f y from BigTop.
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HBASE-8179: Fixed JSON formatting for cluster status.

Hive is based on Apache Hive 0.10.0 and includes the following patches:

HIVE-3802: Fixed test failures issues fort est C i Dri ver _i nput 39.
HIVE-3801: Fixed test failures issues fort est Cl i Dri ver | oadpart _err.
HIVE-3800: Fixed test failures issues fort est O i Dri ver _conbi ne2.
HIVE-3792: Fixed compile configurations for Hive pom xni file.

HIVE-3788: Fixed test failures issues fort est Cl i Dri ver _repair

HIVE-3782: Fixed test failures issues for
test i Driver_sanpl e_i sl ocal node_hook.

HIVE-3084: Fixed build issues caused due to scri pt _br oken_pi pel. q.

HIVE-3760: Fixed test failures issues for
Test NegativeM ninrC i Driver _mapreduce_stack_trace. q.

HIVE-3817: Added namespace for Maven task to fix the deploy issues for the maven-
publ i sh target.

HIVE-2693: Added DECI MAL datatype.

HIVE-3678: Added metastore upgrade scripts for column statistics schema changes for
Postgres/MySQL/Oracle/Derby.

HIVE-3255: Added high availability support for Hive metastore. Added DBTokenSt or e
to store Delegation Tokens in database.

HIVE-3291: Fixed shi ms module compilation failures caused due to f s resolvers.

HIVE-2935: Implemented HiveServer2 (Hive Server 2). Added JDBC/ODBC support over
HiveServer2.

HIVE-3862: Added include exclude support to HBase handler.
HIVE-3861: Upgraded HBase dependency to 0.94.2.
HIVE-3794: Fixed Oracle upgrade script for Hive.

HIVE-3708: Added MapReduce workflow information to job configuration.

HCatalog is based on Apache HCatalog 0.5.0 and includes the following patches:

HCATALOG-563: Improved HCatalog script. HCatalog script can now look in the correct
directory for the storage handler JAR files.
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Pig is based on Apache Pig 0.10.1 and includes the following patches:

* PIG-3071: Updated Pig script file. The script file now has modified HCatalog JAR file and
PATH that points to HBase st or age handl er JAR file.

* PIG-3099: Pig unit test fixes for Test G unt (1), Test Store(2),
Test Enpt yl nput Di r (3) .

* PIG-3116: Fixed end to end tests sort command issues for RHEL-6.

* PIG-3105: Fixed Test JobSubni ssi on unit test failure.

ZooKeeper is based on Apache ZooKeeper 3.4.5 and includes the following patches:
* ZOOKEEPER-1598: Enhanced ZooKeeper version string.

* ZOOKEEPER-1584: Adding nvn-i nstal | target for deploying the ZooKeeper
artifacts to .m2 repository.

Oozie is based on Apache Oozie 3.2.0 and includes the following patches:
* OOZIE-698: Enhanced sharelib components.
* OOZIE-810: Fixed compilation issues for Oozie documentation.

* OOZIE-863: Fixed issues caused due to JAVA_HOME settings when 00zi e- env. sh script
is invoked .

* OOZIE-968: Updated default location of Oozie environment file (bi n/ oozi e- env. sh)
to conf/ 0ozi e- env. shin the oozi edb. sh file.

* OOZIE-1006: Fixed Hadoop 2.0.2 dependency issues for Oozie.

* OOZIE-1048: Added support to enable propagation of native libraries as a VM argument
usingj ava. | i brary. pat h.

Sqoop is based on Apache Sqoop 1.4.2 and includes the following patches:
* SQOOP-578: Fixed issues with sqoop script calls.
* SQOOP-579: Improved reuse for custom manager factories.

* SQOOP-580: Added support for an open ended job teardown method which is invoked
after the job execution.
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* SQOOP-582: Added a template method for job submission in Export/Import JobBase. A
connector can now submit a job and also complete other tasks simultaneously while the
on-going job is in progress.

* SQOOP-462: Fixed failures for Sqoop HBase test compilation.

* SQOOP-741: Enhanaced Or acl eConnect get Tabl es() implementation in order to
restrict tables to the current user.

* SQOOP-798: Fixed issue for ANT docs for RedHat Enterprise Linux (RHEL) v5.8.
* SQOOP-846: Added Netezza connector for Sqoop.

* SQOOP-599: Fixed import operation to HBase for secure cluster.

5.2.9. Patch information for Mahout

Mahout is based on Apache Mahout 0.7.0 and includes the following patches:

* MAHOUT-958: Fixed NullPointerException in Repr esent at i vePoi nt sMapper when
running cl ust er - r eut er s. sh example with knreans.

* MAHOUT-1102: Fixed Mahout build failures for default profile caused when
hadoop. ver si on is passed as an argument.

* MAHOUT-1120: Fixed execution failures for Mahout examples script for RPM based
installations.

5.3. Minimum System Requirements

In this section:

» Hardware Recommendations

* Operating Systems Requirements
*» Software Requirements

¢ Database Requirements

* Virtualization and Cloud Platforms

¢ Optional: Configure the Local Repositories

e Note

gsinstaller is deprecated as of HDP 1.2.0 and will not be made available in
future minor and major releases of HDP. We encourage you to consider Manual
Install (RPMs) or Automated Install (Ambari).

5.3.1. Hardware Recommendations

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines. You can see sample setups here.
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5.3.2. Operating Systems Requirements

The following operating systems (OS) are supported:
¢ 64-bit Red Hat Enterprise Linux (RHEL) v5.*, v6.*
¢ 64-bit CentOS v5.*, v6.*

¢ 64-bit SUSE Linux Enterprise Server (SLES) 11 SP1

5.3.3. Software Requirements

On each of your hosts:
* yum

* rpm

* scp

e curl

¢ wget

e pdsh

5.3.4. Database Requirements

* Hive and HCatalog require a database to use as a metadata store. MySQL 5.x or Oracle
11gr2 are supported. You may provide access to an existing database, or the Ambari and
gslnstaller installers will install MySQL for you if you want.

¢ Qozie requires a database to use as a metadata store, but comes with embedded Derby
database by default. MySQL 5.x or Oracle 11gr2 are also supported.

¢ Ambari requires a database to use as a metadata store, but comes with Postgres 8.x. This
is the only database supported in this version.

5.3.5. Virtualization and Cloud Platforms

HDP is certified and supported when running on virtual or cloud platforms (for example,
VMware vSphere or Amazon Web Services EC2) as long as the respective guest OS is
supported by HDP and any issues that are detected on these platforms are reproducible on
the same supported OS installed on bare metal.

See Operating Systems Requirements for the list of supported operating systems for HDP.
5.3.6. Optional: Configure the Local Repositories

If your cluster does not have access to the Internet, or you are creating a large cluster
and you want to conserve bandwidth, you need to provide access to the HDP installation
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packages using an alternative method. For more information, see Deploying HDP In
Production Data Centers.

The installer pulls many packages from the base OS repositories. If you do

not have a complete base OS available to all your machines at the time of
installation, you may run into issues. For example, if you are using RHEL 6 your
hosts must be able to access the “Red Hat Enterprise Linux Server 6 Optional
(RPMs)” repository. If this repository is disabled, the installation is unable

to access the r ubygens package. If you encounter problems with base OS
repositories being unavailable, please contact your system administrator to
arrange for these additional repositories to be proxied or mirrored.

» Apache HBase updated to version 0.94.5.
» Apache Flume updated to version 1.3.1.

* Apache Ambari updated to version 1.2.2.4. This release (1.2.2.5) of Apache Ambari
includes the new features and improvements:

* Host level alerts

* Paging controls on zoomed graphs

* Ability to change Ambari Web HTTP port

¢ Support for Active Directory-based authentication

¢ AMBARI-1757: Add support for Stack 1.2.2 to Ambari

¢ AMBARI-1641: Add support for additional TaskTracker metrics in API

¢ AMBARI-1748: Custom JDK path added through Ul now passed to global parameters
* Fixed issues in Ambari 1.2.2.5 from 1.2.1:

To see a list of the issues that have been fixed that were noted in the release notes of the
last release (1.2.2) of Apache Ambari, use the following query:

http://s.apache. org/rel ease_notes_1.2.0_fi xed

or click here.
* All Issues fixed in Ambari 1.2.2:

To see a list of the all issues that have been fixed for Ambari version 1.2.2.5, use the
following query:

http://s.apache.org/all _i ssues_fixed_1.2.1

or click here.
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In this section:

* Known Issues for Hadoop

* Known Issues for Hive

» Known Issues for ZooKeeper
* Known Issues for Qozie

* Known Issues for Sqoop

¢ Known Issues for Ambari

* If you are using Talend 5.1.1, you need to include the new hadoop- core. j ar,
hadoop- | zo. j ar and/ et ¢/ hadoop/ conf in the CLASSPATH and the native Java
librariesinthe j ava. |l i brary. pat h.

 Use of init.d scripts for starting or stopping Hadoop services, is not recommended.

» Hive cr eat e t abl e operation fails when dat anucl eus. aut oCr eat eSchenma is set
totrue.

* Problem: In Hive 0.9, setting hive.metastore.local = true in hive-site.xml meant
that the embedded metastore would ALWAYS be used regardless of the setting
of hive.metastore.uris. But in Hive 0.10, hive.metastore.local is ignored when
hive.metastore.uris is set (https://issues.apache.org/jira/browse/HIVE-2585). When
upgrading from HDP 1.0 or HDP 1.1 to HDP 1.2.*, Hive is upgraded from 0.9 to 0.10.
Therefore, the embedded metastore may no longer be used after upgrading without
adjusting the hive-site.xml settings.

Workaround: To continue to use the embedded metastore after upgrading, clear the
hive.metastore.uris setting in hive-site.xml.

* When at least one ZooKeeper Server becomes non-responsive, the host status for the
other hosts with the ZooKeeper Servers may be displayed incorrectly on the

Host s
and the

Host Det ai |

pages.
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* To be able to use Oozie command line client, you must first export JAVA HOVE.

» Sqoop command | i st -al | -t abl es with Teradata connector returns views.

This is caused because the Ter adat aConnecti on | i st Tabl es query does not filter
out tables alone when it queries the data dictionary.

The workaround is to remove all views from the schema to use import all tables.

Note that using import all tables has additional restrictions on the schema (tables cannot
have multi-column primary keys etc.).

» Sqoop Teradata connector optiont er adat a. db. i nput . t ar get . dat abase does not
work.

The Teradata Hadoop Connector used by Sqoop connector uses incorrect Hive database
name while loading rows into Hive tables.

The workaround is to use default Hive database for Hive imports.

» Sgoop import option - - spl i t - by is ignored when used with Teradata Sqoop
connector.

This issue is caused because the incorrect split table option is passed to the Hadoop
connector.

The workaround is to use the t er adat a. db. i nput . split. by. col unm property to
specify split columns.

» Nagios assumes that DataNode is deployed on all the host machine in your cluster. The
Nagios server displays DataNode alert on all the host machines even if a particular slave
machine does not host a DataNode daemon.

* To see a list of known open issues in Ambari 1.2.2.5, use the following query:
http://s.apache. org/all _issues_fixed_1.2.2

or click here.
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6. Release Notes HDP-1.2.3

This chapter provides information on the product version, patch information for various
components, improvements, and known issues (if any) for the current release.

This document contains:

¢ Product Version

Patch Information

¢ Minimum System Requirements

°

Improvements

Known Issues

6.1. Product Version: HDP-1.2.3

This release of Hortonworks Data Platform (HDP) deploys the following Hadoop-related
components:

¢ Apache Hadoop 1.1.2

* Apache HBase 0.94.5

Apache Pig 0.10.1

¢ Apache ZooKeeper 3.4.5
¢ Apache HCatalog 0.5.0

* Apache Hive 0.10.0

¢ Apache Oozie 3.2.0

¢ Apache Sqoop 1.4.2

¢ Apache Ambari 1.2.2

* Apache Flume 1.3.1

* Apache Mahout 0.7.0

¢ Third party components:

Ganglia 3.2.0

GWeb 2.2.0

* Nagios 3.2.3

Talend Open Studio 5.1.1
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In this section:

* Patch information for Hadoop

* Patch information for HBase

* Patch information for Hive

* Patch information for HCatalog

* Patch information for Pig

* Patch information for ZooKeeper
* Patch information for Oozie

» Patch information for Sqoop

e Patch information for Mahout

Hadoop is based on Apache Hadoop 1.1.2 and includes the following additional patches:
» HDFS-4122: Reduced the size of log messages.

» HADOOP-8832: Added generic service plugin mechanism from HADOOP-5257 to
branch-1.

* MAPREDUCE-461: Enabled service-plugins for JobTracker.
* MAPREDUCE-4838: Added locality, avataar, and workflow information to JobHistory.

* MAPREDUCE-4837: Added web-service APIs for JobTracker. These APIs can be used to
get information on jobs and component tasks.

* BUG FIXES:
e HDFS-4219: Added slive to branch-1.
¢ HDFS-4180: Updated Test Fi | eCr eat i on for HDFS-4122
* MAPREDUCE-4478: Fixed issue with TaskTracker's heartbeat.
* HDFS-4108: Fixed df snodel i st to work in secure mode.

*« HADOOP-8923: Fixed incorect rendering of the intermediate web user interface page
caused when the authentication cookie (SPENGO/custom) expires.

« HADOOP-8164: Added support to handle paths using backslash character as a path
separator (for Windows platform only).
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 HADOOP-9051: Fixed build failure issues for ant t est.
« HADOOP-9036: Fixed r acy test case Test Si nkQueue.
* MAPREDUCE-4916: Fixed Test Tr acker Di st ri but edCacheManager .

« HADOOP-7836: Fixed failures for
Test Sas| RPC#t est Di gest Aut hMet hodHost BasedToken when host nane is set to
| ocal host .| ocal domai n.

» HDFS-3402: Fixed HDFS scripts for secure DataNodes.

* HADOOP-9296: Added support to allow users from different realm to authenticate
without a trust relationship.

* MAPREDUCE-4434: Fixed JobSpl it Wi ter.javatohandlelargejob.split file.

» HDFS-4222: Fixed NameNode issue that caused the NameNode to become unresponsive
and resulting in lost heartbeats from DNs when configured to use LDAP.

» HDFS-3515: Port HDFS-1457 to branch-1.
* MAPREDUCE-4843: Fixed JobLocal i zer when using Def aul t TaskControl | er.

* MAPREDUCE-2217: Expire launching task now covers the UNASSI GNED task.

HBase is based on Apache HBase 0.94.5 and includes the following:
* HBASE-6338: Cache Method in RPC handler.
* HBASE-6134: Improved split-worker to enhance distributed log splitting.

» HBASE-6508: Added support to filter out edits at log split time (without breaking
backward compatibility).

* HBASE-7814: Fixed hbck. hbck can now run on a secure cluster.

» HBASE-7832: Added support to use User . get Short Name() in FSUti | s.

* HBASE-7851: Fixed CNFE issues for a guava class.

* HBASE-6466: Enabled multi-thread for memstore flush.

» HBASE-7820: Added support for multi-realm authentication.

* HBASE-7913: Secure REST server should login before getting an instance of REST servlet.
* HBASE-7915: Secure Thri f t Ser ver needs to login before calling HBaseHandl er .

» HBASE-7920: Removed i sFami | yEssenti al (byte[] name) fromFi | t er interface
in HBase v.0.94.

* HBASE-8007: Added Test LoadAndVer i f y from BigTop.
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HBASE-8179: Fixed JSON formatting for cluster status.

Hive is based on Apache Hive 0.10.0 and includes the following patches:

HIVE-3802: Fixed test failures issues fort est C i Dri ver _i nput 39.
HIVE-3801: Fixed test failures issues fort est Cl i Dri ver | oadpart _err.
HIVE-3800: Fixed test failures issues fort est O i Dri ver _conbi ne2.
HIVE-3792: Fixed compile configurations for Hive pom xni file.

HIVE-3788: Fixed test failures issues fort est Cl i Dri ver _repair

HIVE-3782: Fixed test failures issues for
test i Driver_sanpl e_i sl ocal node_hook.

HIVE-3084: Fixed build issues caused due to scri pt _br oken_pi pel. q.

HIVE-3760: Fixed test failures issues for
Test NegativeM ninrC i Driver _mapreduce_stack_trace. q.

HIVE-3817: Added namespace for Maven task to fix the deploy issues for the maven-
publ i sh target.

HIVE-2693: Added DECI MAL datatype.

HIVE-3678: Added metastore upgrade scripts for column statistics schema changes for
Postgres/MySQL/Oracle/Derby.

HIVE-3255: Added high availability support for Hive metastore. Added DBTokenSt or e
to store Delegation Tokens in database.

HIVE-3291: Fixed shi ms module compilation failures caused due to f s resolvers.

HIVE-2935: Implemented HiveServer2 (Hive Server 2). Added JDBC/ODBC support over
HiveServer2.

HIVE-3862: Added include exclude support to HBase handler.
HIVE-3861: Upgraded HBase dependency to 0.94.2.
HIVE-3794: Fixed Oracle upgrade script for Hive.

HIVE-3708: Added MapReduce workflow information to job configuration.

HCatalog is based on Apache HCatalog 0.5.0 and includes the following patches:

HCATALOG-563: Improved HCatalog script. HCatalog script can now look in the correct
directory for the storage handler JAR files.
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Pig is based on Apache Pig 0.10.1 and includes the following patches:

* PIG-3071: Updated Pig script file. The script file now has modified HCatalog JAR file and
PATH that points to HBase st or age handl er JAR file.

* PIG-3099: Pig unit test fixes for Test G unt (1), Test Store(2),
Test Enpt yl nput Di r (3) .

* PIG-3116: Fixed end to end tests sort command issues for RHEL-6.

* PIG-3105: Fixed Test JobSubni ssi on unit test failure.

ZooKeeper is based on Apache ZooKeeper 3.4.5 and includes the following patches:
* ZOOKEEPER-1598: Enhanced ZooKeeper version string.

* ZOOKEEPER-1584: Adding nvn-i nstal | target for deploying the
ZooKeeper artifacts to .m2 repository.

Oozie is based on Apache Oozie 3.2.0 and includes the following patches:
* OOZIE-698: Enhanced sharelib components.
* OOZIE-810: Fixed compilation issues for Oozie documentation.

* OOZIE-863: Fixed issues caused due to JAVA_HOME settings when 00zi e- env. sh script
is invoked .

* OOZIE-968: Updated default location of Oozie environment file (bi n/ oozi e- env. sh)
to conf/ 0ozi e- env. shin the oozi edb. sh file.

* OOZIE-1006: Fixed Hadoop 2.0.2 dependency issues for Oozie.

* OOZIE-1048: Added support to enable propagation of native libraries as a VM argument
usingj ava. | i brary. pat h.

Sqoop is based on Apache Sqoop 1.4.2 and includes the following patches:
* SQOOP-578: Fixed issues with sqoop script calls.
* SQOOP-579: Improved reuse for custom manager factories.

* SQOOP-580: Added support for an open ended job teardown method which is invoked
after the job execution.
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¢ SQOOP-582: Added a template method for job submission in Export/Import JobBase. A
connector can now submit a job and also complete other tasks simultaneously while the
on-going job is in progress.

¢ SQOOP-462: Fixed failures for Sqoop HBase test compilation.

¢ SQOOP-741: Enhanaced Or acl eConnect get Tabl es() implementation in order to
restrict tables to the current user.

¢ SQOOP-798: Fixed issue for ANT docs for RedHat Enterprise Linux (RHEL) v5.8.
¢ SQOOP-846: Added Netezza connector for Sqoop.

¢ SQOOP-599: Fixed import operation to HBase for secure cluster.

6.2.9. Patch information for Mahout

Mahout is based on Apache Mahout 0.7.0 and includes the following patches:

* MAHOUT-958: Fixed NullPointerException in Repr esent at i vePoi nt sMapper when
running cl ust er - r eut er s. sh example with knreans.

* MAHOUT-1102: Fixed Mahout build failures for default profile caused when
hadoop. ver si on is passed as an argument.

* MAHOUT-1120: Fixed execution failures for Mahout examples script for RPM based
installations.

6.3. Minimum System Requirements

In this section:

¢ Hardware Recommendations

* Operating Systems Requirements
*» Software Requirements

¢ Database Requirements

* Virtualization and Cloud Platforms

¢ Optional: Configure the Local Repositories

e Note

gsinstaller is deprecated as of HDP 1.2.0 and will not be made available in
future minor and major releases of HDP. We encourage you to consider Manual
Install (RPMs) or Automated Install (Ambari).

6.3.1. Hardware Recommendations

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines. You can see sample setups here.
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6.3.2. Operating Systems Requirements

The following operating systems (OS) are supported:
¢ 64-bit Red Hat Enterprise Linux (RHEL) v5.*, v6.*
¢ 64-bit CentOS v5.*, v6.*

¢ 64-bit SUSE Linux Enterprise Server (SLES) 11 SP1

6.3.3. Software Requirements

On each of your hosts:
* yum

* rpm

* scp

e curl

¢ wget

e pdsh

6.3.4. Database Requirements

* Hive and HCatalog require a database to use as a metadata store. MySQL 5.x or Oracle
11gr2 are supported. You may provide access to an existing database, or the Ambari
and gslinstaller installers will install MySQL for you if you want.

¢ Qozie requires a database to use as a metadata store, but comes with embedded Derby
database by default. MySQL 5.x or Oracle 11gr2 are also supported.

¢ Ambari requires a database to use as a metadata store, but comes with Postgres 8.x. This
is the only database supported in this version.

6.3.5. Virtualization and Cloud Platforms

HDP is certified and supported when running on virtual or cloud platforms (for example,
VMware vSphere or Amazon Web Services EC2) as long as the respective guest OS is
supported by HDP and any issues that are detected on these platforms are reproducible on
the same supported OS installed on bare metal.

See Operating Systems Requirements for the list of supported operating systems for HDP.
6.3.6. Optional: Configure the Local Repositories

If your cluster does not have access to the Internet, or you are creating a large cluster
and you want to conserve bandwidth, you need to provide access to the HDP installation
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packages using an alternative method. For more information, see Deploying HDP In
Production Data Centers.

The installer pulls many packages from the base OS repositories. If you do

not have a complete base OS available to all your machines at the time of
installation, you may run into issues. For example, if you are using RHEL 6 your
hosts must be able to access the “Red Hat Enterprise Linux Server 6 Optional
(RPMs)” repository. If this repository is disabled, the installation is unable

to access the r ubygens package. If you encounter problems with base OS
repositories being unavailable, please contact your system administrator to
arrange for these additional repositories to be proxied or mirrored.

» Apache HBase updated to version 0.94.5.
» Apache Flume updated to version 1.3.1.

* Apache Ambari updated to version 1.2.2.4. This release (1.2.2.5) of Apache Ambari
includes the new features and improvements:

* Host level alerts

* Paging controls on zoomed graphs

* Ability to change Ambari Web HTTP port

¢ Support for Active Directory-based authentication

¢ AMBARI-1757: Add support for Stack 1.2.2 to Ambari

¢ AMBARI-1641: Add support for additional TaskTracker metrics in API

¢ AMBARI-1748: Custom JDK path added through Ul now passed to global parameters
* Fixed issues in Ambari 1.2.2.4 from 1.2.1:

To see a list of the issues that have been fixed that were noted in the release notes of the
last release (1.2.0) of Apache Ambari, use the following query:

http://s.apache. org/rel ease_notes_1.2.0_fi xed

or click here.
* All Issues fixed in Ambari 1.2.2:

To see a list of the all issues that have been fixed for Ambari version 1.2.2.4, use the
following query:

http://s.apache.org/all _i ssues_fixed_1.2.1

or click here.
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In this section:

* Known Issues for Hadoop

* Known Issues for Hive

» Known Issues for ZooKeeper
* Known Issues for Qozie

* Known Issues for Sqoop

¢ Known Issues for Ambari

* If you are using Talend 5.1.1, you need to include the new hadoop- core. j ar,
hadoop- | zo. j ar and/ et ¢/ hadoop/ conf in the CLASSPATH and the native Java
librariesinthe j ava. |l i brary. pat h.

 Use of init.d scripts for starting or stopping Hadoop services, is not recommended.

» Hive cr eat e t abl e operation fails when dat anucl eus. aut oCr eat eSchenma is set
totrue.

* Problem: In Hive 0.9, setting hive.metastore.local = true in hive-site.xml meant
that the embedded metastore would ALWAYS be used regardless of the setting
of hive.metastore.uris. But in Hive 0.10, hive.metastore.local is ignored when
hive.metastore.uris is set (https://issues.apache.org/jira/browse/HIVE-2585). When
upgrading from HDP 1.0 or HDP 1.1 to HDP 1.2.*, Hive is upgraded from 0.9 to 0.10.
Therefore, the embedded metastore may no longer be used after upgrading without
adjusting the hive-site.xml settings.

Workaround: To continue to use the embedded metastore after upgrading, clear the
hive.metastore.uris setting in hive-site.xml.

* When at least one ZooKeeper Server becomes non-responsive, the host status for the
other hosts with the ZooKeeper Servers may be displayed incorrectly on the

Host s
and the

Host Det ai |

pages.
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* To be able to use Oozie command line client, you must first export JAVA HOVE.

» Sqoop command | i st -al | -t abl es with Teradata connector returns views.

This is caused because the Ter adat aConnecti on | i st Tabl es query does not filter
out tables alone when it queries the data dictionary.

The workaround is to remove all views from the schema to use import all tables.

Note that using import all tables has additional restrictions on the schema (tables cannot
have multi-column primary keys etc.).

» Sqoop Teradata connector optiont er adat a. db. i nput . t ar get . dat abase does not
work.

The Teradata Hadoop Connector used by Sqoop connector uses incorrect Hive database
name while loading rows into Hive tables.

The workaround is to use default Hive database for Hive imports.

» Sgoop import option - - spl i t - by is ignored when used with Teradata Sqoop
connector.

This issue is caused because the incorrect split table option is passed to the Hadoop
connector.

The workaround is to use the t er adat a. db. i nput . split. by. col unm property to
specify split columns.

* To see a list of known open issues in Ambari 1.2.2.4, use the following query:
http://s.apache.org/all _issues_fixed 1.2.2

or click here.
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7. Release Notes HDP-1.2.2

This chapter provides information on the product version, patch information for various
components, improvements, and known issues (if any) for the current release.

7.1. Product Version: HDP-1.2.2

This release of Hortonworks Data Platform (HDP) deploys the following Hadoop-related
components:

* Apache Hadoop 1.1.2-rc3

* Apache HBase 0.94.2+

e Note
,//’

HBase is based on Apache SVN branch 0.94, revision 1406700, and additional
patches as listed here.

¢ Apache Pig 0.10.1
* Apache ZooKeeper 3.4.5

¢ Apache HCatalog 0.5.0+

e Note
,//’

HCatalog is based on Apache SVN branch 0.5.0, revision 1425288, and
additional patches as listed here.

* Apache Hive 0.10.0

¢ Apache Oozie 3.2.0

¢ Apache Sqoop 1.4.2

¢ Apache Ambari 1.2.2

e Apache Flume 1.3.0

¢ Apache Mahout 0.7.0

¢ Third party components:

* Ganglia 3.2.0

GWeb 2.2.0
* Nagios 3.2.3

¢ Talend Open Studio 5.1.1
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Hadoop is based on Apache Hadoop 1.1.2-rc3 and includes the following additional patches
da:

» HDFS-4122: Reduced the size of log messages.

» HADOOP-8832: Added generic service plugin mechanism from HADOOP-5257 to
branch-1.

* MAPREDUCE-461: Enabled service-plugins for JobTracker.
* MAPREDUCE-4838: Added locality, avataar, and workflow information to JobHistory.

* MAPREDUCE-4837: Added web-service APIs for JobTracker. These APIs can be used to
get information on jobs and component tasks.

* BUG FIXES:
¢ HDFS-4219: Added slive to branch-1.
¢ HDFS-4180: Updated Test Fi | eCr eat i on for HDFS-4122
* MAPREDUCE-4478: Fixed issue with TaskTracker's heartbeat.
* HDFS-4108: Fixed df snodel i st to work in secure mode.

*« HADOOP-8923: Fixed incorect rendering of the intermediate web user interface page
caused when the authentication cookie (SPENGO/custom) expires.

* HADOOP-8164: Added support to handle paths using backslash character as a path
separator (for Windows platform only).

e HADOOP-9051: Fixed build failure issues for ant t est.

HBase is based on Apache SVN branch 0.94, revision 1406700, and includes the following:

HBASE-6338: Cache Method in RPC handler.

HBASE-6134: Improved split-worker to enhance distributed log splitting.

HBASE-7165: Fixed test failure issues for
Test Spl it LogManager . t est Unassi gnedTi neout .

HBASE-7166: Fixed test failure issues for Test Spl i t Transacti onOnC ust er.

HBASE-7177: Fixed test failure issues for
Test ZooKeeper ScanPol i cyCbser ver . t est ScanPol i cyCbser ver.
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HBASE-7235: Fixed test failure issues for Test Mast er Cbser ver.
HBASE-7343: Fixed issues for Test Dr ai ni ngSer ver.
HBASE-6175: Fixed issues for Test FSUti | s on get Fi | eSt at us method in HDFS.

HBASE-7398: Fixed test failures for Test Assi gnnment Manager on CentOS.

Hive is based on Apache Hive 0.10.0 and includes the following patches:

HIVE-3814: Fixed issue for drop partitions operation when using Oracle metastore.

HIVE-3775: Fixed unit test failures caused due to unspecified order of results in show
gr ant command

HIVE-3815: Fixed failures for t abl e r enane operation when filesystem cache is
disabled.

HIVE-2084: Upgraded datanucleus from v 2.0.3 to v 3.0.1.

HIVE-3802: Fixed test failures issues fort est i Dri ver _i nput 39.
HIVE-3801: Fixed test failures issues fort est i Dri ver _| oadpart _err.
HIVE-3800: Fixed test failures issues fort est i Dri ver _conbi ne2.
HIVE-3794: Fixed Oracle upgrade script for Hive.

HIVE-3792: Fixed compile configurations for Hive pom xni file.

HIVE-3788: Fixed test failures issues fort est Cl i Dri ver _repair
HIVE-3861: Upgraded HBase dependency to 0.94.2.

HIVE-3782: Fixed test failures issues for
testdiDriver_sanpl e_islocal node_hook.

HIVE-3084: Fixed build issues caused due to scri pt _br oken_pi pel. q.

HIVE-3760: Fixed test failures issues for
Test NegativeM ninrCl i Driver _mapreduce_stack_trace. q.

HIVE-3717: Fixed cimpilation issues caused when using - Dhadoop. nr. rev=20S
property.

HIVE-3862: Added include exclude support to HBase handler.

HIVE-3817: Added namespace for Maven task to fix the deploy issues for the maven-
publ i sh target.

HIVE-2693: Added DECI MAL datatype.

HIVE-3839: Added support to set up . gi t attributes. This will normalize line endings
during cross platform development.
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HIVE-3678: Added metastore upgrade scripts for column statistics schema changes for
Postgres/MySQL/Oracle/Derby.

HIVE-3588: Added support to use Hive with HBase v0.94.

HIVE-3255: Added high availability support for Hive metastore. Added DBTokenSt or e
to store Delegation Tokens in database.

HIVE-3708: Added MapReduce workflow information to job configuration.
HIVE-3291: Fixed shi ms module compilation failures caused due to f s resolvers.

HIVE-2935: Implemented HiveServer2 (Hive Server 2). Added JDBC/ODBC support over
HiveServer2.

HIVE-3846: Fixed Null pointer Exceptions (NPEs) issues caused while executing the al t er
Vi ew r ename command when authorization is enabled.

HCatalog is based on Apache SVN branch 0.5.0, revision 1425288 and includes the
following patches:

HCATALOG-549: Added changes for WebHCat.

HCATALOG-509: Added support for WebHCat to work with security.

HCATALOG-587: Fixed memory consumption issues for WebHCat Controller Map Task.
HCATALOG-588: Fixed issues with t enpl et on. | og file for WebHCat server.
HCATALOG-589: Improved dependent library packaging.

HCATALOG-577: Fixed issues for HCat Cont ext that caused persistance of undesired
j obConf parameters.

HCATALOG-584: Changes in HCATALOG-538 breaks Pig stores into non-partitioned
tables.

HCATALOG-580: Fixed end to end test failures caused by optimizations in
HCATALOG-538.

HCATALOG-583: Fixed end to end test failures.

HCATALOG-590: Moved DEFAULT_DATABASE_NAME constant to Hi veConf as part of
HIVE-2935: HIVE-2935.3.patch.gz.

HCATALOG-573: Removed version number from WVEBHCAT JARin the
webhcat _confi g. sh file.

HCATALOG-592: Improved error message for Hive table/partition not found in order to
enable WebHCat to return correct HTTP status code.

HCATALOG-583: Fixed end to end test failures.
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Pig is based on Apache Pig 0.10.1 and includes the following patches:

* PIG-3071: Updated Pig script file. The script file now has modified HCatalog JAR file and
PATH that points to HBase st or age handl er JAR file.

* PIG-3099: Pig unit test fixes for Test G unt (1), Test Store(2),
Test Enpt yl nput Di r (3) .

* PIG-2885: Fixed test failures for Test JobSumi ssi on and Test HBaseSt or age.

* PIG-3105: Fixed Test JobSubni ssi on unit test failure.

ZooKeeper is based on Apache ZooKeeper 3.4.5 and includes the following patches:

* ZOOKEEPER-1598: Enhanced ZooKeeper version string.

Oozie is based on Apache Oozie 3.2.0 and includes the following patches:
* OOZIE-698: Enhanced sharelib components.
* OOZIE-810: Fixed compilation issues for Oozie documentation.

* OOZIE-863: Fixed issues caused due to JAVA_HOME settings when 00zi e- env. sh script
is invoked .

* OOZIE-968: Updated default location of Oozie environment file (bi n/ oozi e- env. sh)
to conf/ 0ozi e- env. shin the oozi edb. sh file.

* OOZIE-1006: Fixed Hadoop 2.0.2 dependency issues for Oozie.

» OOZIE-1048: Added support to enable propagation of native libraries as a VM argument
usingj ava. l i brary. pat h.

Sqoop is based on Apache Sqoop 1.4.2 and includes the following patches:

* SQOOP-438: Added support to allow sourcing of sqoop- env. sh file. This
enhancement now allows setting variables directly in the configuration files.

* SQOOP-462: Fixed failures for Sqoop HBase test compilation.
* SQOOP-578: Fixed issues with sqoop script calls.
* SQOOP-579: Improved reuse for custom manager factories.

* SQOOP-580: Added support for an open ended job teardown method which is invoked
after the job execution.
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¢ SQOOP-582: Added a template method for job submission in Export/Import JobBase. A
connector can now submit a job and also complete other tasks simultaneously while the
on-going job is in progress.

¢ SQOOP-741: Enhanaced Or acl eConnect get Tabl es() implementation in order to
restrict tables to the current user.

¢ SQOOP-798: Fixed issue for ANT docs for RedHat Enterprise Linux (RHEL) v5.8.

7.2.9. Patch information for Mahout

Mahout is based on Apache Mahout 0.7.0 and includes the following patches:

* MAHOUT-1102: Fixed Mahout build failures for default profile caused when
hadoop. ver si on is passed as an argument.

¢ MAHOUT-1120: Fixed execution failures for Mahout examples script for RPM based
installations.

7.3. Minimum system requirements

In this section:

* Hardware Recommendations

* Operating Systems Requirements
¢ Software Requirements

¢ Database Requirements

¢ Virtualization and Cloud Platforms

Optional: Configure the Local Repositories

e Note
4

gsinstaller is deprecated as of HDP 1.2.0 and will not be made available in
future minor and major releases of HDP. We encourage you to consider Manual
Install (RPMs) or Automated Install (Ambari).

7.3.1. Hardware Recommendations

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines. You can see sample setups here.

7.3.2. Operating Systems Requirements

The following operating systems (OS) are supported:

¢ 64-bit Red Hat Enterprise Linux (RHEL) v5.*, v6.*
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¢ 64-bit CentOS v5.*%, v6.*

¢ 64-bit SUSE Linux Enterprise Server (SLES) 11 SP1

7.3.3. Software Requirements

On each of your hosts:
* yum

* rpm

* scp

e curl

* wget

* pdsh

7.3.4. Database Requirements

¢ Hive and HCatalog require a database to use as a metadata store. MySQL 5.x or Oracle
11gr2 are supported. You may provide access to an existing database, or the Ambari
and gsinstaller installers will install MySQL for you if you want.

¢ QOozie requires a database to use as a metadata store, but comes with embedded Derby
database by default. MySQL 5.x or Oracle 11gr2 are also supported.

¢ Ambari requires a database to use as a metadata store, but comes with Postgres 8.x. This
is the only database supported in this version.

7.3.5. Virtualization and Cloud Platforms

HDP is certified and supported when running on virtual or cloud platforms (for example,
VMware vSphere or Amazon Web Services EC2) as long as the respective guest OS is
supported by HDP and any issues that are detected on these platforms are reproducible on
the same supported OS installed on bare metal.

See Operating Systems Requirements for the list of supported operating systems for HDP.

7.3.6. Optional: Configure the Local Repositories

If your cluster does not have access to the Internet, or you are creating a large cluster
and you want to conserve bandwidth, you need to provide access to the HDP installation
packages using an alternative method. For more information, see Deploying HDP In
Production Data Centers.

Important
4

The installer pulls many packages from the base OS repositories. If you do
not have a complete base OS available to all your machines at the time of
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installation, you may run into issues. For example, if you are using RHEL 6 your
hosts must be able to access the “Red Hat Enterprise Linux Server 6 Optional
(RPMs)” repository. If this repository is disabled, the installation is unable

to access the r ubygens package. If you encounter problems with base OS
repositories being unavailable, please contact your system administrator to
arrange for these additional repositories to be proxied or mirrored.

* Apache Ambari updated to version 1.2.2. See Apache Ambari release notes for more
details.

* lllustrate does not work when using HCatalog loading in Pig scripts.

* Hive cr eat e t abl e operation fails when dat anucl eus. aut oCr eat eSchena is set
totrue.

* When at least one ZooKeeper Server becomes non-responsive, the host status for the
other hosts with the ZooKeeper Servers may be displayed incorrectly on the

Host s

and the

Host Det ai |

pages.
* Use of init.d scripts for starting or stopping Hadoop services, is not recommended.
* To be able to use Oozie command line client, you must first export JAVA HOVE.

* Pig or MapReduce jobs get incorrect data when reading binary data type from the
HCatalog table. For details, see: HCATALOG-430.

* If you are using Talend 5.1.1, you need to include the new hadoop-core.jar, hadoop-
Izo.jar and /etc/hadoop/conf in the classpath and the native Java libraries in the
java.library.path.

* Problem: In Hive 0.9, setting hive.metastore.local = true in hive-site.xml meant
that the embedded metastore would ALWAYS be used regardless of the setting
of hive.metastore.uris. But in Hive 0.10, hive.metastore.local is ignored when
hive.metastore.uris is set (https://issues.apache.org/jira/browse/HIVE-2585). When
upgrading from HDP 1.0 or HDP 1.1 to HDP 1.2.*, Hive is upgraded from 0.9 to 0.10.
Therefore, the embedded metastore may no longer be used after upgrading without
adjusting the hive-site.xml settings.

Workaround: To continue to use the embedded metastore after upgrading, clear the
hive.metastore.uris setting in hive-site.xml.
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8. Release Notes HDP-1.2.1

This chapter provides information on the product version, patch information for various
components, improvements, and known issues (if any) for the current release.

8.1. Product Version: HDP-1.2.1

This release of Hortonworks Data Platform (HDP) deploys the following Hadoop-related
components:

* Apache Hadoop 1.1.2-rc3

¢ Apache HBase 0.94.2+

e Note
4

HBase is based on Apache SVN branch 0.94, revision 1406700, and additional
patches as listed here.

¢ Apache Pig 0.10.1
* Apache ZooKeeper 3.4.5

¢ Apache HCatalog 0.5.0+

e Note
4

HCatalog is based on Apache SVN branch 0.5.0, revision 1425288, and
additional patches as listed here.

¢ Apache Hive 0.10.0

¢ Apache Oozie 3.2.0

¢ Apache Sqoop 1.4.2

¢ Apache Ambari 1.2.1

e Apache Flume 1.3.0

¢ Apache Mahout 0.7.0

¢ Third party components:

* Ganglia 3.2.0

GWeb 2.2.0
* Nagios 3.2.3

¢ Talend Open Studio 5.1.1
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Hadoop is based on Apache Hadoop 1.1.2-rc3 and includes the following additional patches
da:

» HDFS-4122: Reduced the size of log messages.

» HADOOP-8832: Added generic service plugin mechanism from HADOOP-5257 to
branch-1.

* MAPREDUCE-461: Enabled service-plugins for JobTracker.
* MAPREDUCE-4838: Added locality, avataar, and workflow information to JobHistory.

* MAPREDUCE-4837: Added web-service APIs for JobTracker. These APIs can be used to
get information on jobs and component tasks.

* BUG FIXES:
¢ HDFS-4219: Added slive to branch-1.
¢ HDFS-4180: Updated Test Fi | eCr eat i on for HDFS-4122
* MAPREDUCE-4478: Fixed issue with TaskTracker's heartbeat.
* HDFS-4108: Fixed df snodel i st to work in secure mode.

*« HADOOP-8923: Fixed incorect rendering of the intermediate web user interface page
caused when the authentication cookie (SPENGO/custom) expires.

* HADOOP-8164: Added support to handle paths using backslash character as a path
separator (for Windows platform only).

e HADOOP-9051: Fixed build failure issues for ant t est.

HBase is based on Apache SVN branch 0.94, revision 1406700, and includes the following:

HBASE-6338: Cache Method in RPC handler.

HBASE-6134: Improved split-worker to enhance distributed log splitting.

HBASE-7165: Fixed test failure issues for
Test Spl it LogManager . t est Unassi gnedTi neout .

HBASE-7166: Fixed test failure issues for Test Spl i t Transacti onOnC ust er.

HBASE-7177: Fixed test failure issues for
Test ZooKeeper ScanPol i cyCbser ver . t est ScanPol i cyCbser ver.
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HBASE-7235: Fixed test failure issues for Test Mast er Cbser ver.
HBASE-7343: Fixed issues for Test Dr ai ni ngSer ver.
HBASE-6175: Fixed issues for Test FSUti | s on get Fi | eSt at us method in HDFS.

HBASE-7398: Fixed test failures for Test Assi gnnment Manager on CentOS.

Hive is based on Apache Hive 0.10.0 and includes the following patches:

HIVE-3814: Fixed issue for drop partitions operation when using Oracle metastore.

HIVE-3775: Fixed unit test failures caused due to unspecified order of results in show
gr ant command

HIVE-3815: Fixed failures for t abl e r enane operation when filesystem cache is
disabled.

HIVE-2084: Upgraded datanucleus from v 2.0.3 to v 3.0.1.

HIVE-3802: Fixed test failures issues fort est i Dri ver _i nput 39.
HIVE-3801: Fixed test failures issues fort est i Dri ver _| oadpart _err.
HIVE-3800: Fixed test failures issues fort est i Dri ver _conbi ne2.
HIVE-3794: Fixed Oracle upgrade script for Hive.

HIVE-3792: Fixed compile configurations for Hive pom xni file.

HIVE-3788: Fixed test failures issues fort est Cl i Dri ver _repair
HIVE-3861: Upgraded HBase dependency to 0.94.2.

HIVE-3782: Fixed test failures issues for
testdiDriver_sanpl e_islocal node_hook.

HIVE-3084: Fixed build issues caused due to scri pt _br oken_pi pel. q.

HIVE-3760: Fixed test failures issues for
Test NegativeM ninrCl i Driver _mapreduce_stack_trace. q.

HIVE-3717: Fixed cimpilation issues caused when using - Dhadoop. nr. rev=20S
property.

HIVE-3862: Added include exclude support to HBase handler.

HIVE-3817: Added namespace for Maven task to fix the deploy issues for the maven-
publ i sh target.

HIVE-2693: Added DECI MAL datatype.

HIVE-3839: Added support to set up . gi t attributes. This will normalize line endings
during cross platform development.
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HIVE-3678: Added metastore upgrade scripts for column statistics schema changes for
Postgres/MySQL/Oracle/Derby.

HIVE-3588: Added support to use Hive with HBase v0.94.

HIVE-3255: Added high availability support for Hive metastore. Added DBTokenSt or e
to store Delegation Tokens in database.

HIVE-3708: Added MapReduce workflow information to job configuration.
HIVE-3291: Fixed shi ms module compilation failures caused due to f s resolvers.

HIVE-2935: Implemented HiveServer2 (Hive Server 2). Added JDBC/ODBC support over
HiveServer2.

HIVE-3846: Fixed Null pointer Exceptions (NPEs) issues caused while executing the al t er
Vi ew r ename command when authorization is enabled.

HCatalog is based on Apache SVN branch 0.5.0, revision 1425288 and includes the
following patches:

HCATALOG-549: Added changes for WebHCat.

HCATALOG-509: Added support for WebHCat to work with security.

HCATALOG-587: Fixed memory consumption issues for WebHCat Controller Map Task.
HCATALOG-588: Fixed issues with t enpl et on. | og file for WebHCat server.
HCATALOG-589: Improved dependent library packaging.

HCATALOG-577: Fixed issues for HCat Cont ext that caused persistance of undesired
j obConf parameters.

HCATALOG-584: Changes in HCATALOG-538 breaks Pig stores into non-partitioned
tables.

HCATALOG-580: Fixed end to end test failures caused by optimizations in
HCATALOG-538.

HCATALOG-583: Fixed end to end test failures.

HCATALOG-590: Moved DEFAULT_DATABASE_NAME constant to Hi veConf as part of
HIVE-2935: HIVE-2935.3.patch.gz.

HCATALOG-573: Removed version number from WVEBHCAT JARin the
webhcat _confi g. sh file.

HCATALOG-592: Improved error message for Hive table/partition not found in order to
enable WebHCat to return correct HTTP status code.

HCATALOG-583: Fixed end to end test failures.
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Pig is based on Apache Pig 0.10.1 and includes the following patches:

* PIG-3071: Updated Pig script file. The script file now has modified HCatalog JAR file and
PATH that points to HBase st or age handl er JAR file.

* PIG-3099: Pig unit test fixes for Test G unt (1), Test Store(2),
Test Enpt yl nput Di r (3) .

* PIG-2885: Fixed test failures for Test JobSumi ssi on and Test HBaseSt or age.

* PIG-3105: Fixed Test JobSubni ssi on unit test failure.

ZooKeeper is based on Apache ZooKeeper 3.4.5 and includes the following patches:

* ZOOKEEPER-1598: Enhanced ZooKeeper version string.

Oozie is based on Apache Oozie 3.2.0 and includes the following patches:
* OOZIE-698: Enhanced sharelib components.
* OOZIE-810: Fixed compilation issues for Oozie documentation.

* OOZIE-863: Fixed issues caused due to JAVA_HOME settings when 00zi e- env. sh script
is invoked .

* OOZIE-968: Updated default location of Oozie environment file (bi n/ oozi e- env. sh)
to conf/ 0ozi e- env. shin the oozi edb. sh file.

* OOZIE-1006: Fixed Hadoop 2.0.2 dependency issues for Oozie.

» OOZIE-1048: Added support to enable propagation of native libraries as a VM argument
usingj ava. l i brary. pat h.

Sqoop is based on Apache Sqoop 1.4.2 and includes the following patches:

* SQOOP-438: Added support to allow sourcing of sqoop- env. sh file. This
enhancement now allows setting variables directly in the configuration files.

* SQOOP-462: Fixed failures for Sqoop HBase test compilation.
* SQOOP-578: Fixed issues with sqoop script calls.
* SQOOP-579: Improved reuse for custom manager factories.

* SQOOP-580: Added support for an open ended job teardown method which is invoked
after the job execution.
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* SQOOP-582: Added a template method for job submission in Export/Import JobBase. A
connector can now submit a job and also complete other tasks simultaneously while the
on-going job is in progress.

* SQOOP-741: Enhanaced Or acl eConnect get Tabl es() implementation in order to
restrict tables to the current user.

* SQOOP-798: Fixed issue for ANT docs for RedHat Enterprise Linux (RHEL) v5.8.

Mahout is based on Apache Mahout 0.7.0 and includes the following patches:

* MAHOUT-1102: Fixed Mahout build failures for default profile caused when
hadoop. ver si on is passed as an argument.

* MAHOUT-1120: Fixed execution failures for Mahout examples script for RPM based
installations.

Hardware Recommendations:

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines. You can see sample setups here.

Operating Systems Requirements:

The following operating systems are supported:

* 64-bit Red Hat Enterprise Linux (RHEL) v5.%, v6.*
* 64-bit CentOS v5.*%, v6.*

* 64-bit SUSE Linux Enterprise Server (SLES) 11 SP1
Software Requirements:

On each of your hosts:

* yum

* rpm

* scp

* curl

* wget

* pdsh

Database Requirements:
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* Hive and HCatalog require a database to use as a metadata store. MySQL 5.x or Oracle
11gr2 are supported. You may provide access to an existing database, or the Ambari
and gslinstaller installers will install MySQL for you if you want.

* Oozie requires a database to use as a metadata store, but comes with embedded Derby
database by default. MySQL 5.x or Oracle 11gr2 are also supported.

* Ambari requires a database to use as a metadata store, but comes with Postgres 8.x. This
is the only database supported in this version.

Optional: Configure the local repositories

If your cluster does not have access to the Internet, or you are creating a large cluster
and you want to conserve bandwidth, you need to provide access to the HDP installation
packages using an alternative method. For more information, see Deploying HDP In
Production Data Centers.

The installer pulls many packages from the base OS repositories. If you do

not have a complete base OS available to all your machines at the time of
installation, you may run into issues. For example, if you are using RHEL 6 your
hosts must be able to access the “Red Hat Enterprise Linux Server 6 Optional
(RPMs)” repository. If this repository is disabled, the installation is unable

to access the r ubygens package. If you encounter problems with base OS
repositories being unavailable, please contact your system administrator to
arrange for these additional repositories to be proxied or mirrored.

gsinstaller is deprecated as of HDP 1.2.1 and will not be made available in
future minor and major releases of HDP. We encourage you to consider Manual
Install (RPMs) or Automated Install (Ambari).

* Apache Ambari updated to version 1.2.1. See Apache Ambari release notes for more
details.

* lllustrate does not work when using HCatalog loading in Pig scripts.

* Hive cr eat e t abl e operation fails when dat anucl eus. aut oCr eat eSchena is set
totrue.

* When at least one ZooKeeper Server becomes non-responsive, the host status for the
other hosts with the ZooKeeper Servers may be displayed incorrectly on the

Host s

and the
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Host Det ai |

pages.
* Use of init.d scripts for starting or stopping Hadoop services, is not recommended.
* To be able to use Oozie command line client, you must first export JAVA HOVE.

* Pig or MapReduce jobs get incorrect data when reading binary data type from the
HCatalog table. For details, see: HCATALOG-430.

* If you are using Talend 5.1.1, you need to include the new hadoop-core.jar, hadoop-
Izo.jar and /etc/hadoop/conf in the classpath and the native Java libraries in the
java.library.path.

* Problem: In Hive 0.9, setting hive.metastore.local = true in hive-site.xml meant
that the embedded metastore would ALWAYS be used regardless of the setting
of hive.metastore.uris. But in Hive 0.10, hive.metastore.local is ignored when
hive.metastore.uris is set (https://issues.apache.org/jira/browse/HIVE-2585). When
upgrading from HDP 1.0 or HDP 1.1 to HDP 1.2.*, Hive is upgraded from 0.9 to 0.10.
Therefore, the embedded metastore may no longer be used after upgrading without
adjusting the hive-site.xml settings.

Workaround: To continue to use the embedded metastore after upgrading, clear the
hive.metastore.uris setting in hive-site.xml.
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9. Release Notes HDP-1.2.0

This chapter provides information on the product version, patch information for various
components, improvements, and known issues (if any) for the current release.

9.1. Product Version: HDP-1.2.0

This release of Hortonworks Data Platform (HDP) deploys the following Hadoop-related
components:

* Apache Hadoop 1.1.2-rc3

¢ Apache HBase 0.94.2+

e Note
4

HBase is based on Apache SVN branch 0.94, revision 1406700, and additional
patches as listed here.

¢ Apache Pig 0.10.1
* Apache ZooKeeper 3.4.5

¢ Apache HCatalog 0.5.0+

e Note
4

HCatalog is based on Apache SVN branch 0.5.0, revision 1425288, and
additional patches as listed here.

¢ Apache Hive 0.10.0

¢ Apache Oozie 3.2.0

¢ Apache Sqoop 1.4.2

¢ Apache Ambari 1.2.0

e Apache Flume 1.3.0

¢ Apache Mahout 0.7.0

¢ Third party components:

* Ganglia 3.2.0

GWeb 2.2.0
* Nagios 3.2.3

¢ Talend Open Studio 5.1.1
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Hadoop is based on Apache Hadoop 1.1.2-rc3 and includes the following additional patches
da:

» HDFS-4122: Reduced the size of log messages.

» HADOOP-8832: Added generic service plugin mechanism from HADOOP-5257 to
branch-1.

* MAPREDUCE-461: Enabled service-plugins for JobTracker.
* MAPREDUCE-4838: Added locality, avataar, and workflow information to JobHistory.

* MAPREDUCE-4837: Added web-service APIs for JobTracker. These APIs can be used to
get information on jobs and component tasks.

* BUG FIXES:
¢ HDFS-4219: Added slive to branch-1.
¢ HDFS-4180: Updated Test Fi | eCr eat i on for HDFS-4122
* MAPREDUCE-4478: Fixed issue with TaskTracker's heartbeat.
* HDFS-4108: Fixed df snodel i st to work in secure mode.

*« HADOOP-8923: Fixed incorect rendering of the intermediate web user interface page
caused when the authentication cookie (SPENGO/custom) expires.

* HADOOP-8164: Added support to handle paths using backslash character as a path
separator (for Windows platform only).

e HADOOP-9051: Fixed build failure issues for ant t est.

HBase is based on Apache SVN branch 0.94, revision 1406700, and includes the following:

HBASE-6338: Cache Method in RPC handler.

HBASE-6134: Improved split-worker to enhance distributed log splitting.

HBASE-7165: Fixed test failure issues for
Test Spl it LogManager . t est Unassi gnedTi neout .

HBASE-7166: Fixed test failure issues for Test Spl i t Transacti onOnC ust er.

HBASE-7177: Fixed test failure issues for
Test ZooKeeper ScanPol i cyCbser ver . t est ScanPol i cyCbser ver.
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HBASE-7235: Fixed test failure issues for Test Mast er Cbser ver.
HBASE-7343: Fixed issues for Test Dr ai ni ngSer ver.
HBASE-6175: Fixed issues for Test FSUti | s on get Fi | eSt at us method in HDFS.

HBASE-7398: Fixed test failures for Test Assi gnnment Manager on CentOS.

Hive is based on Apache Hive 0.10.0 and includes the following patches:

HIVE-3814: Fixed issue for drop partitions operation when using Oracle metastore.

HIVE-3775: Fixed unit test failures caused due to unspecified order of results in show
gr ant command

HIVE-3815: Fixed failures for t abl e r enane operation when filesystem cache is
disabled.

HIVE-2084: Upgraded datanucleus from v 2.0.3 to v 3.0.1.

HIVE-3802: Fixed test failures issues fort est i Dri ver _i nput 39.
HIVE-3801: Fixed test failures issues fort est i Dri ver _| oadpart _err.
HIVE-3800: Fixed test failures issues fort est i Dri ver _conbi ne2.
HIVE-3794: Fixed Oracle upgrade script for Hive.

HIVE-3792: Fixed compile configurations for Hive pom xni file.

HIVE-3788: Fixed test failures issues fort est Cl i Dri ver _repair
HIVE-3861: Upgraded HBase dependency to 0.94.2.

HIVE-3782: Fixed test failures issues for
testdiDriver_sanpl e_islocal node_hook.

HIVE-3084: Fixed build issues caused due to scri pt _br oken_pi pel. q.

HIVE-3760: Fixed test failures issues for
Test NegativeM ninrCl i Driver _mapreduce_stack_trace. q.

HIVE-3717: Fixed cimpilation issues caused when using - Dhadoop. nr. rev=20S
property.

HIVE-3862: Added include exclude support to HBase handler.

HIVE-3817: Added namespace for Maven task to fix the deploy issues for the maven-
publ i sh target.

HIVE-2693: Added DECI MAL datatype.

HIVE-3839: Added support to set up . gi t attributes. This will normalize line endings
during cross platform development.
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HIVE-3678: Added metastore upgrade scripts for column statistics schema changes for
Postgres/MySQL/Oracle/Derby.

HIVE-3588: Added support to use Hive with HBase v0.94.

HIVE-3255: Added high availability support for Hive metastore. Added DBTokenSt or e
to store Delegation Tokens in database.

HIVE-3708: Added MapReduce workflow information to job configuration.
HIVE-3291: Fixed shi ms module compilation failures caused due to f s resolvers.

HIVE-2935: Implemented HiveServer2 (Hive Server 2). Added JDBC/ODBC support over
HiveServer2.

HIVE-3846: Fixed Null pointer Exceptions (NPEs) issues caused while executing the al t er
Vi ew r ename command when authorization is enabled.

HCatalog is based on Apache SVN branch 0.5.0, revision 1425288 and includes the
following patches:

HCATALOG-549: Added changes for WebHCat.

HCATALOG-509: Added support for WebHCat to work with security.

HCATALOG-587: Fixed memory consumption issues for WebHCat Controller Map Task.
HCATALOG-588: Fixed issues with t enpl et on. | og file for WebHCat server.
HCATALOG-589: Improved dependent library packaging.

HCATALOG-577: Fixed issues for HCat Cont ext that caused persistance of undesired
j obConf parameters.

HCATALOG-584: Changes in HCATALOG-538 breaks Pig stores into non-partitioned
tables.

HCATALOG-580: Fixed end to end test failures caused by optimizations in
HCATALOG-538.

HCATALOG-583: Fixed end to end test failures.

HCATALOG-590: Moved DEFAULT_DATABASE_NAME constant to Hi veConf as part of
HIVE-2935: HIVE-2935.3.patch.gz.

HCATALOG-573: Removed version number from WVEBHCAT JARin the
webhcat _confi g. sh file.

HCATALOG-592: Improved error message for Hive table/partition not found in order to
enable WebHCat to return correct HTTP status code.

HCATALOG-583: Fixed end to end test failures.
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Pig is based on Apache Pig 0.10.1 and includes the following patches:

* PIG-3071: Updated Pig script file. The script file now has modified HCatalog JAR file and
PATH that points to HBase st or age handl er JAR file.

* PIG-3099: Pig unit test fixes for Test G unt (1), Test Store(2),
Test Enpt yl nput Di r (3) .

* PIG-2885: Fixed test failures for Test JobSumi ssi on and Test HBaseSt or age.

* PIG-3105: Fixed Test JobSubni ssi on unit test failure.

ZooKeeper is based on Apache ZooKeeper 3.4.5 and includes the following patches:

* ZOOKEEPER-1598: Enhanced ZooKeeper version string.

Oozie is based on Apache Oozie 3.2.0 and includes the following patches:
* OOZIE-698: Enhanced sharelib components.
* OOZIE-810: Fixed compilation issues for Oozie documentation.

* OOZIE-863: Fixed issues caused due to JAVA_HOME settings when 00zi e- env. sh script
is invoked .

* OOZIE-968: Updated default location of Oozie environment file (bi n/ oozi e- env. sh)
to conf/ 0ozi e- env. shin the oozi edb. sh file.

* OOZIE-1006: Fixed Hadoop 2.0.2 dependency issues for Oozie.

» OOZIE-1048: Added support to enable propagation of native libraries as a VM argument
usingj ava. l i brary. pat h.

Sqoop is based on Apache Sqoop 1.4.2 and includes the following patches:

* SQOOP-438: Added support to allow sourcing of sqoop- env. sh file. This
enhancement now allows setting variables directly in the configuration files.

* SQOOP-462: Fixed failures for Sqoop HBase test compilation.
* SQOOP-578: Fixed issues with sqoop script calls.
* SQOOP-579: Improved reuse for custom manager factories.

* SQOOP-580: Added support for an open ended job teardown method which is invoked
after the job execution.
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* SQOOP-582: Added a template method for job submission in Export/Import JobBase. A
connector can now submit a job and also complete other tasks simultaneously while the
on-going job is in progress.

* SQOOP-741: Enhanaced Or acl eConnect get Tabl es() implementation in order to
restrict tables to the current user.

* SQOOP-798: Fixed issue for ANT docs for RedHat Enterprise Linux (RHEL) v5.8.

Ambari is based on Apache Ambari 1.2.0 and includes the following patches:

* For a complete list of changes, visit the Apache Ambari JIRA here.

Mahout is based on Apache Mahout 0.7.0 and includes the following patches:

* MAHOUT-1102: Fixed Mahout build failures for default profile caused when
hadoop. ver si on is passed as an argument.

* MAHOUT-1120: Fixed execution failures for Mahout examples script for RPM based
installations.

Hardware Recommendations:

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines. You can see sample setups here.

Operating Systems Requirements:

The following operating systems are supported:

* 64-bit Red Hat Enterprise Linux (RHEL) v5.%, v6.*
* 64-bit CentOS v5.%, v6.*

* 64-bit SUSE Linux Enterprise Server (SLES) 11 SP1
Software Requirements:

On each of your hosts:

* yum

* rpm

* scp

e curl
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* wget
* pdsh
Database Requirements:

» Hive and HCatalog require a database to use as a metadata store. MySQL 5.x or Oracle
11gr2 are supported. You may provide access to an existing database, or the Ambari
and gslinstaller installers will install MySQL for you if you want.

» Oozie requires a database to use as a metadata store, but comes with embedded Derby
database by default. MySQL 5.x or Oracle 11gr2 are also supported.

* Ambari requires a database to use as a metadata store, but comes with Postgres 8.x. This
is the only database supported in this version.

Optional: Configure the local repositories

If your cluster does not have access to the Internet, or you are creating a large cluster
and you want to conserve bandwidth, you need to provide access to the HDP installation
packages using an alternative method. For more information, see Deploying HDP In
Production Data Centers.

The installer pulls many packages from the base OS repositories. If you do

not have a complete base OS available to all your machines at the time of
installation, you may run into issues. For example, if you are using RHEL 6 your
hosts must be able to access the “Red Hat Enterprise Linux Server 6 Optional
(RPMs)” repository. If this repository is disabled, the installation is unable

to access the r ubygens package. If you encounter problems with base OS
repositories being unavailable, please contact your system administrator to
arrange for these additional repositories to be proxied or mirrored.

gsinstaller is deprecated as of HDP 1.2.0 and will not be made available in
future minor and major releases of HDP. We encourage you to consider Manual
Install (RPMs) or Automated Install (Ambari).

* Fixed incorrect host mappings for Hive causing failure of Hive smoke tests.
* Hadoop updated to version 1.1.2.

* HBase updated to version 0.94.2.

* Pig updated to version 0.10.1.

» ZooKeeper updated to version 3.4.5.

* HCatalog updated to version 0.5.0.
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* Hive updated to version 0.10.0.

» Oozie updated to upstream version 3.2.0.

* Added support for Apache Mahout.

* Talend Open Studio updated to upstream version 5.1.2.

e Ambari updated to version 1.2.0.

* Added WebHCat functionality to HCatalog.

» Added authentication support for Ambari Web, with default local user auth provider.

» Added more options on cluster provisioning, including ability to set more than one
ZooKeeper server, specify installation of DataNode, TaskTracker and Client components,
and customize service user accounts.

* Enhanced Ambari web user interface. For a complete list of changes visit the Apache
Ambari JIRA here.

* Added ability to visualize cluster heatmaps in Ambari. Cluster heatmaps provide a unified
view of key metrics for all the nodes in your cluster.

* Added ability to view information on individual cluster hosts using Ambari web user
interface.

» Added ability to run service smoke tests from the Ambari management console.
* Added ability to use RESTful APIs for cluster metrics in Ambari.

» Added support for SLES 11 SP1 (64-bit) and added browser support for IE9, Chrome, and
Safari (refer to the product documentation for full list of supported platforms).

» Added support for SQL Server and Oracle. .

* lllustrate does not work when using HCatalog loading in Pig scripts.

* Hive cr eat e t abl e operation fails when dat anucl eus. aut oCr eat eSchena is set
totrue.

* When at least one ZooKeeper Server becomes non-responsive, the host status for the
other hosts with the ZooKeeper Servers may be displayed incorrectly on the

Host s

and the
Host Det ai |
pages.

» Use of init.d scripts for starting or stopping Hadoop services, is not recommended.
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* To be able to use Oozie command line client, you must first export JAVA HOVE.

* Pig or MapReduce jobs get incorrect data when reading binary data type from the
HCatalog table. For details, see: HCATALOG-430.

* If you are using Talend 5.1.1, you need to include the new hadoop-core.jar, hadoop-
Izo.jar and /etc/hadoop/conf in the classpath and the native Java libraries in the
java.library.path.

* Problem: In Hive 0.9, setting hive.metastore.local = true in hive-site.xml meant
that the embedded metastore would ALWAYS be used regardless of the setting
of hive.metastore.uris. But in Hive 0.10, hive.metastore.local is ignored when
hive.metastore.uris is set (https://issues.apache.org/jira/browse/HIVE-2585). When
upgrading from HDP 1.0 or HDP 1.1 to HDP 1.2.*, Hive is upgraded from 0.9 to 0.10.
Therefore, the embedded metastore may no longer be used after upgrading without
adjusting the hive-site.xml settings.

Workaround: To continue to use the embedded metastore after upgrading, clear the
hive.metastore.uris setting in hive-site.xml.
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10. Release Notes HDP-1.1.1.16

Hortonworks Data Platform with Hortonworks Management
Console powered by Apache Hadoop

10.1. Product Version: HDP-1.1.1.16

This release of Hortonworks Data Platform (HDP) deploys the following Hadoop-related
components:

¢ Apache Hadoop 1.0.3

* Apache HBase 0.92.1+

¢ Apache Pig 0.9.2

¢ Apache ZooKeeper 3.3.4

¢ Apache HCatalog 0.4.0

¢ Apache Hive 0.9.0

¢ Templeton 0.1.4

¢ Apache Oozie 3.1.3

¢ Apache Sqoop 1.4.2

¢ Hortonworks Management Center (HMC) 1.0.2

¢ Apache Flume 1.2.0

¢ HA-Monitor 0.1.1

¢ Third party components:
¢ Ganglia 3.2.0
* Nagios 3.2.3

¢ Talend Open Studio 5.1.1
10.2. Patch Information

10.2.1. Patch information for Hadoop

Hadoop is patched to include the following:

* High Availability (HA) enhancements: HDFS-3522, HDFS-3521, HDFS-1108, HDFS-3551,
HDFS-528, HDFS-3667, HDFS-3516, HDFS-3696, HDFS-3658, MAPREDUCE-4328,
MAPREDUCE-3837, MAPREDUCE-4328, MAPREDUCE-4603, and HADOOP-8656.
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Performance improvements: HDFS-2465, HDFS-2751, HDFS-496, MAPREDUCE-782,
MAPREDUCE-1906, MAPREDUCE-4399, MAPREDUCE-4400, MAPREDUCE-3289,
MAPREDUCE-3278, HADOOP-7753, and HADOOP-8617.

Bug Fixes: HDFS-3846 and MAPREDUCE-4558.

HADOOP-5464: Added support for disabling write timeout. To do this, you can set zero
values for df s. socket . ti meout and df s. dat anode. socket.write.timeout
parameters.

HDFS-2617: Replaced Kerberized SSL for image transfer and fsck with SPNEGO-based
solution.

HDFS-3466: Fixed SPNEGO filter to use the
DFS WEB_ AUTHENTI CATI ON_KERBEROS KEYTAB_KEY to find the keytab.

HDFS-3461: Fixed HFTP to use the same port and protocol while ontaining the delegation
token.

HADOOP-6947: Fixed Kerberos relogin to configure the r ef r eshKr b5Conf i g correctly.
MAPREDUCE-3837: Enhanced JobTracker job recivery mechanism in the event of a crash.
HDFS-3652: Fixed edit stream issues caused in the event of FSEdi t | og failure.
MAPREDUCE-4399: Fixed performance regression in shuffle.

HADOOP-7154: Added support to set MALLOC ARENA MAXin hadoop- confi g. sh
file."

HDFS-3652: Fixed edit stream issues caused in the event of FSEdi t | og failure.
MAPREDUCE-4399: Fixed performance regression in shuffle.

HADOOP-7154: Added support to set MALLOC_ARENA_ MAX in hadoop- confi g. sh file.

HBase is based on Apache SVN branch 0.92, revision 1344056 and includes the following:

HBASE-6447: Fixed issues with ZooKeeper test failures.

HBASE-6334: Improvements for RegionServer tests.

HBASE-4470: Fixed issues related to ServerNotRunning exception with HBase master.
HBASE-6460: Fixed issues with hbck -repairHoles command.

HBASE-6552: Fixed issues related to TestAcidGuarantees system tests.

HBASE-6512: Fixed issues related to incorrect log name for OfflineMetaRepair.
HBASE-6308: Improved coprocessors to prevent dependency conflicts with HBase.

HBASE-6576: Fixed issues with HBaseAdmin.createTable method.
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HBASE-6565: Fixed issues with coprocessor in multithreading environments.
HBASE-6538: Removed copy_table.rb script file.

HBASE-6608: Fixes for HBASE-6160.

HBASE-6503: Updated HBase Shell documentation.

HBASE-5714: Enhanced permission checks to ensure that write permissons are checked
before hbck is used to modify HDFS.

HBASE-6631: Fixed failure issues for TestHMasterRPCException.
HBASE-6632: Fixed failure issues for testCreateTableRPCTimeOut method.
HBASE-6054: Fixed build issues caused because of missing cormons-i o.

HBASE-5986: Resolved issues caused while executing large scale ingestion tests. The
. META table updates are now atomic when regions are split.

HBASE-6088: Fixed ZooKeeper exceptions (caused when creating
RS_ZK_SPLI TTI NGnode) that prevented Region splitting.

HBASE-6107: Fixed issues with distributed log splitting.

HBASE-6450: Added support to set MALLOC_ARENA MAXin hbase- confi g. sh file.
This fix resolves the issue of RegionServer crashes on RHEL 6.x due to memory.

HBASE-6450: Added support to set MALLOC_ARENA MAXin hbase- confi g. sh file.
This fix resolves the issue of RegionServer crashes on RHEL 6.x due to memory.

Hive includes the following patches:

HIVE-2928: Added support for Oracle-backed Hive-Metastore (I ongvar char to cl ob in
package. j do).

HIVE-3082: Enhanced Oracle Metastore schema script to include DDL for DN internal
tables.

HIVE-3008: Fixed issues with memory leak in TUGIContainingTransport.

HIVE-3063: Fixed failures with drop partition for non-string columns.

HIVE-3076: Fixed failures with drop partition for non-partition columns.

HIVE-3168: Fixed issues caused due to additional characters returned with ByteArrayRef.
HIVE-3246: Changed the internal representation of binary type within Hive. UDFs which
were earlier using either the binary type and or the Java representation of binary data in

Hive (ByteArrayRef) must now be updated to reflect the new representation - byte[] .
Also note that this does not change the format for on-disk data.
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HIVE-3153: Improved Relese codecs and output streams.
HIVE-3291: Fixed failures for the shims module.

HIVE-3098: Fixed memory leak from large number of FileSystem instanse in
FileSystem.Cache.

HIVE-2084: Datanucleus is upgraded to upstream version 3.0.1.

HIVE-2918: Fixed exceptions caused for Hive Dynamic Partition Insert
when the number of partitions are created even after the default value of
hi ve. exec. max. dynam c. parti ti ons isimcreased to 2000.

HCatalog includes the following patches:

HCATALOG-485: Added document for storage-based security. The storage based security
now ignores GRANT/REVOKE statements

HCATALOG-431: Added document for instructions on mapping HCatalog type to either a
Java class or a Pig type.

HCATALOG-492: Added document for instructiosn on using the CTAS workaround for
Hive with JSON SerDe.

HCATALOG-442: Updated documentation for instructiosn on using HCatalog with Pig.

HCATALOG-482: Added documentation for instructions on shipping libjars from HDFS.
This otion allows reusing distributed cache entries.

HCATALOG-481: Fixed command line interface (CLI) usage syntax and also updated
HCatalog documentation.

HCATALOG-444: Added documentation for using Reader and Writer Interfaces.
HCATALOG-427: Added documentation for storage based authorization.
HCATALOG-448: Performance improvements for HCatStorer.

HCATALOG-350: Added support to write binary data to the HCatRecord.
HCATALOG-436: Fixed incorrect naming for JSON SerDe column on CTAS.
HCATALOG-471: Fixed issues with HCat_ShowDes_1 test failures.
HCATALOG-464: Upgraded datanucleus for HCatalog.

HCATALOG-412: Added support for HCatalog to publish artifacts to the Maven
repository.

HCATALOG-410: Added support for proxy user in HCatalog client.

HCATALOG-420: Added HCATALOG-363 patch to the HCatalog 0.4 branch.
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Pig includes the following patches:

* PIG-2766: Introduced a new command line parameter for Pig - -useHCatalog. This
parameter imports the appropriate JAR files for Pig's use with HCatalog. If the user
has setup the home directories for Hive or HCatalog, those settings would override the
default values.

Oozie is patched to include the following:

* OOZIE-698: Enhanced sharelib components.

* OOZIE-697: Added OOZIE-77 patch to Oozie 3.1 branch.

* OOZIE-810: Fixed compilation issues for Oozie documentation.

* OOZIE-863: Fixed issues caused due to JAVA_HOME settings when 00zi e- env. sh script
is invoked .

Sqoop is patched to include the following:

* SQOOP-438: Added support to allow sourcing of sqoop- env. sh file. This
enhancement now allows setting variables directly in the configuration files.

* SQOOP-462: Fixed failures for Sqoop HBase test compilation.
* SQOOP-578: Fixed issues with sqoop script calls.
* SQOOP-579: Improved reuse for custom manager factories.

* SQOOP-580: Added support for an open ended job teardown method which is invoked
after the job execution.

* SQOOP-582: Added a template method for job submission in Export/Import JobBase.
This will enable a connector to submit a job and also complete other tasks simultaneously
while the job is in progress.

Ambari includes the following patches:

* AMBARI-664: Fixed mapred io sort mb and heap size for Map/Reduce.

* AMBARI-641: Fixed issues for the st at us. dat file for Nagios.

* AMBARI-628: Fixed issues for hdp- nagi os and hdp- noni t or i ng files

* AMBARI-633: Fixed invalid HTML markup for monitoring dashboard.

115



Hortonworks Data Platform Aug 19, 2013

* AMBARI-597: Removed RPM dependency on the fusr/bin/php scripts.

Hardware Recommendations:

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines. You can see sample setups here.

Operating Systems Requirements:
The following operating systems are supported:
* 64-bit Red Hat Enterprise Linux (RHEL) v5.*, v6.*

* 64-bit CentOS v5.*, v6.*

Graphics Requirements:

All hosts in the cluster must run the same OS, version and patch sets.

The HMC deployment wizard runs as a browser-based Web app. You must have a machine
capable of running a graphical browser to use this tool.

Software Requirements:

On each of your hosts:

* yum

* rpm

* scp

* curl

* wget

* pdsh

* On the machine from which you will run HMC:
* Firefox v.12+

Database Requirements:

Hive or HCatalog requires a MySQL database for its use. You can choose to use a current
instance or let the HMC deployment wizard create one for you.

Optional: Configure the local repositories

If your cluster does not have access to the Internet, or you are creating a large cluster
and you want to conserve bandwidth, you need to provide access to the HDP installation
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packages using an alternative method. For more information, see Deploying HDP In
Production Data Centers.

The installer pulls many packages from the base OS repos. If you do not have a
complete base OS available to all your machines at the time of installation, you
may run into issues. For example, if you are using RHEL 6 your hosts must be
able to access the “Red Hat Enterprise Linux Server 6 Optional (RPMs)” repo. If
this repo is disabled, the installation is unable to access the r ubygens package,
which is necessary for HMC to operate. If you encounter problems with base OS
repos being unavailable, please contact your system administrator to arrange
for these additional repos to be proxied or mirrored.

* Fixed incorrect host mappings for Hive causing failure of Hive smoke tests.
* Templeton updated to upstream version 0.1.4..
* HA-monitor updated to upstream version 1.1.0.
* Fixed HDFS log corruption when disk gets filled.

* Added support for pluggable components. This feature will enable export of DFS
functionality using arbitrary protocols.

» Added support to enable service plugins for JobTracker.

* The ALTER INDEX command will fail for Hive if used in an automated script that also
contains the CREATE INDEX command. The workaround is to either use the ALTER
INDEX command in an interactive shell or add it to a separate script file.

* Hive and HCatalog authorizations are based on permissions in the underlying storage
system and so are not affected by account-management DDL statements such as GRANT
and REVOKE. See HCatalog documentation of "Authorizations for HCatalog".

* Preview of the mount point directories during HDP installation will display the Oozie and
ZooKeeper directories even if the corresponding services are not enabled. For details, see
AMBARI-572.

* In some cases, while finalizing the bootstrap nodes for HMC the update shows incorrect
message.

* HMC installation currently does not support Hadoop security.
* Use of init.d scripts for starting or stopping Hadoop services, is not recommended.

* To be able to use Oozie command line client, you must first export JAVA_HOME.
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* Pig or MapReduce jobs get incorrect data when reading binary data type from the
HCatalog table. For details, see: HCATALOG-430.

118


https://issues.apache.org/jira/browse/HCATALOG-430

Hortonworks Data Platform Aug 19, 2013

11. Release Notes HDP-1.1.0.15

RELEASE NOTES:Hortonworks Data Platform with Hortonworks Management Console
powered by Apache Hadoop

11.1. Product Version: HDP-1.1.0.15

This release of Hortonworks Data Platform (HDP) deploys the following Hadoop-related
components:

¢ Apache Hadoop 1.0.3

¢ Apache HBase 0.92.1+

¢ Apache Pig 0.9.2

¢ Apache ZooKeeper 3.3.4

¢ Apache HCatalog 0.4.0

¢ Apache Hive 0.9.0

¢ Templeton 0.1.4

¢ Apache Oozie 3.1.3

¢ Apache Sqoop 1.4.2

¢ Hortonworks Management Center (HMC) 1.0.2

¢ Apache Flume 1.2.0

* HA-Monitor 0.1.0

¢ Third party components:
¢ Ganglia 3.2.0
* Nagios 3.2.3

 Talend Open Studio 5.1.1
11.2. Patch Information

11.2.1. Patch information for Hadoop

Hadoop is patched to include the following:

* High Availability (HA) enhancements: HDFS-3522, HDFS-3521, HDFS-1108, HDFS-3551,
HDFS-528, HDFS-3667, HDFS-3516, HDFS-3696, HDFS-3658, MAPREDUCE-4328,
MAPREDUCE-3837, MAPREDUCE-4328, MAPREDUCE-4603, and HADOOP-8656.
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Performance improvements: HDFS-2465, HDFS-2751, HDFS-496, MAPREDUCE-782,
MAPREDUCE-1906, MAPREDUCE-4399, MAPREDUCE-4400, MAPREDUCE-3289,
MAPREDUCE-3278, HADOOP-7753, and HADOOP-8617.

Bug Fixes: HDFS-3846 and MAPREDUCE-4558.

HADOOP-5464: Added support for disabling write timeout. To do this, you can set zero
values for df s. socket . ti meout and df s. dat anode. socket.write.timeout
parameters.

HDFS-2617: Replaced Kerberized SSL for image transfer and fsck with SPNEGO-based
solution.

HDFS-3466: Fixed SPNEGO filter to use the
DFS WEB_ AUTHENTI CATI ON_KERBEROS KEYTAB_KEY to find the keytab.

HDFS-3461: Fixed HFTP to use the same port and protocol while ontaining the delegation
token.

HADOOP-6947: Fixed Kerberos relogin to configure the r ef r eshKr b5Conf i g correctly.
MAPREDUCE-3837: Enhanced JobTracker job recivery mechanism in the event of a crash.
HDFS-3652: Fixed edit stream issues caused in the event of FSEdi t | og failure.
MAPREDUCE-4399: Fixed performance regression in shuffle.

HADOOP-7154: Added support to set MALLOC ARENA MAXin hadoop- confi g. sh
file."

HDFS-3652: Fixed edit stream issues caused in the event of FSEdi t | og failure.
MAPREDUCE-4399: Fixed performance regression in shuffle.

HADOOP-7154: Added support to set MALLOC_ARENA_ MAX in hadoop- confi g. sh file.

HBase is based on Apache SVN branch 0.92, revision 1344056 and includes the following:

HBASE-6447: Fixed issues with ZooKeeper test failures.

HBASE-6334: Improvements for RegionServer tests.

HBASE-4470: Fixed issues related to ServerNotRunning exception with HBase master.
HBASE-6460: Fixed issues with hbck -repairHoles command.

HBASE-6552: Fixed issues related to TestAcidGuarantees system tests.

HBASE-6512: Fixed issues related to incorrect log name for OfflineMetaRepair.
HBASE-6308: Improved coprocessors to prevent dependency conflicts with HBase.

HBASE-6576: Fixed issues with HBaseAdmin.createTable method.
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HBASE-6565: Fixed issues with coprocessor in multithreading environments.
HBASE-6538: Removed copy_table.rb script file.

HBASE-6608: Fixes for HBASE-6160.

HBASE-6503: Updated HBase Shell documentation.

HBASE-5714: Enhanced permission checks to ensure that write permissons are checked
before hbck is used to modify HDFS.

HBASE-6631: Fixed failure issues for TestHMasterRPCException.
HBASE-6632: Fixed failure issues for testCreateTableRPCTimeOut method.
HBASE-6054: Fixed build issues caused because of missing commons-i o.

HBASE-5986: Resolved issues caused while executing large scale ingestion tests. The
. META table updates are now atomic when regions are split.

HBASE-6088: Fixed ZooKeeper exceptions (caused when creating
RS_ZK_SPLI TTI NGnode) that prevented Region splitting.

HBASE-6107: Fixed issues with distributed log splitting.

HBASE-6450: Added support to set MALLOC_ARENA MAXin hbase- confi g. sh file.
This fix resolves the issue of RegionServer crashes on RHEL 6.x due to memory.

HBASE-6450: Added support to set MALLOC_ARENA MAX in hbase- confi g. sh file.
This fix resolves the issue of RegionServer crashes on RHEL 6.x due to memory.

Hive includes the following patches:

HIVE-3008: Fixed issues with memory leak in TUGIContainingTransport.

HIVE-3063: Fixed failures with drop partition for non-string columns.

HIVE-3076: Fixed failures with drop partition for non-partition columns.

HIVE-3168: Fixed issues caused due to additional characters returned with ByteArrayRef.

HIVE-3246: Changed the internal representation of binary type within Hive. UDFs which
were earlier using either the binary type and or the Java representation of binary data in
Hive (ByteArrayRef) must now be updated to reflect the new representation - byte[] .
Also note that this does not change the format for on-disk data.

HIVE-3153: Improved Relese codecs and output streams.
HIVE-3291: Fixed failures for the shims module.

HIVE-3098: Fixed memory leak from large number of FileSystem instanse in
FileSystem.Cache.

HIVE-2084: Datanucleus is upgraded to upstream version 3.0.1.
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* HIVE-2918: Fixed exceptions caused for Hive Dynamic Partition Insert
when the number of partitions are created even after the default value of
hi ve. exec. max. dynam c. parti ti ons isimcreased to 2000.

HCatalog includes the following patches:

* HCATALOG-448: Performance improvements for HCatStorer.

* HCATALOG-350: Added support to write binary data to the HCatRecord.
» HCATALOG-436: Fixed incorrect naming for JSON SerDe column on CTAS.
e HCATALOG-471: Fixed issues with HCat_ShowDes_1 test failures.

* HCATALOG-464: Upgraded datanucleus for HCatalog.

* HCATALOG-412: Added support for HCatalog to publish artifacts to the Maven
repository.

* HCATALOG-410: Added support for proxy user in HCatalog client.

* HCATALOG-420: Added HCATALOG-363 patch to the HCatalog 0.4 branch.

Pig includes the following patches:

* PIG-2766: Introduced a new command line parameter for Pig - -useHCatalog. This
parameter imports the appropriate JAR files for Pig's use with HCatalog. If the user
has setup the home directories for Hive or HCatalog, those settings would override the
default values.

Oozie is patched to include the following:

OOZIE-698: Enhanced sharelib components.

OOZIE-697: Added OOZIE-77 patch to Oozie 3.1 branch.

OOZIE-810: Fixed compilation issues for Oozie documentation.

OOZIE-863: Fixed issues caused due to JAVA_HOME settings when 00zi e- env. sh script
is invoked.

Sqoop is patched to include the following:

* SQOOP-438: Added support to allow sourcing of sqoop- env. sh file. This
enhancement now allows setting variables directly in the configuration files.
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* SQOOP-462: Fixed failures for Sqoop HBase test compilation.
* SQOOP-578: Fixed issues with sqoop script calls.
* SQOOP-579: Improved reuse for custom manager factories.

* SQOOP-580: Added support for an open ended job teardown method which is invoked
after the job execution.

* SQOOP-582: Added a template method for job submission in Export/Import JobBase.
This will enable a connector to submit a job and also complete other tasks simultaneously
while the job is in progress.

Ambari includes the following patches:

* AMBARI-664: Fixed mapred io sort mb and heap size for Map/Reduce.

* AMBARI-641: Fixed issues for the st at us. dat file for Nagios.

* AMBARI-628: Fixed issues for hdp- nagi os and hdp- noni t or i ng files
* AMBARI-633: Fixed invalid HTML markup for monitoring dashboard.

* AMBARI-597: Removed RPM dependency on the fusr/bin/php scripts.

Hardware Recommendations:

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines. You can see sample setups here.

Operating Systems Requirements:
The following operating systems are supported:
* 64-bit Red Hat Enterprise Linux (RHEL) v5.*, v6.*

* 64-bit CentOS v5.*%, v6.*

Graphics Requirements:

All hosts in the cluster must run the same OS, version and patch sets.

The HMC deployment wizard runs as a browser-based Web app. You must have a machine
capable of running a graphical browser to use this tool.

Software Requirements:

On each of your hosts:
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* yum

* rpm

* scp

* curl

* wget

* pdsh

* On the machine from which you will run HMC:
* Firefox v.12+

Database Requirements:

Hive or HCatalog requires a MySQL database for its use. You can choose to use a current
instance or let the HMC deployment wizard create one for you.

Optional: Configure the local repositories

If your cluster does not have access to the Internet, or you are creating a large cluster
and you want to conserve bandwidth, you need to provide access to the HDP installation
packages using an alternative method. For more information, see Deploying HDP In
Production Data Centers.

=

If you use the Hortonworks repository tarball image to copy the repository
to your local mirror, the name of the gsinstaller file in that local copy

will be HDP-gsl nstal l er-1. 1. 0. 15- 2. t ar. gz instead of HDP-
gslnstaller-1.1.0.15.tar.gz.

* Introduced storage-based authorization for Hive with HCatalog.

* Introduced high availability feature using VMware and Red Hat Enterprise Linux. See
High Availability for Hadoop.

* Added support for Apache Flume. For details, see, Installing Apache Flume .

» Added support to install HDP manually using RPMs. For details, see, Manually Deploying
HDP(Using RPMs) .

* The ALTER INDEX command will fail for Hive if used in an automated script that also
contains the CREATE INDEX command. The workaround is to either use the ALTER
INDEX command in an interactive shell or add it to a separate script file.
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* Hive and HCatalog authorizations are based on permissions in the underlying storage
system and so are not affected by account-management DDL statements such as GRANT
and REVOKE. See HCatalog documentation of "Authorizations for HCatalog".

» Preview of the mount point directories during HDP installation will display the Oozie and
ZooKeeper directories even if the corresponding services are not enabled. For details, see
AMBARI-572.

* In some cases, while finalizing the bootstrap nodes for HMC the update shows incorrect
message.

* HMC installation currently does not support Hadoop security.
» Use of init.d scripts for starting or stopping Hadoop services, is not recommended.
* To be able to use Oozie command line client, you must first export JAVA_HOME.

* Pig or MapReduce jobs get incorrect data when reading binary data type from the
HCatalog table. For details, see: HCATALOG-430.
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12. Release Notes HDP-1.0.1.14

12.1.

12.2.

12.2.1.

RELEASE NOTES:Hortonworks Data Platform with Hortonworks Management Console
powered by Apache Hadoop

Product Version: HDP-1.0.1.14

This release of Hortonworks Data Platform (HDP) deploys the following Hadoop-related
components:

* Apache Hadoop 1.0.3

¢ Apache HBase 0.92.1+

¢ Apache Pig 0.9.2

¢ Apache ZooKeeper 3.3.4

¢ Apache HCatalog 0.4.0

¢ Apache Hive 0.9.0

¢ Templeton 0.1.4

¢ Apache Oozie 3.1.3

¢ Apache Sqoop 1.4.1

¢ Apache Ambari 0.9

¢ Third party components:
¢ Ganglia 3.2.0
* Nagios 3.2.3

¢ Talend Open Studio 5.1.1
Patch Information

Patch information for Hadoop

Hadoop is patched to include the following:

* HDFS-3652: Fixed edit stream issues caused in the event of FSEdi t | og failure.

¢ MAPREDUCE-4399: Fixed performance regression in shuffle.

« HADOOP-7154: Added support to set MALLOC_ARENA_ MAX in hadoop- confi g. sh file.

« HADOOP-5464: Added support for disabling write timeout. To do this, you can set zero
values for df s. socket . ti neout and df s. dat anode. socket.wite.timeout
parameters.

126



Hortonworks Data Platform Aug 19, 2013

» HDFS-2617: Replaced Kerberized SSL for image transfer and fsck with SPNEGO-based
solution.

* HDFS-3466: Fixed SPNEGO filter to use the
DFS WEB_AUTHENTI CATI ON_KERBEROS KEYTAB_KEY to find the keytab.

» HDFS-3461: Fixed HFTP to use the same port and protocol while ontaining the delegation
token.

» HADOOP-6947: Fixed Kerberos relogin to configure the r ef r eshKr b5Conf i g correctly.

* MAPREDUCE-3837: Enhanced JobTracker job recivery mechanism in the event of a crash.

HBase is based on Apache SVN branch 0.92, revision 1344056 and includes the following:

HBASE-6450: Added support to set MALLOC ARENA MAXin hbase- confi g. sh file.
This fix resolves the issue of RegionServer crashes on RHEL 6.x due to memory.

HBASE-6054: Fixed build issues caused because of missing conmons-i o.

HBASE-5986: Resolved issues caused while executing large scale ingestion tests. The
. META table updates are now atomic when regions are split.

HBASE-6088: Fixed ZooKeeper exceptions (caused when creating
RS_ZK_SPLI TTI NGnode) that prevented Region splitting.

HBASE-6107: Fixed issues with distributed log splitting.

HCatalog is patched to include the following:

* HCATALOG-412: Added support for HCatalog to publish artifacts to the Maven
repository.

* HCATALOG-410: Added support for proxy user in HCatalog client.

* HCATALOG-420: Added HCATALOG-363 patch to the HCatalog 0.4 branch.

Hive is patched to include the following:
» HIVE-2084: Datanucleus is upgraded to upstream version 3.0.1.

* HIVE-2918: Fixed exceptions caused for Hive Dynamic Partition Insert
when the number of partitions are created even after the default value of
hi ve. exec. max. dynam c. parti ti ons isimcreased to 2000.

Oozie is patched to include the following:
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* OOZIE-698: Enhanced sharelib components.
* OOZIE-697: Added OOZIE-77 patch to Oozie 3.1 branch.
* OOZIE-810: Fixed compilation issues for Oozie documentation.

* OOZIE-863: Fixed issues caused due to JAVA_HOME settings when 00zi e- env. sh script
is invoked .

Sqoop is patched to include the following:

* SQOOP-438: Added support to allow sourcing of sqoop- env. sh file. This
enhancement now allows setting variables directly in the configuration files.

* SQOOP-462: Fixed failures for Sqoop HBase test compilation.

Hardware Recommendations:

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines. You can see sample setups here.

Operating Systems Requirements:
The following operating systems are supported:
* 64-bit Red Hat Enterprise Linux (RHEL) v5.%, v6.*

* 64-bit CentOS v5.%, v6.*

Graphics Requirements:

All hosts in the cluster must run the same OS, version and patch sets.

The HMC deployment wizard runs as a browser-based Web app. You must have a machine
capable of running a graphical browser to use this tool.

Software Requirements:
On each of your hosts:

* yum

* rpm

* scp

e curl
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* wget

* pdsh

* On the machine from which you will run HMC:
* Firefox v.12+

Database Requirements:

Hive or HCatalog requires a MySQL database for its use. You can choose to use a current
instance or let the HMC deployment wizard create one for you.

* Added support for RHEL v6.x and CentOS v6.x for Hortonworks Management Center
(HMC).

¢ HMC is the graphical user interface (GUI) based installer for managing and monitoring
end-to-end Hadoop deployments.

* For more details, see: Using HMC.
* Improved configuration options for HMC.
* Added support for additional HBase configuration parameters.
* Improved validation tests for invalid parameter values for configuring the services.
* Fixed LZO library unavailability during runtime.
* Improved support for testing client side validation errors.
* Fixed the log generation issue caused due to undefined variables.
* Fixed Templeton configuration parameters.
» Added support for Talend Open Studio.

* HDP packages Talend Open Studio to provide a graphical interface for Extract,
Transform, and Load (ETL).

¢ Talend utilizes HDP's HCatalog metadata management capability to import raw
data into Hadoop, create and manage schemas on the raw data, and facilitate
transformational queries on that data.

See: Using Data Integration Services Powered By Talend.

* HMC installation currently does not support Hadoop security.

* Use of init.d scripts for starting or stopping Hadoop services, is not recommended.
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* To be able to use Oozie command line client, you must first export JAVA_HOME.

* Pig or MapReduce jobs get incorrect data when reading binary data type from the
HCatalog table. For details, see: HCATALOG-430.
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13. Release Notes HDP-1.0.0.12

RELEASE NOTES:Hortonworks Data Platform with Hortonworks Management Console
powered by Apache Hadoop

13.1. Product Version: HDP-1.0.0.12

This release of Hortonworks Data Platform (HDP) deploys the following Hadoop-related
components:

¢ Apache Hadoop 1.0.3

¢ Apache HBase 0.92.1+

e Apache Pig 0.9.2

¢ Apache ZooKeeper 3.3.4

¢ Apache HCatalog 0.4.0

¢ Apache Hive 0.9.0

¢ Templeton 0.1.4

* Apache Oozie 3.1.3

¢ Apache Sqoop 1.4.1

¢ Third party components:
* Ganglia 3.2.0

* Nagios 3.2.3
13.2. Patch Information

13.2.1. Patch information for Hadoop

Hadoop is patched to include the following:

¢ HADOOP-5464: Added support for disabling write timeout. To do this, you can set zero
values for df s. socket . ti meout and df s. dat anode. socket.write.timeout
parameters.

¢ HDFS-2617: Replaced Kerberized SSL for image transfer and fsck with SPNEGO-based
solution.

« HDFS-3466: Fixed SPNEGO filter to use the
DFS_WEB_AUTHENTI CATI ON_KERBEROS_KEYTAB_KEY to find the keytab.

¢ HDFS-3461: Fixed HFTP to use the same port and protocol while ontaining the delegation
token.
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* HADOOP-6947: Fixed Kerberos relogin to configure the r ef r eshKr b5Conf i g correctly.

* MAPREDUCE-3837: Enhanced JobTracker job recivery mechanism in the event of a crash.

HBase is based on Apache SVN branch 0.92, revision 1344056 and includes the following:

HBASE-6054: Fixed build issues caused because of missing commons-i o.

HBASE-5986: Resolved issues caused while executing large scale ingestion tests. The
. META table updates are now atomic when regions are split.

HBASE-6088: Fixed ZooKeeper exceptions (caused when creating
RS_ZK_SPLI TTI NGnode) that prevented Region splitting.

HBASE-6107: Fixed issues with distributed log splitting.

HCatalog is patched to include the following:

* HCATALOG-412: Added support for HCatalog to publish artifacts to the Maven
repository.

* HCATALOG-410: Added support for proxy user in HCatalog client.

* HCATALOG-420: Added HCATALOG-363 patch to the HCatalog 0.4 branch.

Hive is patched to include the following:
* HIVE-2084: Datanucleus is upgraded to upstream version 3.0.1.
* HIVE-2918: Fixed exceptions caused for Hive Dynamic Partition Insert

when the number of partitions are created even after the default value of
hi ve. exec. max. dynam c. parti ti ons isimcreased to 2000.

Oozie is patched to include the following:

OOZIE-698: Enhanced sharelib components.

OOZIE-697: Added OOZIE-77 patch to Oozie 3.1 branch.

OOZIE-810: Fixed compilation issues for Oozie documentation.

OOZIE-863: Fixed issues caused due to JAVA_HOME settings when 00zi e- env. sh script
is invoked .
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Sqoop is patched to include the following:

* SQOOP-438: Added support to allow sourcing of sqoop- env. sh file. This enhancement
now allows to set variables directly in the configuration files.

* SQOOP-462: Fixed failures for Sqoop HBase test compilation.

Hardware Recommendations:

Although there is no single hardware requirement for installing HDP, there are some basic
guidelines. You can see sample setups here.

Operating Systems Requirements:
The following operating systems are supported:
* 64-bit Red Hat Enterprise Linux (RHEL) v5.*, v6.*

* 64-bit CentOS v5.*, v6.*

Graphics Requirements:

All hosts in the cluster must run the same OS, version and patch sets.

The HMC deployment wizard runs as a browser-based Web app. You must have a machine
capable of running a graphical browser to use this tool.

Software Requirements:
On each of your hosts:

* yum

* rpm

* scp

* curl

* wget

* pdsh

* net-snmp

* net-snmp-utils

* On the machine from which you will run HMC:
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* Firefox v.12+
Database Requirements:

Hive or HCatalog requires a MySQL database for its use. You can choose to use a current
instance or let the HMC deployment wizard create one for you.

* Introduced Hortonworks Management Center (HMC).

¢ HMC is the graphical user interface (GUI) based installer for managing and monitoring
end-to-end Hadoop deployments.

* For more details, see: Using HMC.
* Upgraded multiple components.
» Added support for Talend Open Studio.

* HDP packages Talend Open Studio to provide a graphical interface for Extract,
Transform, and Load (ETL).

¢ Talend utilizes HDP's HCatalog metadata management capability to import raw
data into Hadoop, create and manage schemas on the raw data, and facilitate
transformational queries on that data.

See: Using Data Integration Services Powered By Talend.

* HMC installation currently does not support Hadoop security.

* Use of init.d scripts for starting or stopping Hadoop services, is not recommended.

* To be able to use Oozie command line client, you must first export JAVA_HOME.

* Pig jobs submitted via Templeton fail. The workaround for this issue is available here.

* The Sqoop client deployed by HMC does not have the neccessary MySQL connector JAR
file. The workaround for this issue is available here.

* Pig or MapReduce jobs get incorrect data when reading binary data type from the
HCatalog table. For details, see: HCATALOG-430.
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http://docs.hortonworks.com/HDPDOCS/HDPv1.0.0.12/Deploying_Hortonworks_Data_Platform/Using_HMC/Troubleshooting/Specific_Issues.htm
http://docs.hortonworks.com/HDPDOCS/HDPv1.0.0.12/Deploying_Hortonworks_Data_Platform/Using_HMC/Troubleshooting/Specific_Issues.htm
https://issues.apache.org/jira/browse/HCATALOG-430
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