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1. HDP Components

2. Minimum System Requirements

3. Preparing for Hadoop Installation

The Hortonworks Data Platform consists of three layers:

* Core Hadoop 2: The basic components of Apache Hadoop version 2.x.

Hadoop Distributed File System (HDFS): A special purpose file system designed to
provide high-throughput access to data in a highly distributed environment.

YARN: A resource negotiator for managing high volume distributed data processing.
Previously part of the first version of MapReduce.

MapReduce 2 (MR2): A set of client libraries for computation using the MapReduce
programming paradigm and a History Server for logging job and task information.
Previously part of the first version of MapReduce.

* Essential Hadoop: A set of Apache components designed to ease working with Core
Hadoop.

Apache Pig: A platform for creating higher level data flow programs that can be
compiled into sequences of MapReduce programs, using Pig Latin, the platform’s
native language.

Apache Hive: A tool for creating higher level SQL-like queries using HiveQL, the tool’s
native language, that can be compiled into sequences of MapReduce programs.

Apache HCatalog: A metadata abstraction layer that insulates users and scripts from
how and where data is physically stored.

WebHCat (Templeton): A component that provides a set of REST-like APIs for
HCatalog and related Hadoop components.

Apache HBase: A distributed, column-oriented database that provides the ability to
access and manipulate data randomly in the context of the large blocks that make up
HDFS.

Apache ZooKeeper: A centralized tool for providing services to highly distributed
systems. ZooKeeper is necessary for HBase installations.

» Supporting Components: A set of components that allow you to monitor your Hadoop
installation and to connect Hadoop with your larger compute environment.

Apache Oozie: A server based workflow engine optimized for running workflows that
execute Hadoop jobs.



iug_hdp_components.html
ref-4aa691e3-4dbe-4654-9882-8b50a981cfa2.html
ref-ad9578a2-d338-49d2-a12b-959c632dcf04.1.html
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¢ Apache Sqoop: A component that provides a mechanism for moving data between
HDFS and external structured datastores. Can be integrated with Oozie workflows.

¢ Apache Flume: A log aggregator. This component must be installed manually.

¢ Apache Mahout: A scalable machine learning library that implements several different
approaches to machine learning.

* Apache Knox: A REST API gateway for interacting with Apache Hadoop clusters. The
gateway provides a single access point for REST interactions with Hadoop clusters.

¢ Apache Storm: A distributed, real-time computation system for processing large
volumes of data.

¢ Apache Phoenix: A relational database layer on top of Apache HBase.

¢ Apache Tez: An extensible framework for building high performance batch and
interactive data processing applications, coordinated by YARN in Apache Hadoop. For
additional information, see the Hortonworks website.

* Apache Falcon: A framework for simplifying and orchestrating data management
and pipeline processing in Apache Hadoop. For additional information, see the
Hortonworks website.

¢ Apache Ranger: The Hadoop cluster security component. Range provides centralized
security policy administration for authorization, auditing, and data protection
requirements.

¢ Apache DataFu: A library for user defined functions for common data analysis task.

* Apache Slider: A YARN-based framework to deploy and manage long running or
always-on data access applications.

To run the Hortonworks Data Platform, your system must meet minimum requirements.

When installing HDP, 2.5 GB of free space is required on the system drive.

The following operating systems are supported:
* Windows Server 2008 R2 (64-bit)

* Windows Server 2012 (64-bit)

* Windows Server 2012 R1 (64-bit)

* Windows Server 2012 R2 (64-bit)
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1.2.3. Software Requirements
The following table provides installation information for each software prerequisite. You
can also use Microsoft SQL Server for Hive and Oozie metastores. If you plan to install

Ranger, MySQL is required. For more information, see the following two subsections.

Table 1.1. Required software installation information

Software Version Environment Variable | Description Installation Notes

Python 2.7.X PATH Add the directory Spaces in the path
where Python is to the executable
installed, following are not allowed. Do

the instructions in this | not install Python in
guide. The pathis ¢ |the default location
\python. (Program Files). For
more information, see
Installing Required

Software.
Java JDK JDK 1.7.0_51 PATH Add the directory Spaces in the path
where the Java to the executable

application is installed; | are not allowed. Do
for example, c:\java not install Java in
\jdk1.7.0\bin the default location
(Program Files). For
more information, see
Installing Required
Software.

JAVA_Home Create a new

system variable for
JAVA_HOME that
points to the directory
where the JDK is
installed; for example,
c:\javaljdk1.7.0.

Microsoft Visual C++ 2010 PATH Default location Install with default
added automatically. |parameters. For more
information, see
Installing Required

Software.
Microsoft .NET 4.0 PATH Default location Install with default
Framework added automatically. |parameters. For more

information, see
Installing Required
Software.

1.2.4. (Optional) Microsoft SQL Server for Hive and Oozie
Database Instances

By default, Hive and Oozie use an embedded Derby database for its metastore. However
you can also use Microsoft SQL Server. (For details on installing and configuring Microsoft
SQL Server, see TechNet instructions, such as SQL Server 2012.)

To use an external database for Hive and Oozie metastores, ensure that Microsoft SQL
Server is deployed and available in your environment, and that your database administrator
creates the following databases and users. You will need the following information when
you configure HDP:

* For Hive, create a SQL database instance:

1. Create a Hive database instance in SQL and record its name, such as hi ve_dbnarre.



ref-3e41049a-025c-4482-b547-a792b29f572e.1.html
ref-3e41049a-025c-4482-b547-a792b29f572e.1.html
ref-3e41049a-025c-4482-b547-a792b29f572e.1.html
ref-3e41049a-025c-4482-b547-a792b29f572e.1.html
ref-3e41049a-025c-4482-b547-a792b29f572e.1.html
ref-3e41049a-025c-4482-b547-a792b29f572e.1.html
ref-3e41049a-025c-4482-b547-a792b29f572e.1.html
ref-3e41049a-025c-4482-b547-a792b29f572e.1.html
http://technet.microsoft.com/en-us/sqlserver/ff898410.aspx
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2. Create Hive user on SQL, add it to the sysadm n role within SQL, and record the
name and password, such as hi ve_dbuser/ hi ve_dbpasswd.

3. Set the security policy for SQL to use both SQL and Windows authentication. The
default setting is Windows authentication only.

* For Oozie, create a SQL database instance:
1. Create an Oozie database instance and record its name, such as 00zi e_dbnane.

2. Create Oozie user on SQL, add it to the sysadmi n role within SQL, and record the
user name and password, such as 0ozi e_dbuser/ oozi e_dbpasswd.

3. Set the security policy for SQL to use both SQL and Windows authentication, the
default setting is Windows authentication only.

» The following steps are required after installing SQL Server; refer to SQL Server
documentation for more information:

1. Ensure that TCP/ | P is enabled under SQL Server Network Configuration. This might
require restarting SQL Server.

2. Add firewall exceptions for SQL Server and SQL Browser services.

3. Before using SQL server for Hive or Oozie metastores, set up the Microsoft SQL Server
JDBC Driver. For instructions, see (Optional) Install Microsoft SQL Server JDBC Driver.

Ranger offers a centralized security framework, including security policy administration:
authorization, accounting, and data protection. It is an optional component. Before you
install Ranger, you must meet several additional requirements.

Requirement Installation instructions

Active Directory or LDAP Server For information on setting up Active Directory or an LDAP
Server, see the Microsoft documentation.

MySQL 1. Install MySQL Client.

2. Add the path to nysql . exe to your system PATH
variable.

3. Set the JAVA HOME variable to the installed JDK
version; for example, $ENV: JAVA_HOVE="c: \ Java
\jdkl.7.0_67"

4. Download the MySQL Connector Jar file.
5. Copy the jar file into your installation folder:

« If you plan to install Ranger using the MSI Setup GUI,
copy the jar file into the folder containing the MSI.

* If you plan to install Ranger using the command-line
interface, copy the jar file into the folder containing
your cluster properties file.



ref-a09d9c10-3c82-46c7-9dfd-3fcb233a6286.1.html
http://dev.mysql.com/downloads/windows/installer/
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1.3. Preparing for Hadoop Installation

To deploy HDP across a cluster, you need to prepare your multi-node cluster deploy
environment. Follow the steps in this section to ensure each cluster node is prepared to be
an HDP cluster node.

1.3.1. Gather Hadoop Cluster Information

Before deploying your HDP installation, collect the host name or IPv4 address of each the
following cluster components:

* Required components:
¢ NameNode and optional Secondary NameNode
* ResourceManager
* Hive Server
* SlaveNode
* WebHCat
¢ Client Host
¢ Optional components:
e Zookeeper
* HBase Master
¢ Flume
* Knox Gateway
¢ Ranger (requires MySQL client)
¢ Microsoft SQL Server configured with a Hive and Oozie database instance

¢ system account names and passwords

e Note
4

The installer fails if it cannot resolve the host name of each cluster node. To
determine the host name for a particular cluster node, open the command line
interface on that system. Execute host nane and then nsl ookup host nane
to verify that the name resolves to the correct IP address.

1.3.2. Configure the Network Time Server (NTS)

The clocks of all nodes in your cluster must be able to synchronize with each other.

To configure the Network Time Server (NTS) for Windows Server, use the instructions
provided in this Microsoft KB article.



http://support.microsoft.com/kb/816042
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You can also download and configure Network Time Protocol.

Configure all the Windows Server nodes in your cluster to use IPv4 addresses only. You can
either disable IPv6 (see How to disable IP version 6 or its specific components in Windows)
or set the preference to IPv4.

Ensure that the host's fully-qualified domain name ("FQDN") resolves to an IPv4 address as
follows:

1. To verify that IPv4 is set to pr ef er r ed, enter:
i pconfig /all

The system should display:

Connect i on-speci fic DNS Suffix .

Descri ption . e

Intel (R) PRO 1000 MI' Networ k

Connecti on Physical Address. . . : XX XX- XX- XX- XX
DHCP Enabled. . . .. . . . . .. No

Aut oconfiguration Enabled .. . . : Yes

IPv4 Address. . . . . . . . .. . : 10.0.0.2(Preferred)
Subnet Mask . . . . . . . . . . .: 255.255.255.0
Default Gateway . . . . . . . . .: 10.0.0.100

DNS Servers . . . . . . . . . . .: 10.10.0.101

Net Bl OS over Tcpip. . . . . . . .: Enabled

2. To flush the DNS cache, enter:
i pconfig /flushdns
3. To verify that the host name of the system resolves to the correct IP address, enter:
ping -a 10.0.0.2
The system should display:
Pi ngi ng wi n08r 2- nodel. HAKsupport.com 10.0. 0.2 with 32 bytes of data:
Reply from 10.0.0.2: bytes=32 tinme<lns TTL=128

Reply from 10.0.0.2: bytes=32 tinme<lns TTL=128
Reply from 10.0.0.2: bytes=32 time<lnms TTL=128

HDP services run under the ownership of a Windows user account. The HDP installer
establishes a hadoop user as follows:

* If the hadoop user account does not exist, HDP installer automatically creates a local
user.

* If the hadoop user account already exists, HDP installer uses the current password.

You can specify the Hadoop user password in the MSI command line. The administrator can
change the password later, but it must be changed both in the user configuration and in
the service objects installed on each machine via Service Manager.
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1.3.5. Enable Remote PowerShell Script Execution

The MSI installation scripts and many HDP utility scripts require remote execution of
PowerShell scripts on all nodes in the Hadoop cluster. For example, the scripts for starting
and stopping the entire cluster with a single command (provided with HDP) require remote
scripting. Therefore, we strongly recommend that you complete the following steps at
every host in your cluster.

1.3.6. Enable Remote PowerShell Execution for Nodes in a
Workgroup

You can set these in Acti ve DirectoryviaG oup Policies (fora Group including
all hosts in your Hadoop cluster), or you can execute the given PowerShell commands on

every host in your cluster.

Important
>

Ensure that the Administrator account on the Windows Server node has a
password. The following instructions will not work if the Administrator account
has an empty password.

* To enable remote scripting using PowerShell commands:

1. At each host in the cluster, open a PowerShell window with "Run as Administrator"
privileges, and enter:

Set - Execut i onPol i cy " Renot eSi gned"

Enabl e- PSRenot i ng

Set -i t em WBMan: \ | ocal host\ Cl i ent\al | omunencrypt ed $true

Set -i tem wsman: | ocal host\ cli ent\trustedhosts -val ue "host 1, host 2"

where host 1, host 2 is a list of comma-separated host names in your cluster. For
example,”" HadoopHost 1, HadoopHost 2, HadoopHost 3".

1.3.7. (Optional) Enable Networking Configurations for
Active Directory Domains

If your environment is using Active Directory, you must enable remote scripting and
configure domain policies for Windows Remote Management, complete the following
instructions on a domain controller machine.

1. Open the Group Policy Management Editor by clicking Default Domain Policy from
Group Policy Managenent > Dommins > <donmai n nane> > Defaul t
Domai n Pol i cy, and then click Edit.

2. Set the WinRM service to aut ostart.
a. From the Group Policy Management Editor, go to Conput er Conf i gur ati on

> Policies > Wndows Settings > Security Settings > W ndows
Renot e Managenent (W5- Managenent).
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3. Add firewall exceptions to allow the service to communicate.

a. Goto Conputer Configuration > Policies > Wndows Settings >
Security Settings > Wndows Firewall wth Advanced Security.

b. To create a new Inbound Rule, right-click W ndows Firewal |l wi th Advanced
Security.
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© P

Fde trat cortrols connectors for 8 TOF or UDP pot.

& Predefined:

Fds it cortrols connactions for 3 Windows epenence.

© Qustom
Custom e

Liew | ] omd |

The Predefined rule automatically creates two rules:

® Hiew Inbouesd Rule Wizard =

Predefined Rules.
Select tha mdes 9 ba crvated for s expmersce

Stepn:
o PeType Wrich s wead you e o e
-
* Aaon o i o b vaeea
Bues.
| Noma

B Virdows Remcte Maragemert

- Compueea
8 Virdows Remcse Maragemert HTTPR) Mo X Fboy

o - Com

BT e

d. Configure ActionasAl | ow t he connecti on.

' Alow the connection
@ heson The

© Alow the gennection & is secure

T

 iBock the connection

b B ] oo |

e. Click Fi ni sh.

4. Set script execution policy.

a. Goto Conputer Configuration > Policies > Adm nistrative
Tenpl ates > Wndows Conponents > W ndows Power Shel | .

9
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b. At Setting, select Turn on Script Executi on.

c. Set Execution PolicytoAllow all scripts.

S

[} Tum on Script Execution w

Previous Setting

 NotConfigured  Comment: =l
(¢ Enabled ’
" Disabled |
Sipponsicn: | Atleast Microsoft Windows XP or Windows Server 2003 fomily =]
14|
Options: Help:
Execution Policy This settings lets you configure the script execution policy, =

controlling what scripts are allowed to run.

I you enable this setting, the scripts selected in the drop down list
will be zllowed to run.

The "Allew only signed scripts” setting allows script to execute
only if they are signed by a trusted publisher.

The "Allow local seripts and remote signed scripts” setting allows
any local scrips to run; scripts that criginate from the Internet
must be signed by a trusted publisher.

The "Allow all scripts” setting allows all scripts to run,

¥ you disable this setting, noscripts are allowed to run,

Note: This setting exists under both "Computer Configuration” ||
and "User Configuration” in the group policy editor. The
"Computer Configuration” has precedence over "User
Configuration.”

=]

oK I Canu:ll Apply |

5. Set up the WinRM service.

a. Goto Conputer Configuration > Policies > Adm nistrative
Tenpl ates > Wndows Conponents > W ndows Renote Managenent
(WnRM > WnRM Service.

e Note
4

In Windows Server 2012, the "Al | ow aut omati ¢ configuration
of |i steners"option has changed to "Al | ow renot e server
managenent through W nRM.

b. Create a WinRM listener.

i. To allow automatic configuration of listeners, select Enabl ed, and then set | Pv4
filter to * (all addresses) or specify a range:

10
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8 Allow automatic configuration of ksteners _|nj )(|
=] Aslow automatic configuration of ksteners 2"__‘0“%‘"1' Mext Setting I
© NotConfigured ~ Comment =
@ Enabled
. =
|u least Windows Vista =]
]
Options: Help:
1P fiter. [+ "A] | Ths policy setting allows you 1o manage whether the Windows |
Remote M. RS, by listens on
1Pt fitter. | the network for requests on the HTTP transport over the default
HTTP port.
Syntax
¥ you enable this policy setting, the Winfh service sutomatically
Type " to aliow messages from any [P sddress, o listens on the network for requests on the HTTP transport over the
leave the defsult HTTP port.

freid empty to ksten on no [P address. You can
specify one

of more ranges of 1P addresses.

20.0.1-20020,24.00.1-240022

Example [Pvd fiters: =

¥ you disable or do not configure this policy setting, then the
WinlRM service does not sutomatically listen on the network and
you muit manually create listeners on evtry computer.

To allow WinkM service to receive requests over the network,
«configure the Windows Firewall policy setting with exceptions for
Port 5085 (default pont for HTTP),

The service listens on the addiesses specified by the IPvl and PG
filters. 1P filter speciies one or more ranges of 1Pl sddresses
and IPV6 fiter speciies one o more ranges of IPbaddresses. i
specified, the service enumerstes the svailable IP sddresses on the

o |[oma | o |

ii. Allow Cr edSSP authentication and click OK.

e
1] Allow CredSSP suthentication Brvious Setting || | et etting
€ NotGonfigwed  Comment: =
@ Enatied
 issbied i
Supported on: |mm\nr-umvm =
]
Options: Hep:
=

temate client.

This pelicy setting sows you to mansge whethes the
Windews Remote Mansgement (We) sennce accepts CredisP
autherdication from b remcte chert

I you enable this poby sefting, the WenkM sensce ndl
accept Cred$SP authertcation o s remate chent.

I you disable o1 40 1ot Configure this polkcy setting, the
WinkM serace will not accept CredSSP authentscstion from &

6. Set up the WinRM client.

a. Goto Conmputer Configuration > Policies > Adm nistrative

Tenpl ates > Wndows Conponents > W ndows Renote Managenent
(WnRM > WnRM dient.

connections to the WinRM service).

Set Trust edHost sLi st to* (all addresses) or specify a range.

b. Configure the trusted host list (the IP addresses of the computers that can initiate

11
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gl
£ ot Gontrea GOt =
& Epabled
€ Drabled ]
A lesst Windows Vata =
]
Options: [,
TrustedHostslise =] [ pese you 5¢ —
F Trustesotsint o deterrane d the destination howt s a trusted
ontky.
s ¥ yews ensble i pelicy stting, the Winfa clent uses the
yeu e Wink cient uzes
Configure the tusied hests by 3 comms sepsrated | | peciied in TrustedHontal st o determine f the destination bost
En & trusted entity. The WinRM client uses this list when neither

of host names. You can use wildcards (") but only 5 mar Kerberos re sed to authentate the identity of the

ore wildesrd is sllowed in 3 haost name pastem.

¥ e
Use ™ clogal>” (case insensitive) isused tingicate | | Win chient mceds to use the et of trusted bosts, you must
configure the 1t ef trusted hosts otally on exch Compater.

sl host names that do ot ecntsin a pesiod ().

Thelist can be empty to indicate that no host is
trusted.

Use asterisk () 1o indicate that all hests are trusted.

Nrouincs thenoo ot p.:mmaw--im_':i
« 3

c. Set All ow CredSSP aut henti cati on to Enabl ed, and click OK.

=lolx
[} Aliow Cred3S? authentication “““‘“"l
€ NotGonfigured  Comment |
© fnabled
€ Disatled =l
Supported on: Iu_h.nwu-nv-. =
=l
Cptions: Help:
=l

This pokcy setting slows yeu to mansge whether the
Wi Rammate Management (WindM) chent utes Credss?

o emable ths policy seftng, the WinAM cloerd will uie
CredSSP sushantcaton.

§ you dsabie or 86 net configure this peicy seting,then the
\WinBA chent will net vie CredSSP suthentication.

oK I Cancel Apply

7. Enable credentials delegation.

a. Goto Conmputer Configuration > Policies > Adm nistrative
Tenpl ates > System > Credential s Del egation.

b. To allow delegation of fresh credentials, select Enabl ed.

¢. Under Opt i ons, select Show. Set WMAN to * (all addresses) or specify a range. Click
Next Setting.

12
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8 Allow Oclegating Fresh Credentiols

[} Atlow Delegating Fresh Credentials

& Enabled

€ NotGonfigured  COmment ‘
€ Disabled

Cptions:

&l
-]
Whﬂmﬁ“ﬂa =l
=]

Help:

Add servers tothe list | Show...

7 Concatenate O detaults with input sbove

This policy setting apphes to appications using the Cred 559 B
component (for exsmple: Termmal Serves).

This policy applies when server suthentication was achieved vis
rusted X509 centicate o Kesberos

I you enable this posicy sesting you can specify the severs to
which the user's fresh credentils can be delegated (fresh
credentials s thase that you see prompted for when executing
the application).

¥ you do net configure (by defauit) this policy setting, after
proper mutual suthentication, deiegation of fresh credentials s
permited to Terminal Serves running on any machine
(TERMSRV/").

¥ you diable this pobicy secting delegation of fresh credentialsis
ot permitted to 2ny machme.

Note: The *Allow Debegating Fresh Credentials” can be set 1o one
or maore Senvice Principal Names (SPNs). The SPN represents the

o |[Come | e

d. Select Enabl ed to allow delegation of fresh credentials with NTLM-only server

authentication.

e. Under Opt i ons click Show. Set WBMAN to * (all addresses), or specify a range. Click

Fi ni sh.

28 Rliom Delegating Fresh Credentials with TLH-oaly Server Authentication

© Notgonfigueg  Comement ‘

& Enabled
€ Dissbled

Supported o0 [y junst Windows Vista
Options: Help:

e faiffpe 1]

Add servers tothe izt | Show.

7 Concatenate 05 defoults with input sbove

This pabcy selfing spples Lo applications using the Cred S57
component (for eample: Terminal Server)

This policy opples when server suthentication was schieved via
i

1 you enable this pelicy setting you ean specity the senvers to

can 5
credentials are those that you are prompted for when executing
the applcation).

1 you do not configure (by defaul) this policy setting, after
proper mutual suthentication, delegetion of fresh credentials is
permitted to Tesminal Server running on any machine
(TERMSRV/").

1 you disable this pobey tetting debegution of fresh credentials 5
et permitted to any machine.

Note: The "Allow Delegating Fresh Credentials with NTUM-only
" eanbe

=

JICC | I

8. Enable the creation of WSMAN SPN.

a. Goto Start > Run.Inthe dialog box, enter ADSI Edi t . nsc. Click Ent er .

b. Expand the OQU=Domai n Control | er s menu item and select CN=domai n
control |l er hostnane.

¢. GotoProperties > Security > Advanced > Add.

d. Enter NETWORK SERVI CE, click Check Nanes, then click OK.

e. In the Per m ssi on field, select Val i dated wite to service principal

nane.

f. Click Al | ow.

g. To save your changes, click OK.

13
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9. Restart the WinRM service and update policies.

a. At the domain controller machine, open a PowerShell window and enter:
Restart - Servi ce W nRM

b. At each of the other hosts in domain, enter:
gpupdate /force

¢. Ensure that SPN-s WSMAN is created for your environment.

At your domain controller machine, enter:

setspn -1 Domai n_Control | er _Host nanme

You should see output similar to the following:

VT RTHATH. hdp. &
GCARTHAIN. hdp-doma in. et /hdp. dona is
RestrictedKrbllost VI RIRAIN. dp. doma i

odKr]

10Check the WSMAN SPN on other hosts in the domain. Run the following command on
any one of your host machines:

setspn -1 Domai n_Control | er _Host name

You should see output similar to the following:

HDP uses multiple ports for communication with clients and between service components.
For example, the Hive Metastore port represents the port that the metastore database can
use to connect and communicate. To enable HDP communication, open the specific ports
that HDP uses.

To open specific ports, you can set the access rules in Windows. For example, the following
command will open up port 80 in the active Windows Firewall:

netsh advfirewall firewall add rule name=Al | ownRPCComuni cation dir=in action=
al | ow protocol =TCP | ocal port =80

The following command will open up ports 49152-65535 in the active Windows Firewall:

netsh advfirewall firewall add rule name=Al | ownRPCComuni cation dir=in acti on=
al | ow protocol =TCP | ocal port=49152- 65535

14
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The following tables specify which ports must be opened for specific ecosystem
components to communicate with each other. Open the appropriate ports before you

install HDP.
Service Servers Default Ports | Protocol Description Needs End- Configuration
Used user Access? Parameters

NameNode MasterNodes |50070 http WebUI to look |Yes (typically |self-addressed
WebUI (NameNode at current admins,

and any status Development/

backup Support teams)

NameNodes)

NameNode Master Nodes |8020/9000 IPC File system Yes (all clients |Embedded in

metadata (NameNode metadata who need URI specified by

service and any operations to interact defaul ters
backup directly with
NameNodes) the HDFS)

DataNode All Slave Nodes | 50076 http DataNode Yes (typically |dfs.datanode.
WebUI to admins, http.address
access the Development/
status, logs, Support teams)
etc.

DataNode All Slave Nodes | 50010 Data transfer dfs.datanode.

address

DataNode All Slave Nodes | 50020 IPC Metadata No dfs.datanode.
operations address

Secondary Secondary 50090 http Checkpoint for |No dfs.secondary.

NameNode NameNode NameNode http.address

and any metadata
backup
Secondary
NameNodes
Service Servers Default Ports | Protocol >Description | Needs End- Configuration
Used user Access? Parameters

Resource Master Nodes |8088 http WebUI for Yes yarn.resource-

Manager (Resource Resource manager.webapp.

WebUI Manager and Manager address

any back-
up Resource
Manager
node)

Resource Master Nodes |8090 https WebUI for Yes yarn.resource-

Manager (Resource Resource manager.webapp.

WebUI Manager and Manager https.address

any back-
up Resource
Manager
node)

Resource Master Nodes |8032 IPC For application | Yes (All clients |yarn.resource-

Manager (Resource submissions who need manager.admin.

Admin Manager and to submit address

Interface any back- the YARN

up Resource applications

Manager including Hive,

node) Hive server,
Pig)
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Service Servers Default Ports | Protocol >Description | Needs End- Configuration
Used user Access? Parameters
Resource Master Nodes |8033 Administrative |Yes (Typically |yarn.resource-
Manager (Resource interface admins and manager.
Scheduler Manager and support teams) |scheduler.addres
any back-
up Resource
Manager
node)
NodeManager |All Slave Nodes | 8031 http Resource Yes (Typically |yarn.
Web Ul Manager admins, nodemanager.
interface Development/ |webapp.address
Support teams)
Table 1.5. Hive Ports
Service Servers Default Ports | Protocol Description Needs End- Configuration
Used user Access? Parameters
HiveServer2 HiveServer 10001 thrift Service for Yes ENV Variable
2 machine programmatically HIVE_PORT
(usually a (Thrift/JDBC)
utility machine) connecting to
Hive
HiveServer HiveServer 10000 thrift Service for Yes (Clients ENV Variable
machine programmaticallyvho need to HIVE_PORT
(usually a (Thrift/JDBC) | connect to
utility machine) connecting to | Hive either
Hive programmatically
or through Ul
SQL tools that
use JDBC)
Hive Metastore 9083 thrift Service for Yes (Clients hive.metastore.
programmaticallghat run uris
(Thrift/JDBC) | Hive, Pig and
connecting to | potentially M/
Hive metadata |R jobs that use
HCatalog)
Table 1.6. WebHCat Ports
Service Servers Default Ports | Protocol Description Need End User | Configuration
Used Access? Parameters
WebHCat Any utility 50111 http Web API Yes templeton.port
Server machine on top of
HCatalog and
other Hadoop
services
Table 1.7. HBase Ports
Service Servers Default Ports | Protocol Description Need End User | Configuration
Used Access? Parameters
HMaster Master Nodes | 60000 Yes hbase.master.
(HBase Master port
Node and any
back- up HBase
Master node)
HMaster Info | Master Nodes |60010 http The port Yes hbase.master.
WebUI (HBase master for the info.port
Node and HBaseMaster
backup HBase WebUI. Set to
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clients connect.

Service Servers Default Ports | Protocol Description Need End User | Configuration
Used Access? Parameters
Master node if -1 if you do not
any) want the info
server to run.
Region Server | All Slave Nodes | 60020 Yes (typically | hbase.
admins, regionserver.
development/ |port
support teams)
ZooKeeper All ZooKeeper |2888 Port used by No hbase.zookeeper
Nodes ZooKeeper peerport
peers to talk
to each other.
For further
information,
see the Apache
website.
ZooKeeper All ZooKeeper |3888 Port used by hbase.zookeeper
Nodes ZooKeeper for leaderport
leader election.
For further
information,
see the Apache
website.
2181 Property from hbase.zookeeper
ZooKeeper's property.
configuration clientPort
file, zoo. cf g.
The port at
which the

Install the following software on each node in the cluster:

* Python v2.7 or higher

 Java Development Kit version: 1.7.0_51

* Microsoft Visual C++, 2010 only

* Microsoft .NET Framework v4.0

See the following subsections for more information.

Identify a workspace directory that will have all the software installation files.

In the PowerShell instructions in this section, the WORKSPACE environment variable refers
to the full path of the workspace directory where the installer is located; for example:

set x WORKSPACE "c: \workspace" /m

After setting the environment variable from the command prompt using set x, restart
PowerShell. Alternately, if you are using a script you might want to set WORKSPACE as a
standard PowerShell variable to avoid having to restart PowerShell.

17
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Ensure that you install the following software on every host machine in your cluster:
* Python 2.7.X

To manually install Python in your local environment:

1. Download Python from here into the workspace directory.

2. Install Python and update the PATH environment variable.

From the PowerShell window, as the Administrator, enter:

$key = "HKLM \ SYSTEM Cur r ent Cont r ol Set\ Cont r ol \ Sessi on

Manager \ Envi ronnment” $currentPath = (Get-ItenProperty -Path $key -nane
Path).Path + ';' $pythonDir = "c:\Python\" nsiexec /qgn

/norestart /1* $env: WORKSPACE\ pyt hon_install.log /i

$env: WORKSPACE\ pyt hon-2_7 5 _and64. nsi TARGETDI R=$pyt honDi r ALLUSERS=1
set x PATH "S$current Pat h$pyt honDi r" /m

If the downloaded Python MSI name is different from
pyt hon-2_7 5 and64. nmsi, substitute the correct MSI file name.

» Microsoft Visual C++ 2010 Redistributable Package (64-bit)

1. Use the instructions provided here to download Microsoft Visual C++ 2010
Redistributable Package (64-bit) to the workspace directory.

2. From PowerShell, as Administrator, enter:

& "$env: WORKSPACE\ vcr edi st _x64. exe" /q /norestart /log "$env: WORKSPACE\
C 2010_install.l og"

e Microsoft .NET framework 4.0

1. Use the instructions provided here to download Microsoft .NET framework 4.0 to the
workspace directory.

2. From PowerShell, as Administrator, enter:

& "$env: WORKSPACE\ NDP451- KB2858728- x86- x64- Al | OS- ENU. exe" /q /norestart /
| og "$env: WORKSPACE\ NET-i nst al | _I| og. ht ni'

e JDK version 7

1. Check which version of Java is currently installed. From a command shell or PowerShell
window, enter:

java -version
If the JDK version is less than v1.6 update 31, uninstall the Java package.

2. Go to the Oracle Java SE Downloads page and download the JDK installer to the

workspace directory. 18
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3. From PowerShell, as Administrator, enter:
$key = "HKLM \ SYSTEM Curr ent Cont r ol Set\ Cont r ol \ Sessi on Manager\
Envi r onment ”
$current Path =(Get-ltenProperty -Path $key -nanme Path).Path +
';' $javaDir = "c:\java\jdkl.7.0_51\" &
"$env: WORKSPACE)\ j dk- 7u51- wi ndows- x64. exe" /qn /norestart /| og
"$env: WORKSPACE\ j dk-i nstal | .| og"I NSTALLDI R="c:\j ava
"ALLUSERS=1 setx JAVA HOVE "$j avaDir" /m setx PATH
"$current Pat h$j avabi r\ bi n" /m

where WORKSPACE is an environment variable for the directory path where the
installer is located and c: \ j ava\ j dk1. 7. 0_51\ is the path where java will
be installed. Ensure that no white space characters are present in the installation
directory's path. For example, c: \ Pr ogr anspace]Fi | es is not allowed.

4. Verify that Java installed correctly and that the Java application directory is in your
PATH environment variable.

From a command shell or PowerShell window, enter:
java -version

The system should display:

java version "1.7.0_51"
Java(TM SE Runtime Environnent (build 1.7.0_51-b18)
Java Hot Spot (TM 64-Bit Server VM (build 24.51-b03, m xed node)

This section explains how to install the following software:

* Python

» Microsoft Visual C++ 2010 Redistributable Package (64 bit)
* Microsoft .NET framework 4.0

» Java JDK

Python

1. Download Python from here and install to a directory that contains no white space in
the path, such as c: \ Pyt hon.

2. Update the PATH environment variable using Administrator privileges:

a. Open the Control Panel -> Systempane and click on the Advanced system
settings link.

b. Click on the Advanced tab.
c. Click the Envi ronnent Vari abl es button.

d. Under Syst em Vari abl es, find PATHand click Edi t .
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e. After the last entry in the PATH value, enter a semi-colon and add the installation
path to the Python installation directory, such as ; c: \ Pyt hon27.

f. Click OK twice to close the Environment Variables dialog box.

g. To validate your settings from a command shell or PowerShell window, type:

pyt hon -V Python 2.7.6

Microsoft Visual C++ 2010 Redistributable Package (64-bit)

Download and install using the defaults.

Microsoft .NET Framework 4.0

Download and install using the defaults.

Oracle Java JDK

1.

Download the Oracle JDK and install to a directory that contains no white space in the
path, such asc: \ Java.

. GotoControl Panel > Systemand click Advanced system settings.
. Click Advanced.
. Click Envi ronnent Vari abl es.

. Add a new system environment variable, JAVA_HOVE. The value for this variable

should be the installation path for the Java Development Kit; for example, c: \ Java
\jdkl.7.0_51.

. Click OK.

. To validate the environment variable you just added, enter the following command at a

command-line prompt:
echo %JAVA HOVE%
You should see the path you specified when you created JAVA HOVE:

c:\Java\j dkl. 7. 0_45\

. As Administrator, update the PATH variable:

a. Under Syst em Vari abl es, find PATH. Click Edi t .

b. After the last entry in the Path value, enter a semi-colon and add the installation path
to the JDK. For example:

...;c:\Java\jdkl.7.0_51\bin

c. Click &K

d. To validate the change you just made, open a DOS command line and enter:
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java -version

DOS should return the expected Java version and details; for example, j ava
version "1.7.0".

9. Click OKto close the Envi ronnment Vari abl es dialog box.
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The Hortonworks Data Platform consists of multiple components that are installed across
the cluster. The cluster properties file specified directory locations and node host names for
each of the components. When you run the installer, it checks the host name against the
properties file to determine which services to install.

After downloading the HDP installer, use one of the following methods to modify the
cluster properties file:

* Option 1: Use the HDP Setup Interface to generate a cluster properties file for GUI to
use, or to export a generated cl ust er properti es. t xt file for a CLl installation.
(Recommended for first-time users and single-node installations.)

* Option 2: Manually define cluster properties in a file. (Recommended for users who are
familiar with their systems and with HDP requirements.)

Download the HDP Installation zip file and extract the files. The zip contains the following
files:

* HDP MSl installer

* 2.4.0.0.sources.zip

* apache-slider-0.80.0.2.3.4.0-3485-source-release.zip
* gplcompression.dll

* hadoop-1z0-0.4.19.2.3.4.0-3485.jar

* hdp-2.4.0.0-01.cab

* hdp-2.4.0.0.cab

* |zo2.dll

You can define cluster properties with the HDP Setup Interface or define them manually
(described in the next subsection). If you use the HDP Setup Interface you can either export
the configuration and use it to deploy HDP from the command line (or within a script), or
you can start deployment from the Setup Interface itself.

To start the Setup Interface, enter the following command at the command prompt:

runas /user:adm ni strator "nsiexec /i hdp-2.4.0.0.w npkg. nsi
VBl USEREALADM NDETECTI ON=1"

The HDP Setup form displays.
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(The following image shows the form with the Main components tab selected.)

HDP Setup
HDP directory
e [ owse |
Log directory
|c ‘hadoop“logs
Data directory

|c"‘hdpd.ata " Browse | "Hadoop" wser password
Namenode data directory [ [ Show

||: “hdpdatann | Browse

Datanode data directory
|e:\hdpdatadn

® Configure Single Node

”m‘ ) Configure Muli Node

["] Delete existing HDP data

| rowse |

Main components |Additional components Ranger Policy Admin Ranger plugins User/Group Sync Process Ranger| € | >
Hosts
Namenode Host

WIN-44000GOQRMS

Secondary Namenode Host
WIN-24000GOQRMS
Hive Server Host
WIN-44000GOGRMS
WebHcat Host
WIN-44000GOQRMS
Cliert Hosts

WIN-44000G0GQRMS

ResourceManager Host
WIN-44000GOQRMS
Oozie Server Host
WIN-44000GOQRMS
Slave hosts
WIN-440D0GOQRMS
Zookeeper hosts

WIN-440D0GOGRMS

[] Enable L70 codec [ | Use Tezin Hive [ | Enable GZip compression [ | Install Qozie Webconsole
Database Settings

Hive DB Name

QOozie DB Name

Oozie DB Usemame

Hive DB Usemame
|

Hive DB Password

Oozie DB Password

l

DE Flawor

Database hostname

|MSSOL v | |WIN-44000GOQRMS

2.3. Set HDP Properties

The top part of the form, which includes HDP directory, Log directory, Data directory,
Name node data directory and Data node data directory, is filled in with default values.
Customize these entries as needed, and note whether you are configuring a single- or multi-

node installation.

1. Complete the fields at the top of the HDP Setup form:

Table 2.1. Main component screen values

written to this directory on
each cluster host. Ensure
that you have sufficient
disk space for storing these
log files.

Configuration Property Description Example Value Mandatory/Optional/
Name Conditional
HDP directory HDP installation directory | d:\hdp Mandatory
Log directory HDP's operational logs are |d:\hadoop\logs Mandatory
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Configuration Property
Name

Description

Example Value

Mandatory/Optional/
Conditional

Data directory

HDP data will be stored

in this directory on each
cluster node. You can add
multiple comma-separated
data locations for multiple
data directories.

d:\hdp\data

Mandatory

Name node data directory

Determines where on the
local file system the HDFS
name node should store
the name table (fsimage).
You can add multiple
comma-separated data
locations for multiple data
directories.

d:\hdpdata\hdfs

Mandatory

Data node data directory

Determines where on the
local file system an HDFS
data node should store

its blocks. You can add
multiple comma-separated
data locations for multiple
data directories.

d:\hdpdata\hdfs

Mandatory

2. To choose single- or multi-node deployment, select one of the following:

» Configure Single Node - installs all cluster nodes on the current host; the host name
fields are pre-populated with the name of the current computer. For information on
installing on a single-node cluster, see the Quick Start Guide for Installing HDP for
Windows on a Single-Node Cluster.

¢ Configure Multi Node — creates a property file, which you can use for cluster
deployment or to manually install a node (or subset of nodes) on the current

computer.

. Specify whether or not you want to delete existing HDP data.

If you want to delete existing HDP data, select Del et e exi sti ng HDP dat a and
supply the hadoop user password in the field immediately below. (You can either shield
the password while entering it or select Showto show it.)

. Mandatory: Enter the password for the hadoop super user (the administrative

user). This password enables you to log in as the administrative user and perform
administrative actions. Password requirements are controlled by Windows, and typically
require that the password include a combination of uppercase and lowercase letters,
digits, and special characters.

. Specify component-related values:

node that will run the

Configuration Property Description Example Value Mandatory/Optional/
Name Conditional
NameNode Host The FQDN for the cluster NAMENODE_MASTER. Mandatory

node that will run the acme.com

NameNode master service.
Secondary NameNode Host | The FQDN for the cluster SECONDARY_NN_MASTER. | Mandatory/NA

acme.com
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Configuration Property Description Example Value Mandatory/Optional/
Name Conditional

Secondary NameNode
master service. (Not
applicable for HA.)
ResourceManager Host The FQDN for the cluster RESOURCE_MANAGER. Mandatory
node that will run the acme.com
YARN Resource Manager
master service.
Hive Server Host The FQDN for the cluster HIVE_SERVER_MASTER. Mandatory
node that will run the Hive |acme.com
Server master service.
Qozie Server Host The FQDN for the cluster OOZIE_SERVER_MASTER. Mandatory
node that will run the acme.com
Oozie Server master
service.
WebHCat Host The FQDN for the cluster WEBHCAT_MASTER. Mandatory
node that will run the acme.com
WebHCat master service.
Slave hosts A comma-separated list slave1l.acme.com, Mandatory
of FQDN for those cluster |slave2.acme.com,
nodes that will run the slave3.acme.com
DataNode and TaskTracker
services.
Client hosts A comma-separated list client.acme.com, Optional
of FQDN for those cluster | client1.acme.com,
nodes that will store JARs | client2.acme.com
and other job-related files.
Zookeeper Hosts A comma-separated list ZOOKEEPER- Mandatory
of FQDN for those cluster |HOST.acme.com
nodes that will run the
ZooKeeper hosts.
Enable LZO codec Use LZO compression for Selected Optional
HDP.
Use Tez in Hive Install Tez on the Hive host. | Selected Optional
Enable GZip compression Enable gzip file Selected Optional
compression.
Install the Oozie Web Install web-based console | Selected Optional
console for Oozie.
The Oozie Web console
requires the ext-2.2.zip file.
. Enter database information for Hive and Oozie at the bottom of the form:
Table 2.3. Hive and Oozie configuration property information
Configuration Property Description Example Value Mandatory/Optional

Hive DB Name

The name of the database
used for Hive.

hivedb

Mandatory

Hive DB User name

User account credentials
for Hive metastore
database instance. Ensure
that this user account has
appropriate permissions.

hive_user

Mandatory

Hive DB Password

User account credentials
for Hive metastore
database instance. Ensure

hive_pass

Mandatory
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Configuration Property Description Example Value Mandatory/Optional
Name

that this user account has
appropriate permissions.

Oozie DB Name Database for Oozie ooziedb Mandatory
metastore. If using SQL
Server, ensure that you
create the database on the
SQL Server instance.

Oozie DB User name User account credentials oozie_user Mandatory
for Oozie metastore
database instance. Ensure
that this user account has
appropriate permissions.

Oozie DB Password User account credentials oozie_pass Mandatory
for Oozie metastore
database instance. Ensure
that this user account has
appropriate permissions.

DB Flavor Database type for Hive msq|l or derby Mandatory
and Oozie metastores
(allowed databases are SQL
Server and Derby). To use
default embedded Derby
instance, set the value of
this property to derby. To
use an existing SQL Server
instance as the metastore
DB, set the value as mssq|l.

Database host name FQDN for the node where |sqlserveri.acme.com Mandatory
the metastore database
service is installed. If using
SQL Server, set the value to
your SQL Server host name.
If using Derby for Hive
metastore, set the value to
HIVE_SERVER_HOST.

Database port This is an optional property | 1433 Optional
required only if you are
using SQL Server for Hive
and Oozie metastores. By
default, the database port
is set to 1433.

7. To install HBase, Falcon Knox, Storm, Flume, Phoenix, Slider, Ranger, DataFu or HiveDR,
click the Addi ti onal conponent stab, and complete the fields as shown in the table
below:
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HOP directany

|c:\hdp | Browse

Log dirsctory () Configure Single Node Export

|c:‘\hadoop\logs | Browse | (@) Configurs Multi Node Import

Data dirsctory [] Delete existing HDP data Ao

|c:\hdpdata | Browse set
- "Hadoop" user password

Mamenode data directory | | | [ sh Cancel

SRR REE

|c:\hdpdatar1r1 | Browse o

Datanode data directory

|c:‘-hdpdatadr1 | Browse

Main components Mditinnalmmpﬂnentﬁlﬂanger Paolicy &dmin Ranger plugins User/Group Sync Process Ranger| ¢ | *

Install HDP additional components
HBase Master host Storm nimbus host
[MAIN | | Clear | [MAIN || Clear
Hbase Region Server hosts Storm supervisor hosts
[MAIN | | Cear | [MAIN || Clear
Falcon host Flume hosts
[MAIN | | Clear | [MAIN | Clear
Knooe host
[MAIN | Clear
Knox master secret
|ruuun | [ Show
[ Install Phosnix
[ Install Slider
[ Install Ranger
[] Install Datafu
[] Install HiveDR
Table 2.4. Additional components screen values
Configuration Property Description Example Value Mandatory/Optional/
Name Conditional
HBase Master host The FQDN for the cluster HBASE-MASTER.acme.com | Mandatory
node that runs the HBase
master
Storm nimbus host The FQDN for the cluster storm-host.acme.com Optional
node that runs the Storm
Nimbus master service
HBase region Server hosts | A comma-separated list slave1.acme.com, Mandatory
of FQDN for cluster nodes |slave2.acme.com,
that run the HBase Region |slave3.acme.com
Server services
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Configuration Property Description Example Value Mandatory/Optional/
Name Conditional
Storm supervisor hosts A comma-separated list storm-sup=host.acme.com | Optional
of FQDN for those cluster
nodes that run the Storm
Supervisors.

Falcon host The FQDN for the cluster falcon-host.acme.com
node that runs Falcon

Flume hosts A comma-separated list flume-host.acme.com Optional
of FQDN for cluster nodes
that run Flume

Knox host The FQDN for the cluster knox-host.acme.com Mandatory
node that runs Knox

Knox Master secret Password for starting and | knox-secret Mandatory
stopping the gateway

Install Phoenix Install Phoenix on the Selected Optional
HBase server

Install Slider Install Slider platform Selected Optional
services for the YARN
environment

Install Ranger Installs Ranger security Selected Optional

Install DataFu Install DataFu user-defined |Selected Optional
functions for data analysis

Install HiveDR Installs HiveDR Check box selected Optional

2.4. Set High Availability Properties

To ensure that a multi-node cluster remains available, configure and enable High
Auvailability. The configuration process for High Availability includes defining locations
and names of hosts in a cluster that are available to act as journal nodes, and a standby
name node in the event that the primary name node fails. To configure name node High
Availability, select the HA conponent s tab. Define the locations and names of hosts in
a cluster that are available to act as JournalNodes and the Resource Manager. Specify a
standby name node in case the primary name node fails.

To enable High Availability, you must also run several commands while starting cluster

services.

Table 2.5. High Availability configuration property information

Configuration Property Description Example Value Mandatory/Optional
Name
Enable HA Whether to deploy a highly |yes or no Optional
available NameNode or not.
NN Journal Node Hosts A comma-separated list of | journalnode1.acme.com, Optional
FQDN for cluster nodes that |journalnode2.acme.com,
will run the JournalNode journalnode3.acme.com
processes.
NN HA Cluster Name This name is used for both hdp2-ha Optional
configuration and authority
component of absolute
HDFS paths in the cluster.
NN Journal Node Edits This is the absolute path on |d:\hadoop)\journal Optional
Directory the JournalNode machines
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Configuration Property
Name

Description

Example Value

Mandatory/Optional

where the edits and other
local state used by the
JournalNodes (JNs) are
stored. You can only

use a single path for this
configuration.

NN Standby Host The host for the standby STANDBY_NAMENODE. Optional
NameNode. acme.com

RM HA Cluster Name A logical name for the HA Resource Manager Optional
Resource Manager cluster.

RM Standby Host The FQDN of the standby rm-standby-host.acme.com | Optional
resource manager host.

Enable Knox HA Enable Knox High Selected Optional
Availability mode

Enable Oozie HA Enable Oozie High Selected Optional
Availability mode

Oozie server hosts A comma-separated list of | ooziehost1.acme.com, Optional
FQDN for cluster nodes that |ooziehost2.acme.com
will run Oozie servers.

Oozie load balancer URL URL for Oozie Load Balancer | http://oozie.lb.com:11000/ |Optional

oozie

2.5. Set Ranger Properties

(Optional) To configure Ranger using the Setup GUI, complete the following steps.

1. Enable Ranger from the Addi t i onal

component s tab.
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HOP directany

fore —
Log directory () Configure Single Node Export
|c:\hadoop\logs | Bowss | @ Corfigure Muki Nods import
|DE“E' sl ” | [] Delete existing HDP data
Mhdpdat Brow: __
:Iameiod: data directory B Rbeii e s B Carel
|c:\hdpdatar1r1 || Browse | |............l ||:| Show n
Datanode data directory

|c:‘-hdpdatadr1 || Browse |

Main components  Additional components |Hanger Paolicy Admin Ranger plugins User/Group Sync Process HangerEII‘

Install HDP additional components

HBase Master host Storm nimbus host

[MAIN | | Clear | [mAIN | | Clear |
Hbase Region Server hosts Storm supervisor hosts

[MAIN | | Clear | [MAIN | | Clear |
Falcon host Flume hosts

[MAIN | | Clear | [MAIN | | Clear |
Knox host

[MAIN | | Clear |

Knox master secret

|ruuun | [ Show

[ Install Phosnix

[ Install Slider

[ Install Ranger

[] Install Datafu

[] Install HiveDR

2. Click the Ranger Pol i cy Adnmi n tab in the middle of the HDP Setup Form.
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HDP drectory

HDP Setup

|e: ‘hdp
Log directory
o \hadoop \logs

Browse

Browse

Data directory

(®) Configure Single MNode
() Configure Muki Node

|| Delete existing HOP data

|e: ‘\hdpdata
Namenode data dirsctory
c\hdpdatann

“Hadoop™ user password

[[] Show

Browse

Datanode data directory

|e: ‘\hdpdatadn

Main components  Additional components Fa er mi F‘;|F!ar;ef plugins User/Group Sync Process Ranger| < | *

Rarnger host

| Browse |

Rarger extemal UAL

| [Cear | [tp:/iocainost 6080

Ranger audit DE host

Ranger admin DB host

Ranger admin DB port

| [Gexr] |

Ranger audit DB post

3306 [Dear | [ Copy admin settings to avdit 3206

Ranger admin DB ROOT password

Ranger audt DB ROOT password

Ranger admin DB name

| xagsecurs

|:Shnw|

Ranger audi DB name

| Clear | xaadmin

Ranger admin DB usemame

Ranger audi DE usemame

| xaadmin

Ranger admin DB password

| _C‘lear |xalogger

Ranger audi DB password

|: ] 5how|

Ranger DB root user

Ranger DB FAavor

MYSQL v

3. Enter host information, credentials for database saving policies, Admin user credentials,
and Audit user credentials.

Table 2.6. Ranger Policy Admin screen values

password

the Ranger admin DB user
name

Configuration Property Description Example Value Mandatory/Optional/
Name Conditional
Ranger host Host name of the host WIN-QOEOPEACTR1 Mandatory
where Ranger-Admin and
Ranger-UserSync services
will be installed
Ranger external URL URL used for Ranger http://localhost:6080 Mandatory
Ranger admin DB host MySQL server instance for |localhost Mandatory
use by the Ranger Admin
database host. (MySQL
should be up and running
at installation time.)
Ranger admin DB port Port number for Ranger- 3306 Mandatory
Admin database server
Ranger admin DB ROOT Database password for RangerAdminPassWO0rd Mandatory
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Configuration Property
Name

Description

Example Value

Mandatory/Optional/
Conditional

Ranger admin DB name

Ranger-Admin policy
database name

ranger (default)

Mandatory

Ranger admin DB user
name

Ranger-Admin policy
database user name

rangeradmin (default)

Mandatory

Ranger admin DB password

Password for the Ranger
admin DB user

RangerAdminPassWORd

Mandatory

Copy admin settings to
audit

Use admin settings for
audit database

Selected

Ranger audit DB host

Host for Ranger Audit
database. (MySQL should
be up and running at
installation time). This can
be the same as the Ranger
host, or you can specify a
different server.

localhost

Mandatory

Ranger audit DB name

Ranger audit database
name. This can be a
different database in the
same database server
mentioned above.

ranger_audit (default)

Mandatory

Ranger audit DB port

Port number where
Ranger-Admin runs audit
service

3306

Mandatory

Ranger audit DB ROOT
password

Database password for
the Ranger audit DB user
name (required for audit
database creation)

RangerAuditPassWORd

Mandatory

Ranger audit DB user name

Database user that
performs all audit logging
operations from Ranger
plugins

rangerlogger (default)

Mandatory

Ranger audit DB password

Database password for the
Ranger audit DB user name

RangerAuditPassWORd

Mandatory

4. Click the Ranger

Pl ugi ns tab in the middle of the HDP Setup Form.
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HDP directory
|c SNhdp

HDP Setup

| Bowee |

Log directory

|c:\hadcx:u'-.|ogs
Data directory
[c\hdodata

| Browse |

®) Corfigure Single Node
O Configure Multi Mode

] Delete existing HDP data

| Bowee |

Namenode data directory

|c “\hdpdatann
Datanode data directory
[¢:\hdpdatadn

| Bowse |

[ Browse |

Main components Additional components Ranger Policy Admin

Knox plugins
| [Claar Ranger knax repository

Ranger Policy Admin URL
[hitp:/Aocalhost 6080

Ranger plugins

"Hadoop" user password

|:| Show

User/Group Sync Frocess Ranger| € | ?

HDFS plugins
Ranger HDFS repository

Storm plugins

Hive plugine
Ranger hive repostory

=]

Clear Ranger storm repository

| _Clsser|

Hbase plugins

Ramger hbase repository

each plugin.

Table 2.7. Ranger Plugins screen values

5. Complete the following fields. These allow communication between Ranger-Admin and

admin tool when a link to
its own page is generated
in the policy admin tool
website

Configuration Property Description Example Value Mandatory/Optional/
Name Conditional
Ranger Policy Admin URL | URL used within policy http://localhost:6080 Mandatory

Knox agents: Ranger Knox
repository

The repository name used
in Policy Admin Tool for
defining policies for Knox

knoxdev

Mandatory if using Ranger
on Knox

HDFS agents: Ranger HDFS
repository

The repository name used
in Policy Admin Tool for
defining policies for HDFS

hadoopdev

Mandatory if using Ranger
on HDFS

Storm agents: Ranger
storm repository

The repository name used
in Policy Admin Tool for
defining policies for Storm

stormdev

Mandatory if using Ranger
on Storm

Hive agents: Ranger hive
repository

The repository name used
in Policy Admin Tool for
defining policies for Hive

hivedev

Mandatory if using Ranger
on Hive
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Configuration Property Description Example Value Mandatory/Optional/
Name Conditional
HBase agents: Ranger The repository name used |hbasedev Mandatory if using Ranger
hbase repository in Policy Admin Tool for on HBase

defining policies for HBase

6. Click the User/ Group Sync Process tab in the middle of the HDP Setup Form.

HDP Setup

HODP directory
c\hdp || Browse |
Log directory
[c:\hadooplags |[ Browse | © Configure Muki Node

®) Configure Single Node

Data directory || Delete existing HDP data
c\hdpdata || Browse | Hadoop” user password

Namenode data directory | |01 Show
_:.'hdpddann " Browse |
Datanode data directany

c:\hdpdatadn " Browse |

Main components  Additional components Ranger Folicy Admin Ranger plugins User/Group Sync Frocess |Ranger >
Ranger host Ranger sync LDAP groupname case conversion

| |Cleu ||D'm:1
Ranger synic intarval Ranger sync LDAP ssarch bass

£ o] |
Ranger sync LDAP URL

|Cleu

I3

Ranger sync LDAP bind DN

Ranger sync LDAP bind password

Ranger sync LDAP user search scope
|5u|:|

Ranger ync LDAP user object class
[person

Ranger sync LDAP user search filter

Ranger sync LDAP user name attribute

|cn Clear
ar

Ranger sync LDAP user group name attribute
|mu’nbudj:wncmbuo{ | Clear
Ranger sync LDAP usemame case conversion

|lower Cle

7. Complete the following fields.

a. Add the Ranger-Admin host URL to Ranger User/Group Sync; this enables
communication between Ranger-Admin and the User-Sync service.

b. Set appropriate values for the other parameters based on sync source:

* If users will be synchronized from an LDAP server, supply LDAP server credentials
and all properties associated with synchronizing users and groups from the LDAP
server.

* If users will be synchronized with an Active Directory, supply Active Directory
credentials and all properties associated with synchronizing users and groups via
Active Directory.
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Configuration Property Description Example Value Mandatory/Optional/
Name Conditional
Ranger host host name of the host WIN-QOEOPEACTR1 Mandatory

where Ranger-Admin and
Ranger-UserSync services
will be installed
Ranger sync interval Specifies the interval 5 Mandatory
(in minutes) between
synchronization cycles.
Note: the second sync cycle
will NOT start until the first
sync cycle is complete.
Ranger sync LDAP search Search base for users ou=users, dc=hadoop, Mandatory
base dc=apache, dc=org
Ranger sync LDAP URL LDAP URL for Idap:// Mandatory
synchronizing users Idap.example.com:389
Ranger sync LDAP bind DN |LDAP bind DN used to cn=admin,ou=users, Mandatory
connect to LDAP and query | dc=hadoop,dc=apache, dc-
for users and group. This org
must be a user with admin
privileges to search the
directory for users/groups.
Ranger sync LDAP bind Password for the LDAP LdapAdminPassWORd Mandatory
password bind DN
Ranger sync LDAP user Scope for user search base, one, and sub are Mandatory
search scope supported values
Ranger sync LDAP user Object class to identify user |person (default) Mandatory
object class entries
Ranger sync LDAP user Additional filter [objectcategory=person] Optional
search filter constraining the users
selected for syncing
Ranger sync LDAP user Attribute from user entry | cm (default) Mandatory
name attribute that will be treated as user
name
Ranger sync LDAP user Attribute from user entry | One or more attribute Mandatory
group name attribute whose values will be names separated by
treated as group values to | commas, such as: member
be pushed into the Policy of,ismemberof
Manager database.
Ranger sync LDAP user Convert all user names to | none: no conversion; keep | Mandatory
name case conversion lowercase or uppercase as-is in SYNC_SOURCE.
lower: (default) convert
to lowercase when saving
user names to the Ranger
database. upper: convert
to uppercase when saving
user names to the Ranger
db.
Ranger sync LDAP group Convert all group names to |(same as user name case Mandatory

defined on other tabs:

8. After specifying Ranger-UserSync properties,

make sure that the following properties are

¢ On the Additional Components tab, set the Ranger authentication method to LDAP,

Active Directory, or None, based on your synchronization source.

35



Hortonworks Data Platform Mar 1, 2016

* On the Ranger Policy Admin tab, make sure that you have specified Authentication
Properties.

9. Click the Ranger Aut henti cati on tab in the middle of the HDP Setup Form.

HDP Setup
HDP directory

|:.\hdp Browse | .
- @) Corfigure Single Node
Log drectory - e

|:.\hadoop"logs Browse | () Corffigure Multi Node

Data directory [] Delete existing HDP data
chdpdata | Browse |
Namenode data directory

chdpdatann Browse |
Datanods data drsctory '

c\hdpdatadn | Browse

“Hadoop" user password
[] Show

Ranger Policy Admin Ranger plugins User/Group Sync Process Ranger Authentication | HA components ]

Ranger authentication method
() LDAP () Active Directory (@) Mone

10Specify whether you want to use LDAP or Active Directory Ranger authentication and
complete the fields pertaining to your choice.

Table 2.9. Ranger Authentication screen field values for LDAP
authentication

Configuration Property Description Example Value Mandatory/Optional/
Name Conditional
Ranger LDAP URL Specifies the LDAP Server  |ldap://10.129.86.185:10389 | Mandatory
URL
Ranger LDAP user DN The user distinguished c<n=(0),ou=users,o=example | Mandatory
pattern name (DN) pattern is

expanded when a user is
logging in. For example,
if the user | dapadmi n
attempts to log in, the
LDAP Server attempts
to bind against the DN
ui d=I dapadm n, ou=user|s, dc=exanpl e, dc=com
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Configuration Property
Name

Description

Example Value

Mandatory/Optional/
Conditional

and uses the password user
| dapadmi n provides.

Ranger LDAP group search
base

Defines the part of the
directory under which you
want group searches to be
performed.

o=example

Mandatory

Ranger LDAP group search
filter

Defines the filter you want
to use to search for group
membership. The default
isuni queMenber ={ 0},
corresponding to the

gr oupOF Uni queNarnes
LDAP class. For Ranger
authentication, the
substituted parameter is
the full, distinguished name
of the user. You can use
parameter {0} if you want
to filter on the login name.

(member=cn=(0),ou=users,o

Felemdple)ry

Ranger LDAP group role
attribute

Specifies the attribute that
contains the name of the
authority defined by the
group entry.

cn

Mandatory

Ranger LDAP base dn

Specifies the DN of the
starting point for your
directory server searches.

o=example

Mandatory

Ranger LDAP bind dn

Specifies the full DN,
including the common
name (CN), of the LDAP
user account that has
privileges to search for
users.

cn=admin,ou=users,o=freest

olandatory

Ranger LDAP bind
password

Specifies the password for
the account that can search
for users.

RangerLDAPBindPassWO0rd

Mandatory

Ranger LDAP referral

Defines search result
processing behavior.
Possible values are follow,
ignore, and throw.

follow

Mandatory

Table 2.10. Ranger Authentication screen field values for Active Directory

authentication

Configuration Property
Name

Description

Example Value

Mandatory/Optional/
Conditional

Ranger LDAP AD domain

LDAP Server domain name
using a prefi x. suf fix
format.

example.com

Mandatory

Ranger LDAP AD URL

Specifies the LDAP Server
URL.

Idap://10.129.86.200:389

Mandatory

Ranger LDAP AD base dn

Specifies the distinguished
name (DN) of the starting
point for directory server
searches.

dc=example,dc=local

Mandatory

Ranger LDAP AD bind dn

Specifies the full DN,
including common name
(CN), of an Active Directory
user account that has

cn=Administrator,cn=Users,d

dvexalapdeydc=local
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Configuration Property Description Example Value Mandatory/Optional/
Name Conditional

privileges to search for
users. This user account
must have at least domain
user privileges.

Ranger LDAP AD bind Specifies the password for |Ranger_LDAP_AD_Bind_PassW@ardiatory
password the account that can search

for users.
Ranger LDAP AD referral Defines search result follow Mandatory

processing behavior.
Possible values are follow,
ignore, and throw.

To continue with the GUI installation process, select | nst al | . To clear all fields

and start over again, select Reset . To export your HDP Setup configuration as a

cl usterproperties.txt file and switch to the CLI installation process, select Export .
Export stops the GUI installation process and produces a cl ust er properti es. t xt file
based on your GUI fields. Before exporting, verify that all information is accurate.

Use the following instructions to manually configure the cluster properties file for
deploying HDP from the command-line interface or in a script.

1. Create a file for the cluster properties, or use the sample cl ust er properti es. t xt
file extracted from the HDP Installation zip file. You'll pass the name of the cluster
properties file to the nsi exec call when you install HDP. The following examples use
the file name cl ust er properti es.t xt.

2. Add the properties to the cl ust er properti es. t xt file as described in the table
below. As you add properties, keep in mind the following:

All properties in the cluster properties file must be separated by a newline character.

Directory paths cannot contain white space characters. (For example, c: \ Progr am
Fi | es\ Hadoop is an invalid directory path for HDP.)

Use Fully Qualified Domain Names (FQDN) to specify the network host name for each
cluster host.

The FQDN is a DNS name that uniquely identifies the computer on the network. By
default, it is a concatenation of the host name, the primary DNS suffix, and a period.

When specifying the host lists in the cluster properties file, if the hosts are multi-
homed or have multiple NIC cards, make sure that each name or IP address is the
preferred name or IP address by which the hosts can communicate among themselves.
In other words, these should be the addresses used internal to the cluster, not those
used for addressing cluster nodes from outside the cluster.

To Enable NameNode HA, you must include the HA properties and exclude the
SECONDARY_NAMENODE_HOST definition.
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Table 2.11. Configuration Values for Deploying HDP

Configuration Property
Name

Description

Example Value

Mandatory/Optional

HDP_LOG_DIR

HDP's operational logs are
written to this directory on
each cluster host. Ensure
that you have sufficient disk
space for storing these log
files.

d:\hadoop\logs

Mandatory

HDP_DATA_DIR

HDP data will be stored in
this directory on each cluster
node. You can add multiple
comma-separated data
locations for multiple data
directories.

d:\hdp\data

Mandatory

HDFS_NAMENODE_
DATA_DIR

Determines where on the
local file system the HDFS
name node should store the
name table (fsimage). You
can add multiple comma-
separated data locations for
multiple data directories.

d:\hadoop\data\hdfs\nn,c:
\hdpdata,d:\hdpdatann

Mandatory

HDFS_DATANODE_
DATA_DIR

Determines where on the
local file system an HDFS
data node should store its
blocks. You can add multiple
comma-separated data
locations for multiple data
directories.

d:\hadoop\data\hdfs\dn,c:
\hdpdata,d:\hdpdatadn

Mandatory

NAMENODE_HOST

The FQDN for the cluster
node that will run the
NameNode master service.

NAMENODE-
MASTER.acme.com

Mandatory

SECONDARY_NAMENODE_

The FQDN for the cluster

SECONDARY-NN-

Mandatory when no HA

HOST node that will run the MASTER.acme.com
Secondary NameNode
master service.

RESOURCEMANAGER_HOST | The FQDN for the cluster RESOURCE- Mandatory
node that will run the YARN | MANAGER.acme.com
Resource Manager master
service.

HIVE_SERVER_HOST The FQDN for the cluster HIVE-SERVER- Mandatory
node that will run the Hive |MASTER.acme.com
Server master service.

OOZIE_SERVER_HOST The FQDN for the cluster OOZIE-SERVER- Mandatory
node that will run the Oozie | MASTER.acme.com
Server master service.

WEBHCAT_HOST The FQDN for the cluster WEBHCAT- Mandatory
node that will run the MASTER.acme.com
WebHCat master service.

FLUME_HOSTS A comma-separated list FLUME-SERVICE1.acme.com, | Mandatory
of FQDN for those cluster FLUME-SERVICE2.acme.com,
nodes that will run the FLUME-SERVICE3.acme.com
Flume service.

HBASE_MASTER The FQDN for the cluster HBASE-MASTER.acme.com | Mandatory
node that will run the HBase
master.

HBASE_REGIONSERVERS A comma-separated list slave1.acme.com, Mandatory

of FQDN for those cluster
nodes that will run the

slave2.acme.com,
slave3.acme.com
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Configuration Property
Name

Description

Example Value

Mandatory/Optional

HBase Region Server
services.

SLAVE_HOSTS

A comma-separated list

of FQDN for those cluster
nodes that will run the
DataNode and TaskTracker
services.

slave1.acme.com,
slave2.acme.com,
slave3.acme.com

Mandatory

ZOOKEEPER_HOSTS

A comma-separated list
of FQDN for those cluster
nodes that will run the
ZooKeeper hosts.

ZOOKEEEPER-
HOST.acme.com

Optional

FALCON_HOST

A comma-separated list
of FQDN for those cluster
nodes that will run the
Falcon hosts.

falcon.acme.com,
falcon1.acme.com,
falcon2.acme.com

Optional

KNOX_HOST

The FQDN of the Knox
Gateway host.

KNOX-HOST.acme.com

Optional

STORM_SUPERVISORS

A comma-separated list
of FQDN for those cluster
nodes that will run the
Storm Supervisor hosts.

supervisor.acme.com,
supervisor1.acme.com,
supervisor2.acme.com

Optional

STORM_NIMBUS

The FQDN of the Storm
Nimbus Server.

STORM-HOST.acme.com

Optional

DB_FLAVOR

Database type for Hive

and Oozie metastores
(allowed databases are SQL
Server and Derby). To use
default embedded Derby
instance, set the value of
this property to derby. To
use an existing SQL Server
instance as the metastore
DB, set the value as mssq|l.

mssql or derby

Mandatory

DB_PORT

Port address, required
only if you are using SQL
Server for Hive and Oozie
metastores.

1433 (default)

Optional

DB_HOSTNAME

FQDN for the node where
the metastore database
service is installed. If using
SQL Server, set the value to
your SQL Server host name.
If using Derby for Hive
metastore, set the value to
HIVE_SERVER_HOST.

sqglserver1.acme.com

Mandatory

HIVE_DB_NAME

Database for Hive
metastore. If using SQL
Server, ensure that you
create the database on the
SQL Server instance.

hivedb

Mandatory

HIVE_DB_USERNAME

User account credentials for
Hive metastore database
instance. Ensure that

this user account has
appropriate permissions.

hive_user

Mandatory

HIVE_DB_PASSWORD

User account credentials for
Hive metastore database
instance. Ensure that

hive_pass

Mandatory
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Configuration Property
Name

Description

Example Value

Mandatory/Optional

this user account has
appropriate permissions.

OOZIE_DB_NAME

Database for Oozie
metastore. If using SQL
Server, ensure that you
create the database on the
SQL Server instance.

ooziedb

Mandatory

OOZIE_DB_USERNAME

User account credentials
for Oozie metastore
database instance. Ensure
that this user account has
appropriate permissions.

oozie_user

Mandatory

OOZIE_DB_PASSWORD

User account credentials
for Oozie metastore
database instance. Ensure
that this user account has
appropriate permissions.

oozie_pass

Mandatory

DEFAULT_FS

Default file system.

HDFS

RESOURCEMANAGER_HOST

Host used for Resource
Manager

IS_TEZ

Installs the Tez component
on Hive host.

YES or NO

Optional

ENABLE_LZO

Enables the LZO codec for
compression in HBase cells.

YES or NO

Optional

IS_PHOENIX

Installs Phoenix on the
HBase hosts.

YES or NO

Optional

IS_HDFS_HA

Specify whether to enable
High Availability for HDFS

YES or NO

Mandatory

HIVE_DR

Indicates whether you want
to install HiveDR

YES or NO

Optional

Configuration Values: High Availability

To ensure that a multi-node cluster remains available, configure and enable High
Availability. Configuring High Availability includes defining locations and names of hosts
in a cluster that are available to act as journal nodes and a standby name node in the
event that the primary name node fails. To configure High Availability, add the following
properties to your cluster properties file, and set their values as follows:

when you start cluster services.

To enable High Availability, you must also run several HA-specific commands

Configuration Property
Name

Description

Example Value

Mandatory/Optional

HOSTS

of FQDN for those cluster
nodes that will run the
JournalNode processes.

journalnode2.acme.com,
journalnode3.acme.com

HA Whether to deploy a highly |yes or no Optional
available NameNode or not.
NN_HA_JOURNALNODE_ A comma-separated list journalnode1.acme.com, Optional

41



Hortonworks Data Platform

Mar 1, 2016

Configuration Property
Name

Description

Example Value

Mandatory/Optional

NN_HA_CLUSTER_NAME This name is used for both hdp2-ha Optional
configuration and authority
component of absolute
HDFS paths in the cluster.

NN_HA_JOURNALNODE_ This is the absolute path on |d:\hadoop\journal Optional

EDITS_DIR

the JournalNode machines
where the edits and other
local state used by the
JournalNodes (JNs) are
stored. You can only

use a single path for this
configuration.

NN_HA_STANDBY_
NAMENODE_HOST

The host for the standby
NameNode.

STANDBY_NAMENODE.acme

.Qptional

RM_HA_CLUSTER_NAME A logical name for the HA Resource Manager Optional
Resource Manager cluster.
RM_HA_STANDBY_ The FQDN of the standby rm-standby-host.acme.com | Optional

RESOURCEMANAGER_
HOST

resource manager host.

Configuration Values: Ranger

Note

2

Table 2.13. Ranger configuration information

"Mandatory" means that the property must be specified if Ranger is enabled.

database. (MySQL should
be up and running at
installation time). This

can be the same as
RANGER_ADMIN_DB_HOST

Configuration Property Description Example Value Mandatory/Optional/
Name Conditional
RANGER_HOST Host name of the host WIN-QOEOPEACTR Mandatory
where Ranger-Admin and
Ranger-UserSync services will
be installed
RANGER_ADMIN_DB_HOST | MySQL server instance for localhost Mandatory
use by the Ranger Admin
database host. (MySQL
should be up and running at
installation time.)
RANGER_ADMIN_DB_PORT |Port number for Ranger- 3306 Mandatory
Admin database server
RANGER_ADMIN_DB_ROOT_| Database root password adm2 Mandatory
PASSWORD (required for policy/audit
database creation)
RANGER_ADMIN_DB_ Ranger-Admin policy ranger (default) Mandatory
DBNAME database name
RANGER_ADMIN_DB_ Ranger-Admin policy rangeradmin (default) Mandatory
USERNAME database user name
RANGER_ADMIN_DB_ Password for the RangerAdminPassWORd Mandatory
PASSWORD RANGER_ADMIN_DB_USERNAME
user
RANGER_AUDIT_DB_HOST |Host for Ranger Audit localhost Mandatory
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Configuration Property Description Example Value Mandatory/Optional/
Name Conditional

or you can specify a

different server.
RANGER_AUDIT_DB_PORT | Port number where Ranger- |3306 Mandatory

Admin runs audit service
RANGER_AUDIT_DB_ROOT |Database password for the |RangerAuditPassWORd Mandatory
_PASSWORD RANGER_AUDIT_DB_USERNAME

(required for audit database

creation)
RANGER_EXTERNAL_URL URL used for Ranger localhost:8080 Optional
RANGER_AUDIT_DB_ Ranger audit database ranger_audit (default) Mandatory
DBNAME name. This can be a

different database in the

same database server

mentioned above.
RANGER_AUDIT_DB_ Database user that performs | rangerlogger (default) Mandatory
USERNAME all audit logging operations

from Ranger plugins
RANGER_AUDIT_DB_ Database password for the |RangerAuditPassWORd Mandatory
PASSWORD RANGER_AUDIT_DB_USERNAME

user
RANGER_AUTHENTICA- Authentication Method None: allows only users Mandatory

TION_METHOD

used to login into the Policy
Admin Tool.

created within Policy Admin
Tool (default) LDAP: allows
users to be authenticated
using Corporate LDAP.

AD: allows users to be
authenticated using a Active
Directory.

RANGER_LDAP_URL

URL for the LDAP service

ldap://71.127.43.33:386

Mandatory if authentication
method is LDAP

RANGER_LDAP_
USERDNPATTERN

LDAP DN pattern used
to locate the login user

(uniquely)

uid={0},ou=users,dc=ranger2,
dc=net

Mandatory if authentication
method is LDAP

RANGER_LDAP_
GROUPSEARCHBASE

Defines the part of the
LDAP directory tree under
which group searches
should be performed

ou=groups,dc=ranger2,
dc=net

Mandatory if authentication
method is LDAP

RANGER_LDAP_
GROUPSEARCHFILTER

LDAP search filter used to
retrieve groups for the login
user

(member=uid={0},ou=users,
dc=ranger2,dc=net)

Mandatory if authentication
method is LDAP

RANGER_LDAP_
GROUPROLEATTRIBUTE

Contains the name of the
authority defined by the
group entry, used to retrieve
the group names from the
group search filters

Mandatory if authentication
method is LDAP

RANGER_LDAP_AD_
DOMAIN

Active Directory Domain
Name used for AD login

rangerad.net

Mandatory if authentication
method is Active Directory

RANGER_LDAP_AD_URL

Active Directory LDAP URL
for authentication of user

Idap://ad.rangerad.net:389

Mandatory if authentication
method is Active Directory

RANGER_POLICY_ADMIN
_URL

URL used within policy
admin tool when a link to
its own page is generated
in the policy admin tool
website

localhost:6080

Optional

RANGER_HDFS_REPO

The repository name used
in Policy Admin Tool for

defining policies for HDFS

hadoopdev

Mandatory if using Ranger
on HDFS
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Configuration Property
Name

Description

Example Value

Mandatory/Optional/
Conditional

RANGER_HIVE_REPO The repository name used hivedev Mandatory if using Ranger
in Policy Admin Tool for on Hive
defining policies for Hive

RANGER_HBASE_REPO The repository name used hbasedev Mandatory if using Ranger
in Policy Admin Tool for on HBase
defining policies for HBase

RANGER_KNOX_REPO The repository name used knoxdev Mandatory if using Ranger
in Policy Admin Tool for on Knox
defining policies for Knox

RANGER_STORM_REPO The repository name used stormdev Mandatory if using Ranger
in Policy Admin Tool for on Storm
defining policies for Storm

RANGER_SYNC_INTERVAL |Specifies the interval 5 Mandatory
(in minutes) between
synchronization cycles.

Note: the second sync cycle
will NOT start until the first
sync cycle is complete.

RANGER_SYNC_LDAP_URL |LDAP URL for synchronizing |ldap:// Mandatory
users Idap.example.com:389

RANGER_SYNC_LDAP_ LDAP bind DN used to cn=admin,ou=users, Mandatory

BIND_DN connect to LDAP and query |dc=hadoop,dc=apache, dc-
for users and group. This org
must be a user with admin
privileges to search the
directory for users/groups.

RANGER_SYNC_LDAP_ Password for the LDAP bind |LdapAdminPassWORd Mandatory

BIND_PASSWORD DN

RANGER_SYNC_LDAP_ Scope for user search base, one and sub are Mandatory

USER_SEARCH_SCOPE supported values

RANGER_SYNC_LDAP_ Object class to identify user | person (default) Mandatory

USER_OBJECT_CLASS entries

RANGER_SYNC_LDAP_ Attribute from user entry cn (default) Mandatory

USER_NAME_ATTRIBUTE that will be treated as user
name

RANGER_SYNC_LDAP_ Attribute from user entry One or more attribute Mandatory

USER_GROUP_NAME whose values will be treated | names separated by

_ATTRIBUTE as group values to be commas, such as:
pushed into the Policy memberof,ismemberof
Manager database.

RANGER_SYNC_LDAP_ Convert all user names to none: no conversion; keep | Mandatory

USERNAME_CASE lowercase or uppercase as-is in SYNC_SOURCE.

_CONVERSION lower: (default) convert

to lowercase when saving
user names to the Ranger
database. upper: convert to
uppercase when saving user
names to the Ranger db.

RANGER_SYNC_LDAP_ Convert all group names to | (same as user name case Mandatory

GROUPNAME_CASE lowercase or uppercase conversion property)

_CONVERSION

RANGER_SYNC_LDAP_ Search base for users ou=users,dc=hadoop, Mandatory

USER_SEARCH_BASE dc=apache,dc=org

AUTHSERVICEHOSTNAME | Server Name (or IP address) |localhost (default) Mandatory

where Ranger-Usersync
module is running (along
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Configuration Property Description Example Value Mandatory/Optional/
Name Conditional

with Unix Authentication

Service)
AUTHSERVICEPORT Port Number where Ranger- | 5151 (default) Mandatory

Usersync module is running
the Unix Authentication
Service

POLICYMGR_HTTP_ENABLED Flag to enable/disable HTTP |true (default) Mandatory
protocol for downloading
policies by Ranger plugin
modules

REMOTELOGINENABLED Flag to enable/disable true (default) Mandatory
remote Login via Unix
Authentication Mode

SYNCSOURCE Specifies where the user/ LDAP
group information is
extracted to be put into
ranger database.

The following snapshot illustrates a sample cluster properties file:

A Typi cal Hadoop C uster.
#Log directory
HDP_LOG DI R=d: \ hadoop\ | ogs

#Data directory

HDP_DATA_DI R=d: \ hadoop\ dat a

HDFS_NAMENCDE_DATA DI R=d: \ hadoop\ dat a\ hdf s\ nn, c: \ hdpdat a, d: \ hdpdat ann
HDFS _DATANODE DATA DI R=d: \ hadoop\ dat a\ hdf s\ dn, c: \ hdpdat a, d: \ hdpdat adn

#Host s

NAMVENODE _HOST=onpr em r anger 1
SECONDARY_NAVENCDE_HOST=onpr em r anger 1
H VE_SERVER HOST=onpremranger 1
Ozl E_SERVER _HOST=onpr em r anger 1
VEBHCAT_HOST=onpr em r anger 1
FLUVE_HOSTS=onpr em r anger 1
HBASE_MASTER=onpr em r anger 1
HBASE_REG ONSERVERS=onpr em r anger 2
SLAVE _HOSTS=onpr em r anger 2
ZOOKEEPER_HOSTS=onpr em r anger 1
KNOX_HOST=onpr em r anger 2
STORM_SUPERVI SCRS=onpr em r anger 2
STORM_NI MBUS=onpr em r anger 1

| S_SLI DER=

#Dat abase host

DB_FLAVOR=nssql

DB_PORT=9433

DB _HOSTNAME=si ngl ehcat ns7. cl oudapp. net

#Hi ve properties

H VE_DB_NAME=onpr ent anger 1hi ve
H VE_DB_USERNAME=hi ve

HI VE_DB_PASSWORD=hi ve

HI VE_DR=YES

45



Hortonworks Data Platform Mar 1, 2016

#Qozi e properties

OQZI E_DB_NAME=o0npr enr anger 100zi e
OQZI E_DB_USERNANME=00zi €

OQZI E_DB_PASSWORD=00zi €

#ASV/ HDFS properti es

DEFAULT_FS=HDFS

RESOURCEMANAGER _HOST=onpr em: r anger 1

| S TEZ=yes

ENABLE_LZO=yes

RANGER_HOST=onpr em r anger 1

RANGER_ADM N_DB_HOST=l ocal host

RANGER_ADM N_DB_PORT=3306

RANGER_ADM N_DB_ROOT_PASSWORD=hcat t est

RANGER_ADM N_DB_DBNAME= xasecure

RANGER_ADM N_DB_USERNAME= xaadm n

RANGER_ADM N_DB_PASSWORD=adni n

RANGER_AUDI T_DB_HOST=I ocal host

RANGER_AUDI T_DB_PORT=3306

RANGER_AUDI T_DB_ROOT_PASSWORD=hcat t est
RANGER_EXTERNAL_URL=htt p:/ /| ocal host : 6080

RANGER _AUDI T_DB DBNAME= xasecur e

RANGER_AUDI T_DB_USERNAME= xal ogger

RANGER_AUDI T_DB_PASSWORD=xal ogger

RANGER_AUTHENTI CATI ON_METHOD=LDAP

RANGER_LDAP_URL=I dap: // 71. 127. 43. 33: 389

RANGER _LDAP_USERDNPATTERN=ui d={ 0}, ou=user s, dc=xasecur e, dc=net
RANGER _LDAP_GROUPSEARCHBASE=0u=gr oups, dc=xasecur e, dc=net
RANGER _LDAP_GROUPSEARCHFI LTER=( nenber =ui d={ 0} , ou=user s, dc=xasecur e, dc=net)
RANGER_LDAP_GROUPROLEATTRI BUTE=cn

RANGER_POLI CY_ADM N_URL=htt p://| ocal host : 6080
RANGER_HDFS_REPC=hadoopdev

RANGER_HI VE_REPO=hi vedev

RANGER_HBASE _REPO=hbasedev

RANGER KNOX_ REPO=knoxdev

RANGER_STORM _REPO=st or ndev

RANGER_SYNC_| NTERVAL=360

RANGER_SYNC LDAP_URL=| dap://10. 0. 0. 4: 389

RANGER_SYNC _LDAP_BI ND_DN=cn=Admi ni st r at or, cn=user s, dc=hwge, dc=net
RANGER_SYNC _LDAP_BI ND_PASSWORD=Hor t on! #%wor ks
RANGER_SYNC LDAP_USER SEARCH SCOPE=sub

RANGER_SYNC _LDAP_USER _OBJECT _CLASS=per son

RANGER_SYNC LDAP_USER NAME_ATTRI BUTE=cn
RANGER_SYNC_LDAP_USER GROUP_NAME_ATTRI BUTE=nenber of , i smenber of
RANGER_SYNC_LDAP_USERNAME_CASE _CONVERSI ON=| ower
RANGER_SYNC _LDAP_GROUPNAME_CASE_CONVERSI ON=Il ower
AUTHSERVI CEHOSTNAME=I| ocal host

AUTHSERVI CEPORT=5151

RANGER_SYNC LDAP_USER SEARCH BASE=cn=user s, dc=hwge, dc=net
POLI CYMGR_HTTP_ENABLED=t r ue

REMOTEL OG NENABLED=t r ue

SYNCSOURCE=LDAP
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This section describes the HDP MSI Installer, and explains three different options for
deploying a multi-node Hadoop cluster from the command line or from a script. When
installing HDP from the command line, the Hadoop setup script parses the cluster
properties file and determines which services to install for each host.

This section describes the HDP MSI installer command line options and explains which
HDP public properties to use when installing a multi-node Hadoop Cluster. The installation
process runs in the background.

HDP MSI Installer command format

The HDP MSI Installer command includes the nsi exec command, a set of standard
installer options, and HDP public properties. For example:

nsiexec /gn /lv log_file /i msi_file MSI USEREALADM NDETECTI ON=1
HDP_DI R=i nstal | _dir

HDP_LAYQOUT=cl ust er _properties_file
HDP_USER_PASSWORD=passwor d
DESTROY_DATA=YES_OR_NO
HDP=YES_OR_NO

FLUVE=YES or _NO

HBASE=YES_or _NO

KNOX=YES_or _NO

KNOX_MASTER SECRET=secr et
FALCON=YES_or _NO

STORMEYES or _NO

RANGER=YES_or _NO

where:

nmsiexec /qgn /lv log_ file /i msi_file MSIUSEREALADM NDETECTI ON=1 is
the set of standard installer options recommended by Hortonworks.

Everything following /i mnsi _fil e MSI USEREALADM NDETECTI ON=1 is a public
property.

* / gn (quiet, no Ul) suppresses the HDP Setup Window. Use /qb (quiet basic) to suppress
the HDP Setup and show a progress bar.

*/1v log_fil e (logverbose) creates a verbose installation log with the name you
specified. If only a file name is provided, the installation log file is created in the directory
where nmsi exec was launched.

e /i mei_fil e pointstothe HDP Installer file. We recommend specifying the absolute
path.
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» MSI USEREALADM NDETECTI ON=1 ensures that the user running the installer has true
administrator permissions.

For more information about standard nmsi exec options, enter nsi exec /? ina

command prompt.

3.1.2. HDP Public Properties

You can set the following properties when you run nsi

Table 3.1. Property value information

exec:

Property

Mandatory?

Value

Associated Value(s) in
Cluster Properties file

Description

DESTROY_DATA

Y

Yes or No

none

Specify No to keep
existing data from
previous installation.
No does not format
the NameNode.
Specify Yes to
remove all existing
or previous HDP
data and format the
NameNode, creating
an installation with a
clean data slate.

HDP_USER_PASSWORD

Y

password

none

Password defined
when creating the
Hadoop user. Note
that if the password
does not meet your
password policy
standards, the
installation will fail.

HDP_LAYOUT

clusterproperites_
full_path

none

Absolute path to the
Cluster Properties
file. Note that
relative paths are not
supported and the
path may not contain
spaces. For example,
c:\MSI_Install
\clusterproperties.txt.

HDP_DIR

install_dir

none

Absolute path to
the Hadoop root
directory where HDP
components are
installed.

HDP

Yes or No

Setting this to Yes
instructs the MSI to
install optional HDP
components such as
Flume, HBase, Knox,
Falcon and Storm.
When enabled, you
must specify the
components on the
command line; for
example: HDP="YES"
KNOX=" YES"

KNOX_SECRET="secr

et
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Property

Mandatory?

Value

Associated Value(s) in
Cluster Properties file

Description

FALCON=" NO'
HBASE=" YES"
FLUME=" NO'
STORME" NO'.
Excluding the optional
components from the
command line causes
the installation to fail.

FLUME

Yes or No

FLUME_HOSTS

Includes the
installation of Flume
components on the
hosts matching the
name defined in the
cluster properties file.

HBASE

Yes or No

HBASE_MASTER

HBASE_REGIONSERVER

Includes the
installation of HBase
%omponents on the
hosts matching the
name defined in the
cluster properties file.

KNOX

Yes or No

KNOX_HOST

Includes the
installation of Knox
gateway on the

host matching the
name defined in the
cluster properties
file. When yes, the
KNOX_SECRET must
also be specified as a
parameter.

KNOX_MASTER_SECRE

N

secret

none

Specified only when
KNOX="YES". The
master secret to
protect Knox security
components, such as
SSL certificates.

FALCON

Yes or No

FALCON_HOSTS

Includes the
installation of the
Falcon components on
the host matching the
name defined in the
cluster properties file.

STORM

Yes or No

STORM_NUMBER

STORM_SUPERVISORS

Includes the
installation of the
Storm components on
the host matching the
name defined in the
cluster properties file.

RANGER

Yes or No

RANGER_HOST

Includes the
installation of the
Ranger Admin and
User Sync components
on the host matching
the name defined in
the cluster properties
file.

For optional HDP Components such as Knox and Falcon, include HDP=yes and specify
"yes" or "no" for the components you would like to install or not, respectively. For example:
FLUME=No HBASE=yes KNOX=no FALCON=no STORM=no.
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This command needs to run in the command-line interface of each node in your cluster. If
you are not installing any optional components, specify HDP=no.

Components are only installed if the host name matches a value in the cluster properties

file. For examples of msiexec commands, see Option 3: Installing HDP from the Command
Line.

Many Windows data centers have standard corporate procedures for performing
centralized push-install of software packages to hundreds or thousands of computers at the
same time. In general, these same procedures also allow a centralized push-install of HDP to
a Hadoop cluster.

If your Data Center already has such procedures in place, then follow this checklist:

1. ldentify and configure the hosts for the Hadoop cluster nodes.

2. On the host nodes, complete all the prerequisites described in Before You Begin. Make
sure you set an environment variable for JAVA_HOME. (Remember, Java cannot be
installed in a location where the pathname includes spaces.)

Be especially careful to identify:

* Supported operating system

» Dependent software and environment variable settings

Enable PowerShell remote scripting and set cluster nodes as trusted hosts

Resolvable host names and static IPv4 addresses
* Open ports required for HDP operation

3. Download the HDP Windows Installation package. This package includes a sample
cluster properties file called cl ust er properties. txt.

4. Create (or edit) the cluster properties file using your host information. See Defining
Cluster Properties.

Nodes in the cluster communicate with each other using the host name or

IP address defined in the cluster properties file. For multi-homed systems
(systems that can be accessed internally and externally) and systems with
more than one NIC, ensure that the preferred name or IP address is specified
in the Cluster Properties file.

5. Use your standard procedures to push both the HDP Installer MSI and the custom cluster
properties file to each node in the cluster.
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6. Continue to use your standard procedures to execute the installation remotely, using the
parameters documented in About the HDP MSI Installer and HDP Public Properties. For
examples of msi exec commands, see Option 3: Installing HDP from the Command Line.

E

The HDP Installer unpacks the MSI contents to Syst enDri ve

\ Hadoopl nst al | Fi | es. A detailed installation log is located at
Syst enDri ve\ Hadoopl nst al | Fi | es\ HadoopSet upTool s

\ hdp- 2. 4. 0. 0. wi npkg. i nst al | . Do not remove this folder; it is
required for uninstalling HDP.

7. Examine the results and/or logs from your standard procedures to ensure that all nodes
were successfully installed.

After the installation completes, configure and start the Hadoop services.

Hortonworks provides a PowerShell script called push_i nst al | _hdp. ps1, which is
included in the resources directory of the installer zip. The script installs HDP one system at
a time on all hosts defined in the cluster properties file. Use this script to deploy HDP to a
small test cluster. The script does not require shared storage, it copies the installation files
to the target using the Windows Administrative Share.

Before running the script, ensure that the Admin Share is enabled on all cluster hosts, and
that the Administrator account executing the script has the privileges to write to the cluster
hosts.

To use the Push Install HDP script:

1. On the host nodes, complete all the prerequisites described in Before You Begin. Make
sure you set an environment variable for JAVA HOVE. (Remember, Java cannot be
installed in a location where the pathname includes spaces.)

Be especially careful to identify:
* Supported operating system

* Dependent software and environment variable settings

* Enable PowerShell remote scripting and set cluster nodes as trusted hosts

Resolvable host names and static IPv4 addresses
¢ Open ports required for HDP operation
2. Additionally, on each host:

* Enable the Administrative Share:
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netsh firewall set service type renpteadnm n enabl ed

* Create the a target directory to which the installer can copy the files used for the
installation:

nkdi r D:\ MBI _Install

3. Download the HDP Windows Installation package. The package includes a sample cluster
properties file called cl ust er properti es. t xt.

4. Define your cluster properties and save them in a file; see Manually Creating a Cluster
Properties File.

Nodes in the cluster communicate with each other using the host name or

IP address defined in the cluster properties file. For multi-homed systems
(systems that can be accessed internally and externally) and systems with
more than one NIC, ensure that the preferred name or IP address is specified
in the Cluster Properties file.

5. Copy the HDP MSI Installer, your custom cluster properties file, and
push_i nstal | _hdp. ps1 to the source directory on the master install node (the host
from which you are running the push install).

6. Determine the MSI command line parameters. For information about parameters, see
About the HDP MSI Installer and HDP Public Properties. For examples of nsi exec
commands, see Installing HDP from the Command Line.

7. On the master install node, open a command prompt withrun as Adm ni strat or,
and enter:

cd source_pat hpower shel |
-File push_install _hdp. psl
source_path
destination_path
clusterproperties_file

files_|ist

ski p

nsi exec_conmand
-paral |l el
where:

e sour ce_pat h is the absolute path to the installation files. This directory must
contain the HDP MSI and the cluster properties file, as well as any other files the
installer will push to the cluster nodes; for example, D: \ M5l _I nstal | .

e desti nati on_pat h is the absolute path to an existing directory on the target
cluster nodes. All nodes must have this directory. The installer copies files_list from
sour ce_pat htodesti nati on_pat h. Specify destination path as a local path on
the target host; for example, D: \ M5l _I nstal | .

e clusterproperties_fil eisthe name of your custom cluster properties file; for
example, cl ust er properti es. t xt. (Do NOT include the path to the file.)

52


http://public-repo-1.hortonworks.com/HDP-Win/2.4/2.4.0.0/hdp-2.4.0.0.zip
ref-7a45a9ae-7f31-4756-be23-480dadaad613.1.html
ref-7a45a9ae-7f31-4756-be23-480dadaad613.1.html
ref-d1253c1b-8012-4a61-98b6-212ed4292dda.1.html
ref-d1253c1b-8012-4a61-98b6-212ed4292dda.1.html
ref-78e929e1-b8e0-42b9-94f3-cdf08924bb7c.1.html

Hortonworks Data Platform Mar 1, 2016

o files_Ilist isacomma-delimited list of file names that the installer copies from
sour ce_pat h to all cluster hosts.

The list must contain both the cluster property and HDP Installer file names; for
example, hdp- 2. 4. 0. 0. wi npkg. nsi, cl ust er. properti es. The list cannot
contain spaces. Ensure that all the listed files are in the sour ce_pat h.

@ When deploying HDP with the LZO compression enabled, put the
following three files (from the Windows Installation zip) into the directory
that contains the HDP for Windows Installer, and the cluster.properties
file, and include them in the file list:

* hadoop-1z0-0.4.19.2.2.0.0-2060
* gpl conpression. dl |
*lzo2.dll

 ski p forces the installation on all nodes of a cluster.

e nsi exec_command is the complete installation command that the script executes on
the target nodes.

e -paral | el allows parallel installation on all hosts, rather than installing one at a
time.

E

The installer script returns error messages or successful results to the Install Master host.
These messages are displayed when the script finishes. Examine these results to ensure that
all nodes were successfully installed.

Parallel results are not always correctly deployed, and you must manually
validate any parallel installations.

On each node, the HDP Installer unpacks the MSI contents to Syst enDri ve
\ Hadoopl nst al | Fi | es\ HadoopSet upTool s\ hdp-2. 4. 0. 0. wi npkg. i nstall.
This folder is required to uninstall HDP; do not remove it.

Use the following instructions to install a single Hadoop cluster node from the command
line using a cluster properties file:

1. On the host nodes, complete all the prerequisites described in Before You Begin. Be
especially careful to identify:

* Supported operating system
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* Dependent software and environment variable settings
* Enable PowerShell remote scripting and set cluster nodes as trusted hosts

Resolvable host names and static IPv4 addresses

* Open ports required for HDP operation

2. Download the HDP Windows Installation package. This package includes a sample
cluster properties file, called cl ust er properti es. t xt.

3. Create a cluster properties file using your host information; see Defining Cluster
Properties.

=

Nodes in the cluster communicate with each other using the host name or

IP address defined in the cluster properties file. For multi-homed systems
(systems that can be accessed internally and externally) and systems with
more than one NIC, ensure that the preferred name or IP address is specified
in the Cluster Properties file.

4. Place the MSI and custom cluster properties file in a local subdirectory on the host. Only
the Hadoop Services that match the system's host name in the cluster properties file will
be installed.

5. Use the same cluster properties file on every node in the cluster.

6. (Optional) When installing HDP with HDFS compression enabled, put the following three
files (from the HDP for Windows Installation zip) into the directory that contains the
HDP for Windows Installer and the cluster properties file:

* hadoop-1zo0-0.4.19. 2.2.0.0-2060
e gpl conpression. dl |

*lzo2.dll

7. The following two examples show nsi exec commands with HDP parameters.

X

These examples assume that you would like to destroy any existing HDP
data. If you have existing data that you wish to keep, set DESTROY_DATA to
no.

Open a command prompt with the run as Admi ni strat or option, and enter the
following:
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nsi exec /gqn /i c:\ NSl _Downl oad\ hdp- 2. 4. 0. O\ hdp- 2. 4. 0. O\ hdp- 2. 4. 0. 0. wi npkg.
nsi

[1v c:\ NSl _Downl oad\ hdp. | og

HDP_LAYOUT=c: \ M5l _Downl oad\ Cl ust er. properties
HDP_DI R=c: \ hdp

HDP=yes

DESTROY_DATA=yes

USEROOT=yes

HDP_USER PASSWORD=Test User 123

KNOX=no

FALCON=no

STORM=no

RANGER=" Yesor No"

KNOX_MASTER_SECRET=passwor d

To install a basic cluster with HBase, use the following command on every node:

nmsiexec /qn /i D:\WMSI _Install\hdp-2.4.0.0.w npkg. nsi
[Iv D\MSI _Install\hdp. | og

MSI USEREALADM NDETECTI ON=1

HDP_LAYQUT=D: \ MSI _I nstal l\cluster.properties
HDP_DI R=D: \ hdp

DESTROY_DATA=yes

HDP_USER_PASSWORD=passwor d

HDP=yes

KNOX=no

FALCON=no

HBase=yes

STORM=NO

FLUVE=NnO

RANGER=No

KNOX_MASTER_SECRET=passwor d

For a description of command line options, see Standard Installer Options.

8. The HDP Installer unpacks the MSI contents to Syst enDr i ve\ Hadoopl nstal | Fi | es.
A detailed installation log is located at Syst enDr i ve\ Hadoopl nstal | Fi | es
\ HadoopSet upTool s\ hdp- 2. 3. 0. 0. wi npkg. i nst al | . This folder is required to
uninstall HDP; do not remove it.

X

If you are reinstalling HDP and wish to delete existing data but you did not
specify DESTROY_DATA=YES, you need to format the HDFS file system. Do
not format the file system if you are upgrading an existing cluster and wish to
preserve your data. Formatting will delete your existing HDP data.

To format the HDFS file system, open the Hadoop Command Line shortcut on the
Windows desktop, and then enter:

runas /user: hadoop "cnd /K HADOOP_HOWVE\ bi n\ hadoop nanenode -format"
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HDP client libraries are Java libraries that facilitate communication from a remote host. An
HDP client library has all the HDP JAR files on it for communicating with Hive, HDFS, etc.
Note that you will not find any HDP service running on the client host machine.

Use the following instructions to install HDP client libraries on a remote host:
1. Copy existing clusterproperties.txt file from any host machine in your cluster.

2. Run the HDP installer from the client host. Execute the following command on your
client host machine:

nsi exec

li "<$NMBI _PATH>"

/lv "<$PATH to_Installer_Log File>"
HDP_LAYOUT="<$PATH to_cl usterproperties.txt_File>"
HDP_DI R="<$PATH to_HDP_Instal | _Dir>"
DESTROY_DATA="<Yes_ OR No>"

where:

* HDP_LAYOUT: Mandatory parameter. Provide location of the copied
clusterproperties.txt file on your client host machine (For example, d: \ confi g
\cl ust erproperties.txt). The pathtothecl ust erproperties. txt file must
be absolute. Relative paths do not work.

¢ HDP_DIR: Optional parameter. Install directory for HDP (For example, d:\hdp). The
default value is <$Default_Drive>/hdp.

* DESTROY_DATA: Optional parameter. Specifies whether to preserve or delete existing
data in target data directories (allowed values are undefined(default), yes, and no).
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4. Configuring HDP Components and
Services

This section describes component settings that must be updated, or additional software
that must be installed, after installing HDP components.

Use one of the methods in Defining Cluster Properties to modify the cluster properties file.
When you are finishing modifying cluster properties, start HDP services.

4.1. Configuring Hadoop Client Memory

You can use the Hadoop client to submit jobs to the Hadoop cluster. You might need to
optimize the Hadoop client memory allocated by to the client machine. The Hadoop client
memory is the amount of RAM utilized by the Hadoop client process and is defined in the
%HADOOP_HOVE% et ¢\ hadoop\ hadoop- env. cnd configuration file. To set the Hadoop
client memory configuration, run the following command:

set HADOOP_CLI| ENT_OPTS=- XnxMenor y_anount

where Menory_anount is the new RAM specification.

4.2. Enable HDP Services

By default the following HDP services are disabled:

* Apache Falcon

¢ Apache Flume agent

¢ Apache Knox REST API

¢ Apache Hadoop thrift or Apache Hadoop thrift2

To enable these services to start and stop using the Start Local or Remote HDP script, first
enable them in the following order. Note that the sc confi g command requires a space

between the st art option and its value.

1. Enable Thrift or Thrift2 on a cluster node.

e Note
4

Thrift and Thrift2 use the same port, so they cannot run at the same time.
sc config thrift start= denmand

OR

sc config thrift2start= demand
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2. Enable Apache Falcon:
sc config fal con start= demand
3. Enable the Flume agent:
sc config flumeagent start= demand

4. (Optional) To allow access to the cluster through the Knox Gateway, enable REST on a
cluster node:

sc config rest start= denand

4.3. (Microsoft SQL Server Only:) Configure Hive
when Metastore DB is in a Named Instance

If your site uses Microsoft SQL Server for the Hive metadata store and the Hive database
is not in the default instance (that is, in a named instance), you must configure the
connection string after the installation completes:

1. On the Hive host, open the hi ve-si te. xnl file in a text editor.

2. Add the instance name to the property of the connection URL:

<property>

<name>j avax. j do. opti on. Connect i onURL</ nane>

<val ue>j dbc: sqgl server://sqgl - host/i nstance- nane: port/ hi ve_db; creat e=true</
val ue>

<descri pti on>JDBC connect string for a JDBC netastore</description>

</ property>

where:
¢ sql - host is the SQL Server host name
* i nst ance- nane is the name of the instance that the Hive database is in
¢ hi ve_db is the name of the Hive database
3. Save the changes to hi ve-site. xnl .

4. Finish configuring Hive as described later in this chapter, before restarting the Apache
Hadoop Hive service.

4.4. Configure MapReduce on HDFS

To use MapReduce, create the MapReduce history folder, t nmp directory, application logs,
and a YARN folder in HDFS. Then set folder permissions:

%HADOOP_HOVE% bi n\ hdfs dfs -nkdir -p /mapred/ history/ done/ mapr ed/ hi story/
done_i nternedi at e
%HADOOP_HOVE% bi n\ hdfs dfs -chnod -R 1777 / mapr ed/ hi st ory/ done_i nt er nedi at e
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%HADOOP_HOVE% bi n\ hdf s dfs -chnmod 770/ mapr ed/ hi st ory/ done
%HADOOP_HOVE% bi n\ hdf s df s -chown - R hadoop: hadoopUsers / mapr ed
%HADOOP_HOVE% bi n\ hdfs dfs -chnod 755 / napred /mapred/ history
%1ADOOP_HOVE% bi n\ hdfs dfs -nkdir /tnp

%HADOOP_HOVE% bi n\ hdfs df s -chnod 777 /tnp

%HADOOP_HOVE% bi n\ hdfs df s -nkdir /app-|ogs

%HADOOP_HOVE% bi n\ hdf s df s - chown hadoop: hadoopUsers /app-| ogs
%HADOOP_HOVE% bi n\ hdf s dfs -chnmod 1777 / app-| ogs

%HADOOP_HOVE% bi n\ hdfs dfs -nkdir -p /yarn /yarn/generic-history/
%HADOOP_HOVE% bi n\ hdfs dfs -chnod -R 700 /yarn

%HADOOP_HOVE% bi n\ hdfs df s -chown - R hadoop: hadoop /yarn

To use HBase, create the HBase application data folder, and then set folder permissions:

%HADOOP_HOVE% bi n\ hdfs dfs -nkdir -p /apps/ hbase/ data
%HADOOP_HOVE% bi n\ hdf s df s -chown hadoop: hadoop / apps/ hbase/ dat a
%HADOOP_HOVE% bi n\ hdf s df s -chown hadoop: hadoop / apps/ hbase
%HADOOP_HOVE% bi n\ hdfs dfs -nkdir -p /user/hbase

%HADOOP_HOVE% bi n\ hdf s df s -chown hadoop: hadoop /user/ hbase

To use Hive, create the Hive warehouse directory, the Hive and WebHcat user directories,
and the WebHCat application folder in HDFS. Then set directory permissions so all users can
access them:

1. Open the command prompt with the hadoop user account:
runas /user: hadoop cnd
2. Make a user directory for hive and the hive warehouse directory:

%HADOOP_HOVE% bi n\ hdfs dfs -nkdir -p /user/hive /hive/warehouse

3. Make a user and application directory for WebHcat:

%1ADOOP_HOVEY bi n\ hdf s dfs -nkdir -p /user/hcat
%HADOOP_HOVE% bi n\ hdf s df s -nkdir -p /apps/webhcat

4. Change the directory owner and permissions:

%HADOOP_HOVE% bi n\ hdf s df s - chown hadoop: hadoop /user/ hi ve
%-ADOOP_HOVE% bi n\ hdf s dfs -chnod -R 755 /user/hive
%HADOOP_HOVE% bi n\ hdf s df s -chown - R hadoop: user s/ hi ve/ war ehouse
%HADOOP_HOMVE% bi n\ hdf s df s -chown -R hadoop: hadoop /user/ hcat
%HADOOP_HOVE% bi n\ hdf s df s -chmod -R 777 [/ hi ve/ war ehouse
%HADOOP_HOVE% bi n\ hdf s df s -chown - R hadoop: users /apps/webhcat
%HADOOP_HOMVE% bi n\ hdf s df s -chnmod - R 755 /apps/ webhcat
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If your cluster properties file specifies | S_ TEZ=yes (use Tez for Hive), perform the
following steps after HDP deployment:

1. Open the command prompt with the hadoop account:
runas /user: hadoop cnd
2. Make a Tez application directory in HDFS:
%HADOOP_HOVE% bi n\ hdfs dfs -nkdir /apps/tez
3. Allow all users read and write access:
%HADOOP_HOVE% bi n\ hdf s df s -chmod -R 755 /apps/tez
4. Change the owner of the file to hadoop:
%-ADOOP_HOMVE% bi n\ hdf s df s -chown - R hadoop: users /apps/tez

5. Copy the Tez home directory on the local machine, into the HDFS / apps/tez
directory:

%ADOOP_HOVE% bi n\ hdf s df s -put %EZ HOVE% * /apps/tez

6. Remove the Tez configuration directory from the HDFS Tez application directory:

%HADOOP_HOMVE% bi n\ hdfs dfs -rm -r -skipTrash /apps/tez/conf

7. Ensure that the following properties are set in the % VE_HOVE% conf\ hi ve-
site. xm file:

Property Default Value Description
hive.auto.convert.join. true Specifies whether Hive optimizes
noconditionaltask converting common JOIN statements

into MAPJOIN statements. JOIN
statements are converted if this
property is enabled and the sum
of size for n-1 of the tables/
partitions for an n-way join is
smaller than the size specified
with the hive.auto.convert.join.
noconditionaltask.size property.

hive.auto.convert.join. 10000000 (10 MB) Specifies the size used to calculate
noconditionaltask.size whether Hive converts a JOIN
statement into a MAPJOIN statement.
The configuration property is

ignored unless hive.auto.convert.join.
noconditionaltask is enabled.

hive.optimize. reducededuplication. |4 Specifies the minimum reducer
min.reducer parallelism threshold to meet before
merging two MapReduce jobs.
However, combining a mapreduce
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Property

Default Value

Description

job with parallelism 100 with a
mapreduce job with parallelism 1 may
negatively impact query performance
even with the reduced number of
jobs. The optimization is disabled if
the number of reducers is less than
the specified value.

hive.tez.container.size

By default, Tez uses the java options
from map tasks. Use this property
to override that value. Assigned
value must match value specified for
mapreduce.map.child.java.opts.

hive.tez.java.opts

n/a

Set to the same value as
mapr educe. map. j ava. opt s.

Adjust the settings above to your environment where appropriate; hi ve-
defaul t.xm .t enpl at e contains examples of the properties.

8. To verify that the installation process succeeded, run smoke tests for Tez and Hive.

Node labels can be used to restrict YARN applications so that the applications run only on
cluster nodes that have a specified node label. Node Labels are supported on Windows.
To enable node label support, make the following changes. See the Linux Node Labels
documentation for more information. If you do not plan to use node labels, none of these
changes are needed.

1.

Open the command prompt using the hadoop account:

runas /user: hadoop cnd

. Create a top-level YARN application directory in HDFS:

%IADOOP_HOVE% bi n\ hdfs dfs -nkdir -p /system yarn/node-I abel s

directories in the path).

. Change the owner of the file to hadoop:

. Make sure permissions are set for write access from the hadoop account (rwx for all the

%JADOOP_HOVE% bi n\ hdf s df s -chown - R hadoop: users /systeniyarn
%HADOOP_HOVE% bi n\ hdf s df s -chnmod - R 700 /systeniyarn

. Add the following property values to yar n-si te. xm :

Property

Value

yarn.node-labels.manager-class

org.apache.hadoop.yarn.server.resourcemanager.
nodelabels.RMNodeLabelsManager

yarn.node-labels.fs-store.root-dir

/system/yarn/node-labels
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Property Value

yarn.node-labels.fs-store.retry-policy-spec 2000,500

6. To verify that the installation process succeeded, run smoke tests as described in
Validating the Installation.

Apache Ranger delivers a comprehensive approach to security for a Hadoop cluster.
It provides central security policy administration across the core enterprise security
requirements of authorization, accounting, and data protection.

The Ranger Policy Manager and Ranger UserSync are installed in only one host (specified in
the HDP Setup Ranger Host parameter); the Ranger plug-ins for corresponding components
are installed wherever those components are installed.

Make sure that the MySQL database used by Ranger is set up to connect from any host in
the cluster. For multiple hosts, set up the Ranger MySQL database to connect from any host
in the cluster using the root password. To do this, enter:

grant all privileges on *.* to 'root' @% identified by
' Root Passwor dHere' ; fl ush privil eges;

E

In HDP v2.2, MySQL is the only database supported for use with Ranger.

You can configure HDFS comrpession using GzipCodec. Gzip is CPU intensive, but provides a
high compression ratio. Gzip is recommended for long term storage.

To configure compression using Gzip, for a one time job, you can execute the following
command. This does not require that you restart your cluster.

hadoop jar hadoop- exanpl es-1. 1. 0- SNAPSHOT. j ar sort

" - Dmapr ed. conpr ess. nap. out put =t r ue"

" - Dmapr ed. map. out put . conpr essi on. codec=or g. apache. hadoop. i 0. conpr ess.

&zi pCodec™

" - Dmapr ed. out put . conpr ess=t r ue"

" - Dmapr ed. out put . conpr essi on. codec=or g. apache. hadoop. i 0. conpr ess. Gi pCodec"

- out Key org. apache. hadoop. i 0. Text -outVal ue org. apache. hadoop. i 0. Text i nput
out put

To configure Gzip as the default compression, edit your cor e- si t e. xm configuration file
as follows:

core-site.xm

<property>

<name>i 0. conpr essi on. codecs</ name>

<val ue>or g. apache. hadoop. i 0. conpr ess. &i pCodec, or g. apache. hadoop. i 0. conpr ess.
Def aul t Codec, or g. apache. hadoop. i 0. conpr ess. BZi p2Codec</ val ue>
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<description>A |ist of the conpression codec cl asses that can be used

for conpressi on/ deconpressi on. </ descri ption>

</ property>

mapr ed- si t e. xm

<property>

<nane>mapr ed. conpr ess. map. out put </ nanme>

<val ue>true</val ue>

</ property>

<property>

<name>mapr ed. map. out put . conpr essi on. codec</ nane>

<val ue>or g. apache. hadoop. i 0. conpr ess. &i pCodec</ val ue>
</ property>

<property>

<nanme>mapr ed. out put . conpr essi on. t ype</ name>

<val ue<BLOCK</ val ue>

</ property>

<! — Enable the following two configs if you want to turn on job out put
conpression. This is generally not done -->

<pr operty>

<nanme>mapr ed. out put . conpr ess</ nanme>

<val ue>true</val ue>

</ property>

<property>

<nanme>mapr ed. out put . conpr essi on. codec</ nane>

<val ue>or g. apache. hadoop. i 0. conpr ess. &i pCodec</ val ue>
</ property>

LZO compression is a lossless data compression library favoring speed over compression
ratio; LZO compression is recommended for temporary tables. You can enable LZO
compression for HDP to optimize Hive query speed.

LZO compression is not enabled automatically. To enable it, perform the following steps on
each node in your cluster:

1. Copy the hadoop- | zo. j ar file from your installation zip package to
%-ADOOP_COVMON_HOVE% shar e\ hadoop\ conmon.

2. Copy gpl conpression. dl | and| zo2. dl | from your installation zip package to the
same bin folder as hadoop. dl I .

3. Ensure that the following configuration properties are setin core-si te. xm :

<property>
<name>i 0. conpr essi on. codecs</ name>
<val ue>or g. apache. hadoop. i 0. conpr ess. &i pCodec, or g. apache. hadoop. i o
conpr ess. Def aul t Codec, com hadoop. conpr essi on. | zo. LzoCodec, com hadoop.
conpr essi on. | zo. LzopCodec, or g. apache. hadoop. i 0. conpr ess. SnappyCodec</ val ue>
</ property>
<property>
<name>i 0. conpr essi on. codec. | zo. cl ass</ nanme>
<val ue>com hadoop. conpr essi on. | zo. LzoCodec</ val ue>
</ property>
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The Oozie Web Console is not enabled automatically during installation, so you should set it
up manually as part of your configuration.

1.

If it is running, use the Control Panel the stop the Oozie service if it is running. It ise
named Apache Hadoop oozieservice.

. Download the extjs-2.2 zip file and copy it to %00z E_ HOVE% extra_l i bs. For

example: D: \ hdp\ cozie-4.1.0.2.2.1.0-2190\extra_Il i bs\ext-2.2.zip.

. Prepare Oozie using the following command:

%00Z1 E_HOVE% 00zi eoozi e- wi n- di st ro\ bi n\ oozi e-set up. cnd pr epar e- war

For example:

D: \ hdp\ oozi e-4. 1. 0. 2. 2. 1. 0- 2190\ 00zi e- wi n- di st ro\ bi n\ oozi e- set up. cmd
pr epar e- war

. Restart the Oozie service.

Apache Slider lets you deploy distributed applications across a Hadoop cluster. On the
Windows platform, Slider application packages are included in the Windows Installer MSI
for HBase and Storm. (Accumulo is supported on Linux, but is not currently supported on
Windows). See Running Applications on YARN Using Slider.

If you are using MS SQL Server for Hive and Oozie metastores, you must install the MS SQL
Server JDBC driver after installing Hive or Oozie.

1.

2.

Download the SQL JDBC JAR file sqljdbc_3.0.1301.101_enu.exe.
Run the downloaded file.

(By default, the SQL JDBC driver file is extracted at c: \ User s\ Adm ni st r at or
\ Downl oads\ M crosoft SQ Server JDBC Driver 3.0.)

. Copy and paste c: \ User s\ Admi ni st rat or\ Downl oads\ M crosoft SQ

Server JDBC Driver 3.0\sqljdbc_3.0\enu\sqljdbc4.jar toH VE HOVE/
I'i b (where Hl VE_HQOVE can be set to D: \ hadoop\ hi ve- 0. 9. 0).
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4.15. Start HDP Services

Following are steps for starting local and remote services. For more information, see

4.16.

Managing HDP on Windows.

1. Start local services on the Master Nodes:

%HADOOP_NCODE% st art _| ocal _hdp_servi ces. crmd

Wait for the Master Node services to start up before continuing.

2. At any Master Node, start all slave node services:

%1ADOOP_NODE% st art _renot e_hdp_servi ces. cnd

3. At the Knox Gateway:

%HADOOP_NCODE% st art _| ocal _hdp_servi ces. cnd

4. Smoke test your installation as described in Validating the Installation.

Updating Your Configuration

Once you have installed and configured HDP, you can updated the configuration at any
time, by manually modifying any component configuration file. See the below table for the
component configuration file default locations.

If the changes you have made impact just the master service, you only need to restart the
master. If your changes are for slave services, then you need to prompagate the edited
configuration file to each slave host and restart the slave and master services on all hosts.

Table 4.3. Component configuration and log file locations

Component

Configuration file location

Log file location

Hadoop (HDFS, YARN, MapReduce)

C:\hdp\hadoop-2.7.1.2.3.0.0-2543\etc
\hadoop

C:\hadoop\logs\hadoop

ZooKeeper C:\hdp C:\hadoop\logs\zookeeper
\zookeeper-3.4.6.2.3.0.0-2543\conf

Hive C:\hdp\hive-1.2.1.2.3.0.0-2543\conf | C:\hadoop\logs\hive

HBase C:\hdp\hbase-1.1.1.2.3.0.0-2543\conf | C:\hadoop\logs\hbase

WebHCat C:\hdp C:\hadoop\logs\webhcat
\hive-1.2.1.2.3.0.0-2543\hcatalog\etc
\webhcat

Oozie C:\hdp C:\hadoop\logs\oozie
\oozie-4.2.0.2.3.0.0-2543\oozie-win-
distro\conf

Storm C:\hdp C:\hadoop\logs\storm
\storm-0.10.0.2.3.0.0-2543\conf

Knox C:\hdp\knox-0.6.0.2.3.0.0-2543\conf | C:\hadoop\logs\knox

Flume C:\hdp\flume-1.5.2.2.3.0.0-2543\conf |C:\hdp\flume-1.5.2.2.3.0.0-2543\bin

\logs
Pig C:\hdp\pig-0.15.0.2.3.0.0-2543\conf | No log files because no service is

running
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Component Configuration file location Log file location

Sqoop C:\hdp\sqoop-1.4.6.2.3.0.0-2543\conf | No log files because no service is
running

Tez C:\hdp\tez-0.7.0.2.3.0.0-2543\conf No log files because no service is
running
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After the HDP Cluster installation is completed, run the provided smoke tests to validate
the installation. These tests validate installed functionality by executing a set of tests for
each HDP component.

1.

Start HDP services:

%1ADOOP_NODE_| NSTALL_ROOT% st art _renot e_hdp_servi ces. cnd

. Open command prompt and execute cmd as hadoop user:

runas /user: hadoop cnd

. Create a smoketest user directory in HDFS, if one does not already exist:

%HADOOP_HOVE% bi n\ hdfs dfs -nkdir -p /user/snoketestuser
%HADOOP_HOVE% bi n\ hdf s df s -chown - R snpket estuser /user/snoket estuser

. Open a command prompt and run the smoke tests as the hadoop user:

runas /user:hadoop "cnd /K
%1ADOOP_NODE% Run- SnokeTest s. cnd"

(You can also create a smoketest user in HDFS as described in Appendix: Adding a
Smoketest User, and then run the tests as the smoketest user.)

(Optional) If you installed Ranger, verify that the installation was successful using any or all
of the following checks:

1.

Check whether the Database RANGER_ADM N_DB_NAME is present in the MySQL server
running on RANGER_ADM N_DB_HOST

. Check whether the Database RANGER_AUDI T_DB_NAME is present in the MySQL server

running on RANGER_AUDI T_DB_HOST

. Check whether the “ranger-admin” service is installed in ser vi ces. nsc
. Check whether the r anger - user sync service is installed in ser vi ces. nmsc

. If you plan to use the Ranger Administration Console with the UserSync feature, check

whether both services start.

. Go to the Ranger Administration Console host URL and make sure you can log in using

the default user credentials.

If you see installation failures for any HDP component, we recommend that
you reinstall HDP.
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6. Managing HDP on Windows

This section describes how to manage HDP on Windows.

6.1. Starting HDP Services

The HDP Windows installer sets up Windows services for each HDP component across
the nodes in a cluster. Use the following instructions to start HDP services from any host
machine in your cluster.

Complete the following instructions as the administrative user:

1. Start the HDP cluster by running the following command from any host in your cluster.

Important

To Enable NameNode High Availability, do so while starting HDP services. Do
not wait until all services have started.

%1ADOOP_NCODE_| NSTALL_ROOT% st art _renot e_hdp_servi ces. cnd

2. Open the Services administration pane, Cont rol Panel > Administrative
Tool s > Servi ces.

You should see a list of installed services and their status.

6.2. Enabling NameNode High Availability

If you are enabling NameNode High Availability in a multi-node cluster, you can run the
following commands on the primary and standby hosts while services are starting. Log in to
every host and run these commands as admi ni strat or.
1. On the primary host, run:

hdf s namenode -format -force

2. On each standby host, run:

hdf s nanenode -bootstrapStandby -force hdfs zkfc -formatzK -force

6.3. Validating HA Configuration

1. Verify the state of each NameNode, using one the following methods:
a. Open the web page for each NameNode in a browser, using the configured URL.

The HA state of the NameNode should appear in the configured address label; for
example, NameNode exanpl e. com 8020 (standby).
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The NameNode state may be st andby or act i ve. After bootstrapping,
the HA NameNode state is initially st andby.

b. Query the state of a NameNode using JMX(t ag. HASt at e)

¢. Query the service state using the following command:

hdf s haadmi n -get Servi ceSt at e

2. Verify automatic failover.

a. Locate the Active NameNode.

Use the NameNode web Ul to check the status for each NameNode host machine.

b. Cause a failure on the Active NameNode host machine.

Turn off automatic restart of the service.

a. In the Windows Services pane, locate the Apache Hadoop NameNode service,
right-click, and choose Pr operti es.

b. On the Recovery tab, select Take No Acti on forFirst, Second, and
Subsequent Fai | ur es, then choose Appl y.

i. Simulate a JVM crash. For example, you can use the following command to

simulate a JVM crash:

taskkill.exe /t /f /im nanmenode. exe

Alternatively, power-cycle the machine or unplug its network interface to simulate
an outage. The Standby NameNode state should become Act i ve within several
seconds.

The time required to detect a failure and trigger a failover depends
on the configuration of ha. zookeeper . sessi on-ti meout . ns
property. The default value is 5 seconds.

Verify that the Standby NameNode state is Acti ve.

a. If a standby NameNode does not activate, verify that the HA settings are
configured correctly.

b. To diagnose issues, check log files for zkf ¢ daemons and NameNode daemons.
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6.4. Stopping HDP Services

The HDP on Windows installer sets up Windows services for each HDP component across
the nodes in a cluster. To stop HDP services, run the following command from any host
machine in your cluster, while logged on as the administrative user:

%HADOOP_NCDE_| NSTALL_ROOT% st op_r enot e_hdp_servi ces. cnd
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7. Troubleshooting Your Deployment

Use the following information to troubleshoot issues encountered while deploying HDP on
the Windows platform:

7.1. Installation Errors

This section contains fixes to some common installation errors.

7.1.1. Granting Symbolic Link Privileges

Description:

You must have privileges to create sybolic links, prior to installing HDP for Windows. If you
attempt to install HDP for Windows without symbolic link creation privileges, your MSI
installation fails with the following error:

CREATE- USER: Setting password for hadoop
CREATE- USER: Granting SeCreat eSynbol i cLi nkPrivil ege
CREATE- USER: <instal |l ati on_package_pat h> -u W N2012\ hadoop +r
SeCr eat eSynbol i cLi nkPri vi |l ege
CREATE- USER FAI LURE: Failed to grant SeCreateSynbolicLi nkPrivilege
HDP FAI LURE: Failed to create Hadoop user

Workaround:

To work around this issue, ensure that symbolic link creation privileges have been granted
to the user s group, in advance of performing your installation.

If granting symbolic link privileges to the user s group conflicts with your company's
security policies, you can create the hadoop user manually, in advance of your installation.

7.1.2. Installation Failure During User Creation

Description:

When you are installing HDP on a host running Windows Server 2008, but using a domain
controller running Windows Server 2012, the trust relationship between the host and the
primary domain may fail, causing the installation to fail during user creation.

Workaround:

To work around this issue, run the following command on your host running Windows
Server 2008:

net dom exe resetpwd /s: %domai ncontrol | er% /ud: ¥%eurrent user % / pd: %passwor d%

7.2. Cluster Information

Use the following commands to collect information about a Windows based cluster. This
data helps to isolate specific deployment issues.
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1. Collect OS information: This data helps to determine if HDP is deployed on a supported
operating system (OS).

To list the operating system, run the following command in PowerShell as an
Administrator user:

(Cet-Wr nj ect -class Wn32_OperatingSysten).Caption M crosoft W ndows
Server 2012 Standard

To list the OS version for your host machine, enter:
[ Syst em Envi ronment ] : : OSVer si on. Ver si on

2. Determine installed softwareThis data can be used to troubleshoot performance issues
or unexpected behavior for a specific node in your cluster. For example, unexpected
behavior might be a situation where a MapReduce job runs for a longer duration than
expected.

To see the list of installed software on a particular host machine, go to Cont r ol Panel
-> Al Control Panel Itens -> Prograns and Feat ures.

3. Detect running processes: This data can be used to troubleshoot either performance
issues or unexpected behavior for a specific node in your cluster.

You can either press CTRL + SHI FT + DEL on the affected host machine, or you can
execute the following command on PowerShell as an Administrator user:

t askl i st

4. Detect Java running processes: Use this command to verify the Hadoop processes
running on a specific machine.

As HADOOP_USER, execute the following command on the affected host machine:
su $HADOOP_USER j ps

You should see the following output:

988 Jps

2816 -- process information unavail abl e
2648 -- process information unavail abl e
1768 -- process infornation unavail abl e

No actual name is given to any process. Ensure that you map the process IDs
(pid) from the output of this command to the . wr apper file within the c: \ hdp
\ hadoop- 1. 1. 0- SNAPSHOT\ bi n directory.

E

5. Detect Java heap allocation and usage: Use the following command to list Java heap
information for a specific Java process. This data can be used to verify the heap settings

dNa tNuUsS dNd NNETNEI a SPE dVd Proce €acning tne tnresnoia

Ensure that you specify the complete path to the Java executable, if the Java
bin directory's location is not set within your PATH.
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Execute the following command on the affected host machine:
j map -heap pid_of Hadoop_process

You should see output similar to the following:

C: \ hdp\ hadoop- 1. 1. 0- SNAPSHOT>j map - heap 2816
Attaching to process | D 2816, please wait...
Debugger attached successfully.

Server conpil er detected.

JVM version is 20.6-b01

usi ng thread-1ocal object allocation.
Mar k Sweep Conpact GC

Heap Confi gurati on:

M nHeapFreeRati o = 40
MaxHeapFreeRatio = 70

MaxHeapSi ze = 4294967296 (4096. O0MB)
NewSi ze = 1310720 (1.25MB)
MaxNewSi ze = 17592186044415 MB
O dSi ze = 5439488 (5.1875MB)
NewRatio = 2

SurvivorRatio = 8

PernSi ze = 21757952 (20. 75MB)
MaxPer nSi ze = 85983232 (82. O0MB)

Heap Usage:

New Generation (Eden + 1 Survivor Space):
capacity = 10158080 (9. 6875MB)

used = 4490248 (4.282234191894531MB)
free = 5667832 (5.405265808105469NMB)
44.203707787298384% used

Eden Space:

capacity = 9043968 (8.625MB)

used = 4486304 (4.278472900390625MB)
free = 4557664 (4.346527099609375MB)
49. 60548290307971% used

From Space:

capacity = 1114112 (1. 0625MB)

used = 3944 (0.00376129150390625MB)
free = 1110168 (1. 0587387084960938\B)
0. 35400390625% used

To Space:

capacity = 1114112 (1. 0625MB)

used = 0 (0.0MB)

free = 1114112 (1. 0625MB)

0. 0% used

tenured generation:

capacity = 55971840 (53.37890625MB)
used = 36822760 (35.116920471191406MB)
free = 19149080 (18.261985778808594MB)
65. 7880105424442% used

Per m Gener ati on:

capacity = 21757952 (20. 75MB)

used = 20909696 (19.9410400390625MB)
free = 848256 (0.8089599609375MB)

96. 10139777861446% used
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6. Show open files: Use Process Explorer to determine which processes are locked on a
specific file. For information on how to use Process Explorer, see Windows Sysinternals -
Process Explorer.

For example, you can use Process Explorer to troubleshoot the file lock issues that
prevent a particular process from starting, as shown in the following screen shot:

[=Te[ =]
] o) [ 1 1]
Process CPU Pivate Bytes [ WoKiNGS® PID Descrtion Compary Name
[ Tevchost axn 21992K  37.376K 752 Hor Processfor Windoms ... Mcrosoh Comoraton
[avchost exs G6%K _ 13376K 812 Hos Process for Windows S... Meroach Coporation
[ evchost s 7
8 o . Process Explorer Search -
e podlav.ne —
[# Tevchost axs. Handle or DLL substing: namencde erm | Search | Cancel
[ petepadee. -
& 1 I rvchost e Process  PD  Type | Name
svehont exn naencdes.. 1772 Flo Clhdo\hadoop-1.1 DSHAPSHOT binamensds e7og
) GoagleCrashHandler
= Ejemd e
(&) avaese
Bl ]
[l Insichost e e —
e~ Nane
Ky HKLINSYSTEMIC|
Koy HKLMASYSTEMNCe | |
Koy HKLINSYSTEMC. 1 matching items,
Key HIL\S-1-5:21-1250
Key HKLM\SO! 3 NG <l
Frocess Java exs{2816)
Procass java e {2816}
Secton «_Private_IPCBlock_vd_1772
Secton . \Coe_SeSPuble_PCBisck
Soctor \BaselamedObiects\NLS _CodePage_1252.3 2.0.0
Thread namenade exe(1772) 4822
Trvazd namennds axe(1772) 4716
Trread namenode. exe(1772) 3524
Trvead namenade exe(1772). 4716
Trvead namenods exe(1772): 3524
ad x
CPU Usage 9.55%  Commit Charge: E3.03% | Processes: 59 Physical Usage: 61.42% Paused

7. Verify wellformed XML:

Ensure that the Hadoop configuration files (for example, hdfs-site.xml, etc.) are well
formed. You can either use Notepad++ or third-party tools like Oxygen, XML Spy, etc., to
validate the configuration files. Here are instructions for Notepad++:

¢ Open the XML file to be validated in Notepad++ and select XML Tool s -> Check
XM. Synt ax.

* Resolve validation errors, if any.

8. Detect AutoStart Programs: This information helps to isolate errors for a specific host
machine.

For example, a potential port conflict between auto-started process and HDP processes,
might prevent launch for one of the HDP components.

Ideally, the cluster administrator must have the information on auto-start programs
handy. Use the following command to launch the GUI interface on the affected host
machine:

c:\ W ndows\ Syst enB2\ nsconfi g. exe
Click St ar t up. Ensure that no start-up items are enabled on the affected host machine.

9. Create a list of all mounts on the machine: This information determines the drives that
are actually mounted or available for use on the host machine. To troubleshoot disk
capacity issues, use the following PowerShell command to determine if the system is
violating any storage limitations:

CGet - Vol une

You should see output similar to the following:
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Drive Fi | eSystem Fi |l eSystem Dri veType Heal t hStatus Size Remai ni ng
Letter Label Si ze

Syst em Reser ved NTFS Fi xed Heal t hy 108.7 MB 350 MB

C NTFS Fi xed Heal t hy 10.74 GB 19.97 GB
D HRM SSS. .. UDF CD- ROM Heal t hy 0B 3.44 CB

10Operating system messages: Use Event Vi ewer to detect messages with a system or
an application.

Event Viewer can determine if a machine was rebooted or shut down at a particular
time. Use the logs to isolate issues for HDP services that were non-operational for a
specific time.

GotoControl Panel -> Al Control Panel Itens -> Adm nistrative
Tool s and click the Event Vi ewer icon.

[2] N Event Viewer |L|£-

File Action View Help

<« =[x B(E

M : :;“':";Vl! Overvi | Summary .| EventViewer (Local) =
[7] Application = OpenSavedleg..

. Overview -

[o] Security ‘ | | create Customvien...
(] setop 5] Tovieweventcthsthsveoccumedon Import Custom View...
5] System your computes, select the appropriate.
[7] Forwaided Events Source, log or custom view nodeinthe | Connect to Ancther Computer...

b i) App d Services Lo|

TR = View
% Seeserptions [ summary of Administrative Events ]

@ Relresh

B Hep 3

Event Type EventiD  Source =
< i >

[[Recently Viewed Nodes m|

Name Description | Modi
< >

[ tog Summary. -]

Log Name Size (Curr.. | Modi 2|
<[ s

11Hardware/system information: Use this information to isolate hardware issues on the
affected host machine.

GotoControl Panel -> Al Control Panel Itens -> Adm nistrative
Tool s and click the System | nf or mati on icon.

12 Network information: Use the following commands to troubleshoot network issues.

* ipconfig: This command provides the IP address, checks that the network interfaces
are available, and validates whether an IP address is bound to the interfaces. To
troubleshoot communication issues among host machines in your cluster, execute the
following command on the affected host machine:

i pconfig
You should see output similar to the following:
W ndows | P Configuration

Et her net adapter Ethernet 2:
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Connect i on-speci fic DNS Suffix .

Li nk-l ocal | Pv6 Address .
| Pv4 Address.

Subnet Mask .

Def aul t Gat eway .

Et her net adapter Ethernet:

Connect i on-speci fic DNS Suffix .

| Pv4 Address.
Subnet Mask .
Def aul t Gat eway .

f e80: : d153: 501e: 5df 0: f 0b9%d 4
192. 168. 56. 103

255. 255. 255. 0

192. 168. 56. 100

test.tesst.com
10.0.2.15

255. 255.255.0
10.0.2.2

netstat -ano: This command generates a list of ports used within the system. To
troubleshoot launch issues and resolve potential port conflicts with HDP master
processes, run the following command on the host machine:

netstat -ano

You should see output similar to the following:

TCP 0.0.0.0:49154 0.0.0.0: 0 LI STENI NG 752

TCP [::]:49154 [::]:0 LI STENI NG 752
UDP 0.0.0.0:500 *:* 752

UDP 0.0.0.0:3544 *:* 752

UDP 0. 0.0.0: 4500 *:* 752

UDP 10. 0. 2. 15: 50461 *:* 752

UDP [::]:500 *:* 752

UDP [::]:4500 *:* 752

Verify if a firewall is enabled on the host machine: Go to Cont r ol
-> Wndows Firewall.

Control Panel |tens

Panel -> All

You should see the following GUI interface:

Search Control Panel »

Control Pand Home Help protect your PC with Windows Firewall

Vo]

F help prevent hack
Internet or 2 network.

l & Private networks
l & Guestor public networks

Networks in pubiic laces such as sirports o coffee thops

Allow an app ot feature
theough Windows Firewall

& Change notification settings
& Tum Windows Firewall on o
off

Update your Frewall setings

Windows Firewall is not using the recommended
Settings 10 PIOLECt yout Computes.

§ Restor defauts What are the recommended settings?

& Advanced settings
Troubleshaot my network

Windows Firewall state: off
Inceming connections:
Seealso

Actice public networks: P Nework

Action Center
Network and Sharing Center

Network 2
Notification state:

Block all connections to apps that are not on the st
of allowed apps

Do ot notify me when Windows Firewall blocks &

through the

Not connected (¥)

Connected (3)

7.3. Component Environment Variables

It is useful to understand the environment variables that are modified during the HDP
installation. The following displays the environment variables updated during installation:
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Table 7.1. Component environment variables

Component Modified environment variables

Hadoop * HADOOP_HOME=c:\hdp

* HADOOP_LOG_DIR=c:\hadoop\logs\hadoop
« HADOOP_NODE=c:\hdp\
* HADOOP_NODE_INSTALL_ROOT=c:\hdp

* HADOOP_OPTS= -Dfile.encoding=UTF-8 -Dhadoop.home.dir=c:\hdp\\
\hadoop-1.2.0.1.3.0.0-0380 -Dhadoop.root.logger=INFO,console, DRFA -
Dhadoop.policy.file=hadoop-policy.xml -Dhadoop.log.dir=c:\hadoop\logs\hadoop -
Dhadoop.log.file=hadoop-hive-HADOOP-NN.log

« HADOOP_PACKAGES=c:\HadooplnstallFiles\HadoopPackages\

* HADOOP_SETUP_TOOLS=c:\HadooplnstallFiles\HadoopSetupTools\

HDFS HDFS_DATA_DIR=c:\hdp_data\hdfs

Calcite

DataFu

Falcon

Flume FLUME_HOME=c:\hdp

HBase + HBASE_CONF_DIR=c:\hdp\\\hbase-0.94.6.1.3.0.0-0380\conf

¢ HBASE_HOME=c:\hdp\\\hbase-0.94.6.1.3.0.0-0380
¢ HBASE_LOG_DIR=c:\hadoop\logs\hbase

« HCATALOG_HOME=c:\hdp
Hive ¢ HIVE_CONF_DIR=c:\hdp\\hive-0.11.0.1.3.0.0-0380\conf

* HIVE_HOME=c:\hdp
e HIVE_LIB_DIR=c:\hdp\\hive-0.11.0.1.3.0.0-0380\lib
¢ HIVE_LOG_DIR=c:\hadoop\logs\hive

¢ HIVE_OPTS= -hiveconf hive.querylog.location=c:\hadoop\logs\hive\history -hiveconf
hive.log.dir=c:\hadoop\logs\hive

Knox

Mahout MAHOUT_HOME=c:\hdp

Oozie ¢ OOZIE_DATA=c:\hdp_data\oozie
¢ OOZIE_HOME=c:\hdp\\\Oozie-3.3.2.1.3.0.0-0380\oozie-win-distro
¢ OOZIE_LOG=c:\hadoop\logs\oozie
* OOZIE_ROOT=c:\hdp

Phoenix

Pig PIG_HOME=c:\hdp

Ranger

Slider

Sqoop SQOOP_HOME=c:\hdp

Storm

Tez

ZooKeeper ¢ ZOOKEEPER_CONF_DIR=\zookeeper-3.4.5.1.3.0.0-0380\conf

+ ZOOKEEPER_HOME=c:\hdp
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Component Modified environment variables
¢ ZOOKEEPER_LIB_DIR=\zookeeper-3.4.5.1.3.0.0-0380\lib

¢ ZOO_LOG_DIR=c:\hadoop\logs\zookeeper

Additional environment | « JAVA_HOME=C:\java\jdk
variables

« TEMPLETON_HOME=c:\hdp

¢ TEMPLETON_LOG_DIR=c:\hadoop\logs\webhcat

This section provides a list of files and their locations, instructions for enabling logging, and
a list of HDFS commands that help isolate and troubleshoot issues.

» Configuration files: These files are used to configure a hadoop cluster.

e core-site.xmn : All Hadoop services and clients use this file to locate the
NameNode, so this file must be copied to each node that is either running a Hadoop
service or is a client node. The Secondary NameNode uses this file to determine the
location for storing fsimage and edits log nanmef s. checkpoi nt . di r/ nane locally,
and the location of the NameNode nanef s. nanmedef aul t . nane/ nane.

Usethecore-site. xnl filetoisolate communication issues with the NameNode
host machine.

¢ hdf s-si t e. xni : HDFS services use this file, which contains a number of important
properties. These include:

e HTTP addresses for the two services

* Replication for DataNodes nanmedf s. r epl i cat i on/ name>
* DataNode block storage location nanedf s. dat a. di r/ name
* NameNode metadata storage nanmedf s. nane. di r/ nane

Use the hdf s- si t e. xm file to isolate NameNode start-up issues. Typically,
NameNode start-up issues are caused when NameNode fails to load the f si mage
and edits log to merge. Ensure that the values for the location properties in hdf s-
site.xm are valid locations.

e dat anode. xni :

DataNode services use the dat anode. xm file to specify the maximum and minimum
heap size for the DataNode service. To troubleshoot issues with DataNode: change
the value for - Xmx, which changes the maximum heap size for the DataNode service.
Restart the affected DataNode host machine.

* nanenode. xm :
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NameNode services use the nanmenode. xnl file to specify the maximum and minimum
heap size for the NameNode service. To troubleshoot issues with NameNode, change
the value for - Xk, which changes the maximum heap size for NameNode service.
Restart the affected NameNode host machine.

e secondar ynanmenode. xm :
Secondary NameNode services use the secondar ynanenode. xmni file to specify
the maximum and minimum heap size for the Secondary NameNode service. To
troubleshoot issues with Secondary NameNode, change the value for -Xmx, which
changes the maximum heap size for Secondary NameNode service. Restart the
affected Secondary NameNode host machine.

e hadoop-policy. xm:
Use the hadoop- pol i cy. xm file to configure service-level authorization/ACLs
within Hadoop. NameNode accesses this file. Use this file to troubleshoot permission
related issues for NameNode.

* | og4j . properties:
Use the | 0g4j . properti es file to modify the log purging intervals of the HDFS logs.
This file defines logging for all the Hadoop services. It includes, information related to
appenders used for logging and layout. For more details, see the log4j documentation.

* Log Files: Following are sets of log files for each of the HDFS services. They are stored
in c: \ hadoop\ | ogs\ hadoop and c: \ hdp\ hadoop- 1. 1. 0- SNAPSHOT\ bi n by
default.

* HDFS .out files: Log files with the .out extension are located in c: \ hdp
\ hadoop- 1. 1. 0- SNAPSHOT\ bi n. They have the following naming conventions:

* dat anode. out . | og

* namenode. out . | og

e secondar ynamenode. out . | og

These files are created and written to when HDFS services are bootstrapped. Use these
files to isolate launch issues with DataNode, NameNode, or Secondary NameNode

services.

e HDFS . wr apper files: The log files with the .wrapper extension are located in c: \ hdp
\ hadoop- 1. 1. 0- SNAPSHOT\ bi n and have the following file names:

» dat anode. wr apper. | og
* nanenode. wr apper. | og
e secondar ynanenode. wr apper . | og

These files contain the start-up command string to start the service, and list process ID
output on service start-up.
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* HDFS. | og and . err files:
The following files are located in c: \ hdp\ hadoop- 1. 1. 0- SNAPSHOT\ bi n:
e dat anode. err. | og
* namenode. err. | og
e secondar ynamenode. err. | og
The following files are located in c: \ hadoop\ | ogs\ hadoop:
* hadoop- dat anode- Host nane. | og
* hadoop- nanmenode- Host nane. | og
* hadoop- secondar ynanmenode- Host nane. | og
These files contain log messages for the running Java service. If there are any errors
encountered while the service is already running, the stack trace of the error is logged

in the above files.

Host nane is the host where the service is running. For example, on a node where the
host name is host 3, the file would be saved as hadoop- nanenode- host 3. | og.

By default, these log files are rotated daily. Use the c: \ hdp
\ hadoop- 1. 1. 0- SNAPSHOT\ conf\ | og4j . properti es file to
change log rotation frequency.
* HDFS <.dat e> files:
Log files with the <.dat e> extension have the following format:
* hadoop- nanenode- $Host nane. | 0og. <dat e>
* hadoop- dat anode- $Host nane. | og. <dat e>

* hadoop- secondar ynanmenode- $Host nane. | og. <dat e>

When a .log file is rotated, the current date is appended to the file name; for example:
hadoop- dat anode- hdpl121. 1 ocal dormai n. com | og. 2013- 02- 08.

Use these files to compare the past state of your cluster with the current state, to
identify potential patterns.

To enable logging, change the settings in the hadoop- env. cnd file. After modifying
hadoop- env. cnd, recreate the NameNode service XML and then restart the NameNode.
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To enable audit logging, change the hdf s. audi t . | ogger value to | NFO, RFAAUDI T.
Overwrite the NameNode service XML and restart the NameNode.

1.

Open the Hadoop Environment script, %4HADOOP_HOVE% et ¢\ hadoop\ hadoop-
env. cnd.

. Prepend the following text in the HADOOP_NAMENODE_OPTS definition, for example to

enable Garbage Collection logging:

- Xl oggc: %HADOOP_LOG Dl R% gc- nanenode. | og -verbose: gc - XX +Print GCCDetail s -
XX: +Pri nt GCTi meSt anps - XX: +Pr i nt GCDat eSt anps

For example:

set HADOOP_NAMENCODE_OPTS=- Xl oggc: %1ADOOP_LOG DI R¥ gc- nanenode. | og
-ver bose: gc

- XX: +Pri nt GCDet ai | s

- XX: +Pr i nt GCTi meSt anps

- XX: +Pr i nt GCDat eSt anps

- Dhadoop. security. | ogger =%41ADOOP_SECURI TY_LOGCER%

- Dhdf s. audi t . | ogger =%IDFS_AUDI T_LOGGER% %ADOOP_NAMENCDE _OPTS%

3. Run the following command to recreate the NameNode service XMIL:

%HADOOP_HOME% bi n\ hdf s --servi ce nanenode > %JADOOP_HOVE% bi n\ nanmenode. xmi

4. Verify that the NameNode Service XML was updated.

5. Restart the NameNode service.

This section provides common HDFS commands to troubleshoot HDP deployment on
Windows platform. An exhaustive list of HDFS commands is available here.

1. Get the Hadoop version: Run the following command on your cluster host machine:

hadoop versi on

2. Check block information: This command provides a directory listing and displays which

node contains the block. Run this command on your HDFS cluster host machine to
determine if a block is under-replicated.

hdfs fsck / -blocks -locations -files

You should see output similar to the following:

FSCK started by hdfs from/10.0.3.15 for path / at Tue Feb 12 04:06: 18 PST
2013

[ <dir>

[ apps <dir>

[ apps/ hbase <dir>

/ apps/ hbase/ data <dir>

/ apps/ hbase/ dat a/ - ROOT- <dir>
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[ apps/ hbase/ dat a/ - ROOT-/ . t abl ei nf 0. 0000000001 727 bytes, 1 bl ock(s):

Under replicated bl k_-3081593132029220269_1008.

Target Replicas is 3 but found 1 replica(s). O.

bl k_-3081593132029220269_1008

| en=727 repl =1 [10.0. 3. 15: 50010]

/ apps/ hbase/ dat a/ - ROOT-/ . tnp <dir>

/ apps/ hbase/ dat a/ - ROOT-/ 70236052 <di r>

/ apps/ hbase/ dat a/ - ROOT-/ 70236052/ . ol dl ogs <dir>

/ apps/ hbase/ dat a/ - ROOT-/ 70236052/ . ol dl ogs/ hl og. 1360352391409 421 bytes, 1

bl ock(s): Under

replicated bl k_709473237440669041_1006.

Target Replicas is 3 but found 1

replica(s). 0. blk_709473237440669041_1006 | en=421 repl =1 [10.0. 3.
15: 50010]

3. HDFS report: Use this command to receive HDFS status. Execute the following command
as the hadoop user:

hdf s df sadmi n -report

You should see output similar to the following:

- bash-4.1$ hadoop df sadmi n -report

Safe node is ON

Confi gured Capacity: 11543003135 (10.75 GB)
Present Capacity: 4097507328 (3.82 GB)

DFS Remmi ni ng: 3914780672 (3.65 GB)

DFS Used: 182726656 (174.26 MB)

DFS Used% 4.46%

Under replicated bl ocks: 289

Bl ocks with corrupt replicas: 0

M ssi ng bl ocks: 0

Dat anodes available: 1 (1 total, O dead)

Nane: 10. 0. 3. 15: 50010

Decommi ssi on Status : Nor mal

Configured Capacity: 11543003135 (10.75 GB)
DFS Used: 182726656 (174.26 MB)

Non DFS Used: 7445495807 (6.93 GB)

DFS Renmi ni ng: 3914780672(3. 65 GB)

DFS Used% 1.58%

DFS Remai ni ng% 33. 91%

Last contact: Sat Feb 09 13:34:54 PST 2013

4. Safemode: Safemode is a state where no changes can be made to the blocks. HDFS
cluster is in safemode state during start up because the cluster needs to validate all the
blocks and their locations. Once validated, safemode is then disabled.

The options for safemode command are: hdf s df sadm n -saf enode [enter |
| eave | get]

To enter safemode, execute the following command on your NameNode host machine:

hdf s df sadm n -saf enpde enter
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Choose one of the following options to uninstall HDP.

Use the Windows GUI:

1. Open the Programs and Features Control Panel Pane.

2. Select the program listed: Hort onwor ks Data Pl atform for W ndows.
3. With that program selected, click on the Uni nst al | option.

Use the Command Line Utility:

On each cluster host, execute the following command from the command shell:

nmsi exec /x MsSI_PATH /Iv PATH to_Installer_Log_Fil e DESTROY_DATA=no

where
* MSI_PATH is the full path to MSI.
» PATH_to_lInstaller_Log_File is the full path to Installer log file.

Note that this nsi exec command retains data from your HDP installation. To delete
existing HDP data, set DESTROY_DATA=yes.
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Creating a smoketest user enables you to run HDP smoke tests without having to run them
as the hadoop user.

To create a smoketest user:
1. Open a command prompt as the hadoop user:
runas /user: hadoop cnd
2. Change permissions on the MapReduce directory to include other users:
%1ADOOP_HOVE% bi n\ hdfs fs -chmod -R 757 / mapred
3. Create an HDFS directory for the smoketest user:
%HADOOP_HOVE% bi n\ hdfs dfs -nkdir -p /user/snoket estuser
4. Change ownership to the smoketest user.
%HADOOP_HOME% bi n\ hdf s df s -chown - R snpket estuser /user/snpketestuser
5. Create a smoketest user account in Windows:
a. Navigate to Conput er Managenent .

b. Select Local Users and Goups > File > Action > New User on
Windows Server 2008 or Local Users and Groups > Action > New User on
Windows Server 2012. The New User dialog displays:

New User _

User name . smoketestuser

|
Ful name Smoke Test User J
|

Description QA Smoke Test User

Password: [seevensenas |

Confimn password: | ........... ‘

[#] User must change password at next logon

[ Account is disabled

Help | Create \ Close

¢. Create the user name and password for your snoket est user. Determine password
requirements and select Cr eat e.

6. Validate the snoket est user by running the smoke tests as the snoket est user.
a. Switch to a command prompt as the snmoket est user. For example:
runas /user:snoketestuser cnd

b. As the snoket est user, run the smoke tests:
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%1ADOOP_NCODE% Run- Snoket est s. cnd
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