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1. HDP Security Overview

Security is essential for organizations that store and process sensitive data in the Hadoop
ecosystem. Many organizations must adhere to strict corporate security polices.

Hadoop is a distributed framework used for data storage and large-scale processing on
clusters using commodity servers. Adding security to Hadoop is challenging because not all
of the interactions follow the classic client-server pattern.

* In Hadoop, the file system is partitioned and distributed, requiring authorization checks
at multiple points.

» A submitted job is executed at a later time on nodes different than the node on which
the client authenticated and submitted the job.

» Secondary services such as a workflow system access Hadoop on behalf of users.

* A Hadoop cluster scales to thousands of servers and tens of thousands of concurrent
tasks.

A Hadoop-powered "Data Lake" can provide a robust foundation for a new generation
of Big Data analytics and insight, but can also increase the number of access points to an
organization's data. As diverse types of enterprise data are pulled together into a central
repository, the inherent security risks can increase.

Hortonworks understands the importance of security and governance for every business.
To ensure effective protection for its customers, Hortonworks uses a holistic approach
based on five core security features:

* Administration

* Authentication and perimeter security
* Authorization

* Audit

» Data protection

This chapter provides an overview of the security features implemented in the Hortonworks
Data Platform (HDP). Subsequent chapters in this guide provide more details on each of
these security features.

1.1. Understanding Data Lake Security

The general consensus in nearly every industry is that data is an essential new driver of
competitive advantage. Hadoop plays a critical role in the modern data architecture by
providing low-cost, large-scale data storage and processing. The successful Hadoop journey
typically starts with data architecture optimization or new advanced analytic applications,
which leads to the formation of what is known as a Data Lake. As new and existing types
of data from machine sensors, server logs, clickstream data, and other sources flow into the
Data Lake, it serves as a central repository based on shared Hadoop services that power
deep organizational insights across a broad and diverse set of data.
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The need to protect the Data Lake with comprehensive security is clear. As large and
growing volumes of diverse data are channeled into the Data Lake, it will store vital

and often highly sensitive business data. However, the external ecosystem of data and
operational systems feeding the Data Lake is highly dynamic and can introduce new
security threats on a regular basis. Users across multiple business units can access the Data
Lake freely and refine, explore, and enrich its data, using methods of their own choosing,
further increasing the risk of a breach. Any breach of this enterprise-wide data can result
in catastrophic consequences: privacy violations, regulatory infractions, or the compromise
of vital corporate intelligence. To prevent damage to the company’s business, customers,
finances, and reputation, a Data Lake should meet the same high standards of security as
any legacy data environment.

Piecemeal protections are no more effective for a Data Lake than they would be in a
traditional repository. Effective Hadoop security depends on a holistic approach that
revolves around five pillars of security: administration, authentication and perimeter
security, authorization, auditing, and data protection.

Administration How can | set policy across the entire cluster?
Central management & consistent security

Authentication/ Perimeter Security Who am |/ prove it?
Authenticate users and systems

Authorization What can | do?
Provision access to data

Audit What did | do?
Maintain a record of data access

Data Protection How can | encrypt data at rest and over the wire?
Protect data at rest and in motion

Requirements for Enterprise-Grade Security

Security administrators must address questions and provide enterprise-grade coverage
across each of these areas as they design the infrastructure to secure data in Hadoop.
If any of these pillars is vulnerable, it becomes a risk factor in the company’s Big Data
environment. A Hadoop security strategy must address all five pillars, with a consistent
implementation approach to ensure effectiveness.

You cannot achieve comprehensive protection across the Hadoop stack by using an
assortment of point solutions. Security must be an integral part of the platform on which
your Data Lake is built. This bottom-up approach makes it possible to enforce and manage
security across the stack through a central point of administration, thereby preventing gaps
and inconsistencies. This approach is especially important for Hadoop implementations

in which new applications or data engines are always emerging in the form of new Open
Source projects — a dynamic scenario that can quickly exacerbate any vulnerability.

Hortonworks helps customers maintain high levels of protection for enterprise data by
building centralized security administration and management into the infrastructure of
the Hortonworks Data Platform. HDP provides an enterprise-ready data platform with
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rich capabilities spanning security, governance, and operations. HDP includes powerful
data security functionality that works across component technologies and integrates with
preexisting EDW, RDBMS, and MPP systems. By implementing security at the platform level,
Hortonworks ensures that security is consistently administered to all of the applications
across the stack, simplifying the process of adding or removing Hadoop applications.

Hortonworks Data Platform .

GOVERNANCE & DATA ACCESS SECURITY OPERATIONS
INTEGRATION

Data Workflow, Batch =ript L NesQL | Stream  Search | Others Authentication Provision,
L|lﬂ'ﬂﬂ|tl Map Pif Hinvef Tez HBase SLGF Calr In-lulemn-q' Aartharization Miﬁlle &
Governance Reduce HCatalog  Accumubo Anahytics Accounting Manitor
ISV Engines Data Protection
Ambari
YARN : Data Operating System Lngkaeper
HDFS Scheduling
(Hadoop Distributed File System)
Daozie

DATA MANAGEMENT

The Hortonworks Data Platform

1.2. HDP Security Features

HDP uses Apache Ranger to provide centralized security administration and management.
The Ranger Administration Portal is the central interface for security administration. You
can use Ranger to create and update policies, which are then stored in a policy database.
Ranger plug-ins (lightweight Java programs) are embedded within the processes of each
cluster component. For example, the Ranger plug-in for Apache Hive is embedded within
HiveServer2:

A Ny

Hanger [ "I.“ i
Plugin

Ranger

Plugin JIIRLC. W

[I-hhmconmnmu

w
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Apache Ranger Architecture

These plug-ins pull policies from a central server and store them locally in a file. When a user
request comes through the component, these plug-ins intercept the request and evaluate

it against the security policy. Plug-ins also collect data from the user request and follow a
separate thread to send this data back to the audit server.

1.2.1. Administration

To deliver consistent security administration and management, Hadoop administrators
require a centralized user interface they can use to define, administer and manage security
policies consistently across all of the Hadoop stack components:

Centralized Security Administration w/ Ranger

Authentication/ Authorization Audit Data Protection
Perimeter Security
: ::r;;i;.: ?r * Fine grain « Centralized " .:-1229 .
» access control audit VP
security with with Apache reporting w/ Hadoop
Apache Knox Eo e‘i A" . 9 . HDFS
g b Encryption w/
Ranger

Ranger KMS

Ranger Centralized Security Administration

The Apache Ranger administration console provides a central point of administration for
the other four pillars of Hadoop security.

REAGHT Tinenidoge ol § beiiing & e
=e="""
Lerr Wamagrr
I HOFS +* 5 HBadt +* = HvE +
-] - -
I TARY +* [ L] + = AToaN +
- | - -]
I HHA +* L EAFREY +*
-]

Ranger Administration Console

1.2.2. Authentication and Perimeter Security

Establishing user identity with strong authentication is the basis for secure access in
Hadoop. Users need to reliably identify themselves and then have that identity propagated
throughout the Hadoop cluster to access cluster resources. Hortonworks uses Kerberos for
authentication. Kerberos is an industry standard used to authenticate users and resources
within a Hadoop cluster. HDP also includes Ambari, which simplifies Kerberos setup,
configuration, and maintenance.

Apache Knox Gateway is used to help ensure perimeter security for Hortonworks
customers. With Knox, enterprises can confidently extend the Hadoop REST API to new
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users without Kerberos complexities, while also maintaining compliance with enterprise
security policies. Knox provides a central gateway for Hadoop REST APIs that have varying
degrees of authorization, authentication, SSL, and SSO capabilities to enable a single access
point for Hadoop.

T mﬁmmﬂ"ﬂ
access for a cluster identity maintenance

* Kerberos Encapsulation * Eliminates SSH “edge node” * 880 Integration —

- Single Hadoop access point - Central API management Sileminder and OAM"

* REST API hierarchy « Cantral audit control * LDAP & AD integration

« Consolidated AP calls « Service level Authorization

* Multi-cluster support

Apache Knox Features

1.2.3. Authorization

Ranger manages access control through a user interface that ensures consistent policy
administration across Hadoop data access components. Security administrators can
define security policies at the database, table, column, and file levels, and can administer
permissions for specific LDAP-based groups or individual users. Rules based on dynamic
conditions such as time or geolocation can also be added to an existing policy rule. The
Ranger authorization model is pluggable and can be easily extended to any data source
using a service-based definition.

Administrators can use Ranger to define a centralized security policy for the following
Hadoop components:

e HDFS
* YARN
* Hive
* HBase
* Storm
* Knox
e Solr

» Kafka

Ranger works with standard authorization APIs in each Hadoop component and can
enforce centrally administered policies for any method used to access the Data Lake.
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Ranger Security Policy Definitions

Ranger provides administrators with the deep visibility into the security administration
process that is required for auditing. The combination of a rich user interface and deep
audit visibility makes Ranger highly intuitive to use, enhancing productivity for security
administrators.
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Ranger Security Policy Overview

1.2.4. Audit

As customers deploy Hadoop into corporate data and processing environments, metadata
and data governance must be vital parts of any enterprise-ready data lake. For this reason,
Hortonworks established the Data Governance Initiative (DGI) with Aetna, Merck, Target,
and SAS to introduce a common approach to Hadoop data governance into the open
source community. This initiative has since evolved into a new open source project named
Apache Atlas. Apache Atlas is a set of core governance services that enables enterprises to
meet their compliance requirements within Hadoop, while also enabling integration with
the complete enterprise data ecosystem. These services include:

» Dataset search and lineage operations

* Metadata-driven data access control

* Indexed and searchable centralized auditing

* Data lifecycle management from ingestion to disposition
» Metadata interchange with other tools

Ranger also provides a centralized framework for collecting access audit history and
reporting this data, including filtering on various parameters. HDP enhances audit
information that is captured within different components within Hadoop and provides
insights through this centralized reporting capability.

1.2.5. Data Protection

The data protection feature makes data unreadable both in transit over the network
and at rest on a disk. HDP satisfies security and compliance requirements by using both
transparent data encryption (TDE) to encrypt data for HDFS files, along with a Ranger-
embedded open source Hadoop key management store (KMS). Ranger enables security
administrators to manage keys and authorization policies for KMS. Hortonworks is also
working extensively with its encryption partners to integrate HDFS encryption with
enterprise-grade key management frameworks.

Encryption in HDFS, combined with KMS access policies maintained by Ranger, prevents
rogue Linux or Hadoop administrators from accessing data, and supports segregation of
duties for both data access and encryption.



https://hortonworks.com/press-releases/hortonworks-establishes-data-governance-initiative/
https://hortonworks.com/press-releases/hortonworks-establishes-data-governance-initiative/
https://hortonworks.com/kb/hdfs-transparent-data-encryption/
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2. Authentication

2.1. Enabling Kerberos Authentication Using
Ambari

2.1.1.

This chapter describes how to configure Kerberos for strong authentication for Hadoop
users and hosts in an Ambari-managed cluster.

» Kerberos Overview [8]
» Kerberos Principals [9]
* Installing and Configuring the KDC [10]

» Enabling Kerberos Security [15]

Kerberos Overview

Strongly authenticating and establishing a user’s identity is the basis for secure access in
Hadoop. Users need to be able to reliably “identify” themselves and then have that identity
propagated throughout the Hadoop cluster. Once this is done, those users can access
resources (such as files or directories) or interact with the cluster (like running MapReduce
jobs). Besides users, Hadoop cluster resources themselves (such as Hosts and Services) need

to authenticate with each other to avoid potential malicious systems or daemon’s “posing
as” trusted components of the cluster to gain access to data.

Hadoop uses Kerberos as the basis for strong authentication and identity propagation for
both user and services. Kerberos is a third party authentication mechanism, in which users

and services rely on a third party - the Kerberos server - to authenticate each to the other.

The Kerberos server itself is known as the Key Distribution Center, or KDC. At a high level,
it has three parts:

» A database of the users and services (known as principals) that it knows about and their
respective Kerberos passwords

* An Authentication Server (AS) which performs the initial authentication and issues a
Ticket Granting Ticket (TGT)

* A Ticket Granting Server (TGS) that issues subsequent service tickets based on the initial
TGT

A user principal requests authentication from the AS. The AS returns a TGT that is
encrypted using the user principal's Kerberos password, which is known only to the

user principal and the AS. The user principal decrypts the TGT locally using its Kerberos
password, and from that point forward, until the ticket expires, the user principal can use
the TGT to get service tickets from the TGS. Service tickets are what allow a principal to
access various services.

Because cluster resources (hosts or services) cannot provide a password each time to
decrypt the TGT, they use a special file, called a keytab, which contains the resource
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principal's authentication credentials. The set of hosts, users, and services over which the
Kerberos server has control is called a realm.

Terminology

Term Description

Key Distribution Center, or The trusted source for authentication in a Kerberos-enabled environment.

KDC

Kerberos KDC Server The machine, or server, that serves as the Key Distribution Center (KDC).

Kerberos Client Any machine in the cluster that authenticates against the KDC.

Principal The unigue name of a user or service that authenticates against the KDC.

Keytab A file that includes one or more principals and their keys.

Realm The Kerberos network that includes a KDC and a number of Clients.

KDC Admin Account An administrative account used by Ambari to create principals and
generate keytabs in the KDC.

2.1.2. Kerberos Principals

Each service and sub-service in Hadoop must have its own principal. A principal name in

a given realm consists of a primary name and an instance name, in this case the instance
name is the FQDN of the host that runs that service. As services do not log in with a
password to acquire their tickets, their principal's authentication credentials are stored in a
keytab file, which is extracted from the Kerberos database and stored locally in a secured
directory with the service principal on the service component host.

* Service Principals

KDC
* Ambarl Principals

Principal and Keytab Naming Conventions

Asset Convention Example
Principals $service_component_name/ nn/

$FQDN@EXAMPLE.COM ¢6401.ambari.apache.org@EXAMPLE.COM
Keytabs $service_component_abbreviation.service Jfattdbecurity/keytabs/nn.service.keytab

Notice in the preceding example the primary name for each service principal. These
primary names, such as nn or hive for example, represent the NameNode or Hive service,
respectively. Each primary name has appended to it the instance name, the FQDN of the
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host on which it runs. This convention provides a unique principal name for services that
run on multiple hosts, like DataNodes and NodeManagers. Adding the host name serves to
distinguish, for example, a request from DataNode A from a request from DataNode B. This
is important for the following reasons:

» Compromised Kerberos credentials for one DataNode do not automatically lead to
compromised Kerberos credentials for all DataNodes.

* If multiple DataNodes have exactly the same principal and are simultaneously connecting
to the NameNode, and if the Kerberos authenticator being sent happens to have same
timestamps, then the authentication is rejected as a replay request.

In addition to the Hadoop Service Principals, Ambari itself also requires a set of Ambari
Principals to perform service “smoke” checks, perform alert health checks and to retrieve
metrics from cluster components. Keytab files for the Ambari Principals reside on each
cluster host, just as keytab files for the service principals.

Ambari Principals Description
Smoke and “Headless” Service users Used by Ambari to perform service “smoke” checks and run alert health checks.
Ambari Server user When a cluster is enabled for Kerberos, the component REST endpoints (such as the

YARN ATS component) require SPNEGO authentication. Ambari Server needs access
to these APIs and requires a Kerberos principal in order to authenticate via SPNEGO
against these APIs.

2.1.3. Installing and Configuring the KDC

Ambari is able to configure Kerberos in the cluster to work with an existing MIT KDC, or
existing Active Directory installation. This section describes the steps necessary to prepare
for this integration.

3 Note

If you do not have an existing KDC (MIT or Active Directory), install a new MIT
KDC. Please be aware that installing a KDC on a cluster host after installing the
Kerberos client may overwrite the krb5.conf file generated by Ambari.

You can choose to have Ambari connect to the KDC and automatically create the necessary
Service and Ambari principals, generate and distribute the keytabs (“Automated Kerberos
Setup”). Ambari also provides an advanced option to manually configure Kerberos. If you
choose this option, you must create the principals, generate and distribute the keytabs.
Ambari will not do this automatically (“Manual Kerberos Setup”).

Supported Key Distribution Center (KDC) Versions

* Microsoft Active Directory 2008 and above

MIT Kerberos v5

Use an Existing MIT KDC [11]

Use an Existing Active Directory [11]

Use Manual Kerberos Setup [11]

10
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2.1.3.1. Use an Existing MIT KDC

To use an existing MIT Kerberos v5 KDC for the cluster, you must prepare the following:

e Ambari Server and cluster hosts have network access to both the KDC and KDC admin
hosts.

e KDC administrative credentials are on-hand.

Proceed with Enabling Kerberos Security in Ambari.
2.1.3.2. Use an Existing Active Directory

To use an existing domain from Microsoft Active Directory 2008 and later for the cluster
with Automated Kerberos Setup, you must prepare the following:

e Ambari Server and cluster hosts have network access to, and be able to resolve the DNS
names of, the Domain Controllers.

* Active Directory secure LDAP (LDAPS) connectivity has been configured.

» Active Directory User container for service principals has been created and is on-hand. For
example, "OU=Hadoop,OU=People,dc=apache,dc=org"

* Active Directory administrative credentials with delegated control of “Create, delete, and
manage user accounts” on the previously mentioned User container are on-hand.

Proceed with Enabling Kerberos Security in Ambari.

S Note
You will be prompted to enter the KDC Admin Account credentials during the
Kerberos setup so that Ambari can contact the KDC and perform the necessary
principal and keytab generation. By default, Ambari will not retain the KDC
credentials unless you have configured Ambari for encrypted passwords. Refer
to Managing Admin Credentials for more information.

S Note
If Centrify is installed and being used on any of the servers in the cluster, it
is critical that you refer to Centrify's integration guide before attempting
to enable Kerberos Security on your cluster. The documentation can be
found in the Centrify Server Suite documentation library. A direct link to the
Hortonworks-specific configuration guide can be found here.

2.1.3.3. Use Manual Kerberos Setup
To perform Manual Kerberos Setup, you must prepare the following:
¢ Cluster hosts have network access to the KDC.
» Kerberos client utilities (such as kinit) have been installed on every cluster host.

* The Java Cryptography Extensions (JCE) have been setup on the Ambari Server host and
all hosts in the cluster.

11
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2.1.3.4.

* The Service and Ambari Principals will be manually created in the KDC before completing
this wizard.

* The keytabs for the Service and Ambari Principals will be manually created and
distributed to cluster hosts before completing this wizard.

Proceed with Enabling Kerberos Security in Ambari.

(Optional) Install a new MIT KDC

The following gives a very high level description of the KDC installation process. To
get more information see specific Operating Systems documentation, such as RHEL
documentation, CentOS documentation, or SLES documentation.

f I Note

Because Kerberos is a time-sensitive protocol, all hosts in the realm must be
time-synchronized, for example, by using the Network Time Protocol (NTP).
If the local system time of a client differs from that of the KDC by as little as 5
minutes (the default), the client will not be able to authenticate.

Install the KDC Server
1. Install a new version of the KDC server:
RHEL/CentOS/Oracle Linux
yuminstall krb5-server krb5-1ibs krb5-workstation
SLES
zypper install krb5 krb5-server krb5-client
Ubuntu/Debian
apt-get install krb5-kdc krb5-adm n-server
2. Using a text editor, open the KDC server configuration file, located by default here:
vi /etc/krb5. conf

3. Change the [realms] section of this file by replacing the default “kerberos.example.com”
setting for the kdc and admin_server properties with the Fully Qualified Domain Name
of the KDC server host. In the following example, “kerberos.example.com” has been
replaced with “my.kdc.server”.

[ real ms]
EXAMPLE. COM = {
kdc = ny. kdc. server
adm n_server = ny. kdc. server

}

3 Note
For Ubuntu/Debian, the setup of the default realm for the KDC and KDC
Admin hostnames is performed during the KDC server install. You can re-run

12
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setup using dpkg-reconfigure krb5-kdc. Therefore, Steps 2 and 3 above are not

needed for Ubuntu/Debian.

Create the Kerberos Database

* Use the utility kdb5_util to create the Kerberos database.

RHEL/CentOS/Oracle Linux

kdb5 util create -s

SLES

kdb5_util create -s

Ubuntu/Debian

krb5_newreal m

Start the KDC

 Start the KDC server and the KDC admin server.

RHEL/CentOS/Oracle Linux 6

letc/rc.d/init.d/ krb5kdc start

/etc/rc.d/init.d/ kadni n start

RHEL/CentOS/Oracle Linux 7

systenct!| start krb5kdc

systenct| start kadm n

SLES

rckr bbkdc start

rckadm nd start

Ubuntu/Debian

service krb5-kdc restart

servi ce krb5-adm n-server restart

A

Important

When installing and managing your own MIT KDG, it is very important to set

up the KDC server to auto-start on boot. For example:

RHEL/CentOS/Oracle Linux 6

|~
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chkconfi g kadm n on
RHEL/CentOS/Oracle Linux 7
systenct| enabl e krb5kdc
systentt!| enable kadnin
SLES
chkconfi g rckrb5kdc on
chkconfi g rckadm nd on
Create a Kerberos Admin

Kerberos principals can be created either on the KDC machine itself or through the
network, using an “admin” principal. The following instructions assume you are using the
KDC machine and using the kadm n. | ocal command line administration utility. Using
kadm n. | ocal onthe KDC machine allows you to create principals without needing to
create a separate "admin" principal before you start.

S Note
You will need to provide these admin account credentials to Ambari when
enabling Kerberos. This allows Ambari to connect to the KDC, create the cluster
principals and generate the keytabs.

1. Create a KDC admin by creating an admin principal.
kadnmi n.l ocal -qg "addprinc adm n/admi n"

2. Confirm that this admin principal has permissions in the KDC ACL. Using a text editor,
open the KDC ACL file:

RHEL/CentOS/Oracle Linux

vi [var/kerberos/krb5kdc/ kadnb. acl
SLES

vi /var/lib/kerberos/krb5kdc/ kadnb. acl
Ubuntu/Debian

vi [etc/krb5kdc/ kadnb. acl

3. Ensure that the KDC ACL file includes an entry so to allow the admin principal to
administer the KDC for your specific realm. When using a realm that is different than
EXAMPLE.COM, be sure there is an entry for the realm you are using. If not present,
principal creation will fail. For example, for an admin/admin@HADOOP.COM principal,
you should have an entry:

* [ adm n@HADOOP. COM *

14
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4. After editing and saving the kadmb5.acl file, you must restart the kadmin process.
RHEL/CentOS/Oracle Linux 6
letc/rc.d/init.d/ kadm n restart
RHEL/CentOS/Oracle Linux 7
systenttl restart kadmn
SLES
rckadm nd restart
Ubuntu/Debian

servi ce krb5-adm n-server restart

2.1.4. Enabling Kerberos Security

Whether you choose automated or manual Kerberos setup, Ambari provides a wizard to
help with enabling Kerberos in the cluster. This section provides information on preparing
Ambari before running the wizard, and the steps to run the wizard.

* Installing the JCE [16]
* Creating Mappings Between Principals and UNIX Usernames [78]

* Running the Kerberos Security Wizard [16]

2 Important

Prerequisites for enabling Kerberos are having the JCE installed on all hosts
on the cluster (including the Ambari Server) and having the Ambari Server
host as part of the cluster. This means the Ambari Server host should be
running an Ambari Agent.

You should also create mappings between principals and UNIX user names.
Creating mappings can help resolve access issues related to case mismatches
between principal and local user names.

S Note

Ambari Metrics will not be secured with Kerberos unless it is configured for
distributed metrics storage. By default, it uses embedded metrics storage
and will not be secured as part of the Kerberos Wizard. If you wish to

have Ambari Metrics secured with Kerberos, please see this topic to enable
distributed metrics storage prior to running the Kerberos Wizard.

3 Note

If Centrify is installed and being used on any of the servers in the cluster, it
is critical that you refer to Centrify's integration guide before attempting
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to enable Kerberos Security on your cluster. The documentation can be
found in the Centrify Server Suite documentation library. A direct link to the
Hortonworks-specific configuration guide can be found here.

2.1.4.1. Installing the JCE

Before enabling Kerberos in the cluster, you must deploy the Java Cryptography Extension
(JCE) security policy files on the Ambari Server and on all hosts in the cluster.

2 Important

If you are using Oracle JDK, you must distribute and install the JCE on all hosts
in the cluster, including the Ambari Server. Be sure to restart Ambari Server
after installing the JCE. If you are using OpenlJDK, some distributions of the
OpenlJDK (such as RHEL/CentOS and Ubuntu) come with unlimited strength JCE
automatically and therefore, installation of JCE is not required.

2.1.4.1.1. Install the JCE

1. On the Ambari Server, obtain the JCE policy file appropriate for the JDK version in your
cluster.

¢ For Oracle JDK 1.8:

http://www.oracle.com/technetwork/java/javase/downloads/jce8-
download-2133166.html

e For Oracle JDK 1.7:

http://www.oracle.com/technetwork/java/javase/downloads/jce-7-
download-432124.html

2. Save the policy file archive in a temporary location.

3. On Ambari Server and on each host in the cluster, add the unlimited security policy JCE
jarsto $JAVA HOVE/ jrel/lib/security/.

For example, run the following to extract the policy jars into the JDK installed on your
host:

unzip -o -j -q jce_policy-8.zip -d /usr/jdk64/jdkl.8.0 _40/jre/lib/security/
4. Restart Ambari Server: sudo amnbari -server restart.

5. Proceed to Running the Security Wizard.

2.1.4.2. Running the Kerberos Security Wizard

Ambari provides three options for enabling Kerberos:
* Existing MIT KDC

* Existing Active Directory
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2.1.4.2.1.

* Manage Kerberos principals and keytabs manually

When choosing Existing MIT KDC or Existing Active Directory, the Kerberos Wizard
prompts for information related to the KDC, the KDC Admin Account and the Service and
Ambari principals. Once provided, Ambari will automatically create principals, generate
keytabs and distribute keytabs to the hosts in the cluster. The services will be configured for
Kerberos and the service components are restarted to authenticate against the KDC. This is
the Automated Setup option. See Launching the Kerberos Wizard (Automated Setup) for
more details.

When choosing Manage Kerberos principals and keytabs manually, you must create the
principals, generate and distribute the keytabs; including you performing the Ambari Server
Kerberos setup. Ambari will not do this automatically. This is the Manual Setup option. See
Launching the Kerberos Wizard (Manual Setup) for more details.

Launching the Kerberos Wizard (Automated Setup)

1. Be sure you have Installed and Configured your KDC and have prepared the JCE on each
host in the cluster.

2. Log in to Ambari Web and Browse to Adm n > Ker ber os.
3. Click "Enable Kerberos” to launch the wizard.
4. Select the type of KDC you are using and confirm you have met the prerequisites.
5. Provide information about the KDC and admin account.
a. In the KDC section, enter the following information:

* In the KDC Host field, the IP address or FQDN for the KDC host. Optionally a port
number may be included.

* In the Realm name field, the default realm to use when creating service principals.

* (Optional) In the Domains field, provide a list of patterns to use to map hosts in the
cluster to the appropriate realm. For example, if your hosts have a common domain
in their FQDN such as host1.hortonworks.local and host2.hortonworks.local, you
would set this to:

. hortonworks. | ocal , hort onwor ks. | ocal
b. In the Kadmin section, enter the following information:

* In the Kadmin Host field, the IP address or FQDN for the KDC administrative host.
Optionally a port number may be included.

* The Admin principal and password that will be used to create principals and
keytabs.

* (Optional) If you have configured Ambari for encrypted passwords, the Save
Admin Credentials option will be enabled. With this option, you can have Ambari
store the KDC Admin credentials to use when making cluster changes. Refer to
Managing Admin Credentials for more information on this option.
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6. Modify any advanced Kerberos settings based on your environment.

a. (Optional) To manage your Kerberos client krb5.conf manually (and not have Ambari
manage the krb5.conf), expand the Advanced krb5-conf section and uncheck the
"Manage" option. You must have the krb5.conf configured on each host.

3 Note
When manually managing the krb5.conf it is recommended to ensure
that DNS is not used for looking up KDC, and REALM entries. Relying on
DNS can cause negative performance, and functional impact. To ensure
that DNS is not used, ensure the following entries are set in the libdefaults
section of your configuration.

[1'ibdefaults]
dns_| ookup_kdc = fal se
dns_| ookup_real m = fal se

b. (Optional) to configure any additional KDC's to be used for this environment, add an
entry for each additional KDC to the realms section of the Advanced krb5-conf's krb5-
conf template.

kdc = {{kdc_host}}
kdc = ot her kdc. exanpl e. com

¢. (Optional) To not have Ambari install the Kerberos client libraries on all hosts, expand
the Advanced kerberos-env section and uncheck the “Install OS-specific Kerberos
client package(s)” option. You must have the Kerberos client utilities installed on
each host.

d. (Optional) If your Kerberos client libraries are in non-standard path locations, expand
the Advanced kerberos-env section and adjust the “Executable Search Paths” option.

e. (Optional) If your KDC has a password policy, expand the Advanced kerberos-env
section and adjust the Password options.

f. (Optional) Ambari will test your Kerberos settings by generating a test principal and
authenticating with that principal. To customize the test principal name that Ambari
will use, expand the Advanced kerberos-env section and adjust the Test Kerberos
Principal value. By default, the test principal name is a combination of cluster name
and date (${cluster_name}-${short_date}). This test principal will be deleted after
the test is complete.

g. (Optional) If you need to customize the attributes for the principals Ambari will
create, when using Active Directory, see Customizing the Attribute Template for more
information. When using MIT KDC, you can pass Principal Attributes options in the
Advanced kerberos-env section. For example, you can set options related to pre-auth
or max. renew life by passing:

-requires_preauth -nmaxrenewife "7 days"
7. Proceed with the install.

8. Ambari will install Kerberos clients on the hosts and test access to the KDC by testing
that Ambari can create a principal, generate a keytab and distribute that keytab.
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9. Customize the Kerberos identities used by Hadoop and proceed to kerberize the cluster.

A

Important

On the Configure Identities step, be sure to review the principal names,
particularly the Ambari Principals on the General tab. These principal names,
by default, append the name of the cluster to each of the Ambari principals.
You can leave this as default or adjust these by removing the "-${cluster-
name}" from principal name string. For example, if your cluster is named
HDP and your realm is EXAMPLE.COM, the hdfs principal will be created as
hdfs-HDP@EXAMPLE.COM.

10.Confirm your configuration. You can optionally download a CSV file of the principals and
keytabs that Ambari will automatically create.

11 Click Next to start the process.

12 After principals have been created and keytabs have been generated and distributed,
Ambari updates the cluster configurations, then starts and tests the Services in the

cluster.

13 Exit the wizard when complete.

14 Ambari Server communicates with components in the cluster, and now with Kerberos
setup, you need to make sure Ambari Server is setup for Kerberos. As part of the
automated Kerberos setup process, Ambari Server has been given a keytab and setup is
performed. All you need to do is restart Ambari Server for that to take affect. Therefore,
restart Ambari Server at this time.

2.1.4.2.2. Launching the Kerberos Wizard (Manual Setup)

1. Be sure you have Installed and Configured your KDC and have prepared the JCE on each
host in the cluster.

2. Log in to Ambari Web and Browse to Adm n > Ker ber os.

3. Click “Enable Kerberos” to launch the wizard.

4. Select the Manage Kerberos principals and keytabs manually option and confirm you
have met the prerequisites.

5. Provide information about the KDC and admin account.

a. If your Kerberos client libraries are in non-standard path locations, expand the
Advanced kerberos-env section and adjust the “Executable Search Paths” option.

6. Customize the Kerberos identities used by Hadoop and proceed to kerberize the cluster.

A

Important

On the Configure Identities step, be sure to review the principal names,
particularly the Ambari Principals on the General tab. These principal names,
by default, append the name of the cluster to each of the Ambari principals.
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You can leave this as default or adjust these by removing the "-${cluster-
name}" from principal name string. For example, if your cluster is named
HDP and your realm is EXAMPLE.COM, the hdfs principal will be created as
hdfs-HDP@EXAMPLE.COM.

7. Confirm your configuration. Since you have chosen the Manual Kerberos Setup option,
obtain the CSV file for the list of principals and keytabs required for the cluster to work
with Kerberos. Do not proceed until you have manually created and distributed the
principals and keytabs to the cluster hosts.

8. Click Next to continue.

9. Ambari updates the cluster configurations, then starts and tests the Services in the
cluster.

10Exit the wizard when complete.

11 Finish by setting up Ambari Server for Kerberos.

2.1.5. Kerberos Client Packages

If you chose to enable Kerberos using the Automated Kerberos Setup option, as part of
the enabling Kerberos process, Ambari installs the Kerberos clients on the cluster hosts.
Depending on your operating system, the following packages are installed:

Packages installed by Ambari for the Kerberos Client

Operating System Packages
RHEL/CentOS/Oracle Linux 7 krb5-workstation
RHEL/CentOS/Oracle Linux 6 krb5-workstation
SLES 11 krb5-client
Ubuntu/Debian krb5-user, krb5-config

2.1.6. Disabling Kerberos Security

After Enabling Kerberos Security, you can disable Kerberos.
1. Log in to Ambari Web and Browse to Admin > Kerberos.
2. Click Disable Kerberos to launch the wizard.

3. Complete the wizard.

3 Note

If you have enabled Kerberos with an Automated Setup option, Ambari will
attempt to contact the KDC and remove the principals created by Ambari.
If the KDC is unavailable, the wizard will fail on the Unkerberize step. You
can choose to ignore the failure and continue, but the principals will not be
removed from the KDC.
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2.1.7.

2.1.8.

Customizing the Attribute Template

If you are using the Kerberos Automated setup with Active Directory, depending on your
KDC policies, you can customize the attributes that Ambari sets when creating principals.
On the Configure Kerberos step of the wizard, in the Advanced kerberos-env section,
you have access to the Ambari Attribute Template. This template (which is based on the
Apache Velocity templating syntax) can be modified to adjust which attributes are set on
the principals and how those attribute values are derived.

The following table lists the set of computed attribute variables available if you choose to
modify the template:

Attribute Variables Example

$normalized_principal nn/c6401.ambari.apache.org@EXAMPLE.COM
$principal_name nn/c6401.ambari.apache.org
$principal_primary nn

$principal_digest SHA1 hash of the $normalized_principal
$principal_digest_256 SHA256 hash of the $normalized_principal
$principal_digest_512 SHAS512 hash of the $normalized_principal
$principal_instance ¢6401.ambari.apache.org

$realm EXAMPLE.COM

$password password

Managing Admin Credentials

When you enable Kerberos, if you choose to use an Existing MIT KDC or Existing Active
Directory, the Kerberos Wizard prompts for information related to the KDC, the KDC
Admin Account credentials, and the Service and Ambari principals. Once provided, Ambari
will automatically create principals, generate keytabs and distribute keytabs to the hosts
in the cluster. The services will be configured for Kerberos and the service components are
restarted to authenticate against the KDC. This is the Kerberos Automated Setup option.

By default, Ambari will not retain the KDC Admin Account credentials you provide unless
you have encrypted the passwords stored in Ambari. If you have not configured Ambari
for password encryption, you will be prompted to provide KDC Admin Account credentials
whenever cluster changes are made that require KDC principal and/or keytab changes
(such as adding services, components and hosts).

If you have configured Ambari for password encryption, you will have an option to Save

Admin Credentials. Ambari will use the retained KDC Admin Account credentials to make
the KDC changes automatically.

(] Save Admin Credentials @

c Important

If you do not have password encryption enabled for Ambari, the Save Admin
Credentials option will not be enabled.
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Updating KDC Credentials

If you have chosen to Save Admin Credentials when enabling Kerberos, you can update or
remove the credentials from Ambari using the following:

1. In Ambari Web, browse to Admin > Kerberos and click the Manage KDC Credentials
button. The Manage KDC Credentials dialog is displayed.

2. If credentials have been previously saved, click Remove to remove the credentials
currently stored in Ambari. Once removed, if cluster changes that require KDC principal
and/or keytab changes (such as adding services, components and hosts), you will be
prompted to enter the KDC Admin Account credentials.

3. Alternatively, to update the KDC Admin Account credentials, enter the Admin principal
and password values and click Save.

2.2. Configuring HDP Components for Kerberos
Using Ambari

This section describes how to configure Kerberos for strong authentication for HDP
components in an Ambari-managed cluster.

2.2.1. Configuring Kafka for Kerberos Using Ambari

2.2.1.1.

This section describes how to configure Kafka for Kerberos security on an Ambari-managed
cluster.

Kerberos security for Kafka is an optional feature. When security is enabled, features
include:

» Authentication of client connections (consumer, producer) to brokers
* AClL-based authorization
Preparing the Cluster

Before you enable Kerberos, your cluster must meet the following prerequisites:

Prerequisite References*

Ambari-managed cluster with Kafka installed. Installing, Configuring, and Deploying a HDP Cluster in

Automated Install with Ambari
¢ Ambari Version 2.1.0.0 or later

¢ Stack version HDP 2.3.2 or later

Key Distribution Center (KDC) server installed and running | Installing and Configuring the KDC

JCE installed on all hosts on the cluster (including the Enabling Kerberos Authentication Using Ambari
Ambari server)

Links are for Ambari 2.1.2.0.

When all prerequisites are fulfilled, enable Kerberos security. (For more information see
Launching the Kerberos Wizard (Automated Setup).)
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2.2.1.2.

2.2.1.3.

2.2.1.4.

Configuring the Kafka Broker for Kerberos

During the installation process, Ambari configures a series of Kafka settings and creates a
JAAS configuration file for the Kafka server.

It is not necessary to modify these settings, but for more information see Appendix A,
Kafka Configuration Options.

Creating Kafka Topics

When you use a script, command, or API to create a topic, an entry is created under
ZooKeeper. The only user with access to ZooKeeper is the service account running Kafka
(by default, kaf ka). Therefore, the first step toward creating a Kafka topic on a secure
cluster is to run ki ni t, specifying the Kafka service keytab. The second step is to create the
topic.

1. Run ki ni t, specifying the Kafka service keytab. For example:

kinit -k -t /etc/security/keytabs/kafka. service. keytab kaf ka/
c6401. anbari . apache. or g@&xAMPLE. COM

2. Next, create the topic. Run the kaf ka- t opi cs. sh command-line tool with the
following options:

/ bi n/ kaf ka-t opi cs. sh --zookeeper <hostnanme>:<port> --create
--topic <topic-nane> --partitions <nunmber-of-partitions> --
replication-factor <number-of-replicating-servers>

For example:

/ bi n/ kaf ka-t opi cs. sh --zookeeper c6401. anbari . apache. org: 2181 --create --
topic test _topic --partitions 2 --replication-factor 2

Created topic "test_topic".

For more information about kaf ka- t opi ¢s. sh parameters, see Basic Kafka
Operations on the Apache Kafka website.

Permissions

By default, permissions are set so that only the Kafka service user has access; no other user
can read or write to the new topic. In other words, if your Kafka server is running with
principal $KAFKA- USER, only that principal will be able to write to ZooKeeper.

For information about adding permissions, see Authorizing Access when Kerberos is
Enabled.

Producing Events/Messages to Kafka on a Secured Cluster

Prerequisite: Make sure that you have enabled access to the topic (via Ranger or native
ACLs) for the user associated with the producer process. We recommend that you use
Ranger to manage permissions. For more information, see the Apache Ranger User Guide
for Kafka.
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During the installation process, Ambari configures a series of Kafka client and producer
settings, and creates a JAAS configuration file for the Kafka client. It is not necessary
to modify these settings, but for more information about them see Appendix A, Kafka
Configuration Options.

Note: Only the Kafka Java API is supported for Kerberos. Third-party clients are not
supported.

To produce events/messages:
1. Specify the path to the JAAS configuration file as one of your JVM parameters:

-Dj ava. security. auth.login.config=/usr/hdp/current/kaf ka-br oker/
confi g/ kafka_client_jaas. conf

For more information about the kaf ka_cl i ent _j aas file, see "JAAS Configuration
File for the Kafka Client" in Kafka Configuration Options.

2. ki ni t with the principal's keytab.

3. Launch kaf ka- consol e- pr oducer . sh with the following configuration options.
(Note: these settings are the same as in previous versions, except for the addition of - -
security-protocol SASL_PLAI NTEXT.)

. I bi n/ kaf ka- consol e- producer.sh --broker-1ist <hostnane: port
[, host nane: port, .]}> --topic <topic-name> --security-protocol
SASL_PLAI NTEXT

For example:

. /I bi n/ kaf ka- consol e- producer.sh --broker-1i st
c6401. anbari . apache. org: 6667, c6402. anbari . apache. org: 6667 - -
topic test _topic --security-protocol SASL_ PLAI NTEXT

Producer Code Example for a Kerberos-Enabled Cluster

The following example shows sample code for a producer in a Kerberos-enabled
Kafka cluster. Note that the SECURI TY_PROTOCOL_CONFI Gproperty is set to
SASL_PLAI NTEXT.

package com hort onwor ks. exanpl e. kaf ka. pr oducer ;

i nport org. apache. kaf ka. cl i ents. Coomond i ent Confi gs;

i mport org. apache. kaf ka. cl i ents. producer. Cal | back;
inport org.apache. kaf ka. cl i ent s. producer . Kaf kaPr oducer ;
i mport org. apache. kaf ka. cl i ents. producer. Producer;

i mport org. apache. kaf ka. cl i ents. producer . Producer Confi g;
inport org.apache. kaf ka. cl i ents. producer. Producer Recor d;
i mport org. apache. kaf ka. cl i ents. producer. Recor dMet adat a;

inmport java.util.Properties;
import java.util.Random

public class Basi cProducer Exanpl e {
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public static void nain(String[] args){

Properties props = new Properties();
props. put ( Producer Conf i g. BOOTSTRAP_SERVERS _CONFI G, "kaf ka. exanpl e.
com 6667") ;

/1 specify the protocol for SSL Encryption

props. put (Commond i ent Confi gs. SECURI TY_PROTOCOL_CONFI G,
" SASL_PLAI NTEXT") ;

props. put (Producer Confi g. ACKS CONFIG "all");

props. put (Producer Confi g. RETRIES CONFI G 0);

props. put ( Producer Confi g. VALUE_SERI ALI ZER_CLASS CONFI G " or g. apache.
kaf ka. conmon. seri al i zati on. StringSerializer");

props. put ( Producer Conf i g. KEY_SERI ALI ZER CLASS CONFI G "org. apache.
kaf ka. conmon. seri alization. StringSerializer");

Producer<String, String> producer = new Kaf kaProducer<Stri ng,
String>(props);
Test Cal | back cal | back = new Test Cal | back() ;
Random rnd = new Random() ;
for (long i =0; i <100 ; i++) {
Pr oducer Record<String, String> data = new Producer Record<Stri ng,
String>(
"test-topic", "key-" + i, "nessage-"+i );
producer. send(data, call back);

}

producer. cl ose();

private static class TestCall back inplenments Call back {
@verride
publ i c voi d onConpl eti on( Recor dMet adat a recor dMet adat a, Exception e) {
if (e!=null) {

Systemout. println("Error while produci ng nessage to topic :" +
recor dMvet adat a) ;

e.printStackTrace();

} else {

String nessage = String.fornat("sent message to topic: %
partition: % offset: %", recordMVetadata.topic(), recordMetadata.partition(),
recor dMvet adat a. of fset());

System out . pri ntl n( message) ;

}

}

To run the example, issue the following command:
$ java -D ava. security. auth. | ogin. confi g=/usr/hdp/current/kaf ka- br oker/

confi g/ kaf ka_cl i ent _j aas. conf com hort onwor ks. exanpl e. kaf ka. pr oducer .
Basi cPr oducer Exanpl e

Troubleshooting

Issue: If you launch the producer from the command-line interface without specifying the
security-protocol option, you will see the following error:
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2015-07-21 04:14:06,611] ERROR fetching topic netadata for topics
[Set(test topic)] from broker
[ ArrayBuf f er ( Br oker EndPoi nt (0, c6401. anbari . apache. or g, 6667) ,
Br oker EndPoi nt (1, c6402. anbari . apache. org, 6667))] failed
(kafka.utils. Coreltil s$)
kaf ka. conmon. Kaf kaExcepti on: fetching topic nmetadata for topics
[Set(test_topic)] from broker
[ ArrayBuf f er ( Br oker EndPoi nt (0, c6401. anbari . apache. or g, 6667) ,
Br oker EndPoi nt (1, c6402. anbari . apache. org, 6667))] failed
at kafka.client.dientUils$.fetchTopi cMetadata(CientUtils.scal a: 73)
Caused by: java.io. EOFExcepti on: Received -1 when readi ng from channel, socket
has |ikely been cl osed.
at kafka.utils.CoreUtils$.read(Coreltils. scal a: 193)
at kaf ka. net wor k. BoundedByt eBuf f er Recei ve.
r eadFr on{ BoundedByt eBuf f er Recei ve. scal a: 54)

Solution: Add - - securi ty-protocol SASL_PLAI NTEXT to the kaf ka- consol e-
pr oducer . sh runtime options.

Consuming Events/Messages from Kafka on a Secured Cluster

Prerequisite: Make sure that you have enabled access to the topic (via Ranger or native
ACLs) for the user associated with the consumer process. We recommend that you use
Ranger to manage permissions. For more information, see the Apache Ranger User Guide
for Kafka.

During the installation process, Ambari configures a series of Kafka client and producer

settings, and creates a JAAS configuration file for the Kafka client. It is not necessary to

modify these values, but for more information see see Appendix A, Kafka Configuration
Options.

Note: Only the Kafka Java API is supported for Kerberos. Third-party clients are not
supported.
To consume events/messages:

1. Specify the path to the JAAS configuration file as one of your JVM parameters. For
example:

-Dj ava. security. auth.login. config=/usr/hdp/current/kaf ka- br oker/
confi g/ kaf ka_client _j aas. conf

For more information about the kaf ka_cl i ent _j aas file, see "JAAS Configuration
File for the Kafka Client" in Kafka Configuration Options.

2. ki ni t with the principal's keytab.

3. Launch kaf ka- consol e- consuner . sh with the following configuration settings.
(Note: these settings are the same as in previous versions, except for the addition of - -
security-protocol SASL_PLAI NTEXT.)

. I bi n/ kaf ka- consol e- consuner. sh --zookeeper
c6401. anbari . apache. org: 2181 --topic test_topic --from begi nni ng
--security-protocol SASL_PLAI NTEXT

Consumer Code Example for a Kerberos-Enabled Cluster
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The following example shows sample code for a producer in a Kerberos-enabled
Kafka cluster. Note that the SECURI TY_PROTOCOL_CONFI Gproperty is set to
SASL_PLAI NTEXT.

package com hort onwor ks. exanpl e. kaf ka. consuner ;

i mport org. apache. kaf ka. cl i ents. Commond i ent Confi gs;

i mport org. apache. kaf ka. cl i ents. consumer . Consuner Conf i g;

inport org.apache. kaf ka. cl i ents. consuner. Consuner Rebal anceli st ener;
i mport org. apache. kaf ka. cl i ents. consuner. Consumner Recor d;

i mport org. apache. kaf ka. cl i ents. consumer . Consumer Recor ds;

i mport org. apache. kaf ka. cl i ents. consuner. Kaf kaConsuner ;

i mport org. apache. kaf ka. conmon. Topi cPartiti on;

inmport java.util.Collection;
import java.util.Collections;
inport java.util.Properties;

publ i c cl ass Basi cConsumer Exanpl e {
public static void main(String[] args) {

Properti es consuner Config = new Properties();
consumer Conf i g. put ( Consuner Conf i g. BOOTSTRAP_SERVERS CONFI G " kaf ka.
exanpl e. com 6667") ;

/1 specify the protocol for SSL Encryption
consuner Conf i g. put (Conmond i ent Confi gs. SECURI TY_PROTOCOL_CONFI G
" SASL_PLAI NTEXT") ;

consuner Conf i g. put (Consuner Confi g. GROUP_I D_CONFI G "nmy-group");
consumer Conf i g. put ( Consuner Confi g. AUTO OFFSET_RESET_CONFI G,
"earliest");
consumner Confi g. put (Consuner Conf i g. VALUE_DESERI AL|I ZER_CLASS_CONFI G
"org. apache. kaf ka. conmon. seri al i zati on. Stri ngDeseri ali zer");
consuner Conf i g. put (Consuner Confi g. KEY_DESERI ALI ZER_CLASS CONFI G "org.
apache. kaf ka. conmon. seri al i zati on. Stri ngDeseri alizer");
Kaf kaConsuner <byte[], byte[]> consuner = new
Kaf kaConsuner <>( consuner Confi g) ;
Test Consuner Rebal anceli st ener rebal anceli st ener = new
Test Consuner Rebal ancelLi st ener () ;
consuner . subscri be(Col | ecti ons. si ngl etonLi st ("test-topic"),
rebal anceli st ener);

while (true) {
Consuner Recor ds<byte[], byte[]> records = consuner. pol | (1000);
for (Consuner Record<byte[], byte[]> record : records) {
System out . printf("Recei ved Message topic =%, partition =%,
of fset = %d, key = %, value = %\n", record.topic(), record.partition(),
record. of fset(), record. key(), record.value());

}

consumer . conmi t Sync() ;

}

private static class TestConsuner Rebal ancelLi stener inpl enents
Consumer Rebal anceli st ener {

@verride
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public void onPartitionsRevoked(Col | ecti on<Topi cPartition> partitions)
{
Systemout.println("Called onPartiti onsRevoked with partitions:" +
partitions);

}
@verride
public void onPartitionsAssi gned(Coll ection<TopicPartition> partitions)
{
Systemout.printin("Called onPartitionsAssigned with partitions:" +
partitions);
}
}
}

To run the example, issue the following command:

# java -D ava. security.auth. | ogin.config=/usr/hdp/current/kaf ka-br oker/
confi g/ kaf ka_cl i ent _j aas. conf com hortonwor ks. exanpl e. kaf ka. consuner .
Basi cConsuner Exanpl e

Troubleshooting

Issue: If you launch the consumer from the command-line interface without specifying the
security-protocol option, you will see the following error:

2015-07-21 04:14: 06, 611] ERROR fetching topic netadata for topics
[Set(test topic)] from broker
[ ArrayBuf f er ( Br oker EndPoi nt (0, c6401. anbari . apache. or g, 6667) ,
Br oker EndPoi nt (1, c6402. anbari . apache. org, 6667))] failed
(kafka.utils. Coreltils$)
kaf ka. conmon. Kaf kaExcepti on: fetching topic netadata for topics
[Set(test_topic)] from broker
[ ArrayBuf f er ( Br oker EndPoi nt (0, c6401. anbari . apache. or g, 6667),
Br oker EndPoi nt (1, c6402. anbari . apache. org, 6667))] failed
at kafka.client.dientUils$.fetchTopi cMetadata(CientUtils.scal a: 73)
Caused by: java.io. EOFExcepti on: Received -1 when readi ng from channel, socket
has |ikely been cl osed.
at kafka.utils.CoreUtils$.read(Coreltils. scal a: 193)
at kaf ka. net wor k. BoundedByt eBuf f er Recei ve.
r eadFr on{ BoundedByt eBuf f er Recei ve. scal a: 54)

Solution: Add - - securi ty-protocol SASL_PLAI NTEXT to the kaf ka- consol e-
consurmer . sh runtime options.

Authorizing Access when Kerberos is Enabled

Kafka ships with a pluggable Authorizer and an out-of-box authorizer implementation that
uses ZooKeeper to store Access Control Lists (ACLs). Authorization can be done via Ranger
(see the Kafka section of the Ranger Install Guide) or with native ACLs.

A Kafka ACL entry has the following general format:

Principal P is [Allowed/ Denied] Operation O From Host H On
Resource R

where
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* A principal is any entity that can be authenticated by the system, such as a user account,
a thread or process running in the security context of a user account, or security
groups of such accounts. Pri nci pal is specified in the PrincipalType:PrincipalName
(user : dev@XAMPLE. COM) format. Specify user:* to indicate all principals.

Princi pal is a comma-separated list of principals. Specify * to indicate all principals. (A
principal is any entity that can be authenticated by the system, such as a user account, a
thread or process running in the security context of a user account, or security groups of

such accounts.)

* Oper ati on can be one of: READ, WRI TE, CREATE, DESCRI BE, or ALL.

* Resour ce is a topic name, a consumer group name, or the string “kafka-cluster” to
indicate a cluster-level resource (only used with a CREATE operation).

* Host is the client host IP address. Specify * to indicate all hosts.

Note

N

For more information about ACL structure, including mappings between

Operations values and Kafka protocol APIs, see the Apache KIP-11
Authorization Interface document.

2.2.1.6.1. Kafka Authorization Command Line Interface

The Kafka Authorization CLI script, kaf ka- acl s. sh, resides in the bi n directory.

The following table lists ACL actions supported by the CLI script:

Action Type Description
--add Add an ACL.
--renove Remove an ACL.
--list List ACLs.

The following table lists additional options for the Authorization CLI:

properties

will be passed to authorizer
for initialization. Use this
option multiple times to
specify multiple properties.

Option Description Default Option Type

--aut hori zer The fully-qualified class kaf ka. securi ty. aut h. Si @Gphduiationhori zer
name of the authorizer.

--authori zer- A list of key=value pairs that Configuration

to generate an ACL with
Al | ow permission.

Specify principal in
Pri nci pal Type: nanme

--cluster Specifies the cluster as Resource
resource.

--topi c <topic-name> |Specifies the topic as Resource
resource.

- - Consumer - gr oup Specifies the consumer Resource

<consunmer - gr oup> group as resource.

--all ow princi pal These principals will be used Principal
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Option

Description

Default

Option Type

format, such as
user : devadmi n.

To specify more than

one principal in a single
command, specify this
option multiple times. For
example:

--al |l ow
princi pal user:
t est 1@XAVPLE. COM

--all ow princi pal
user:test 2@XAVPLE. COl

- -deny- princi pal

These principals will be used
to generate an ACL with
Deny permission.

Principal is in
Pri nci pal Type: nane
format.

Multiple principals can
be specified (see the - -
al | ow pri nci pal
option).

Principal

--al | ow host

IP address of the host from
which the principals listed
in--all ow princi pal
will have access. To specify
multiple hosts, specify this
option multiple times.

if--al | ow princi pal

is specified, this defaults to
*, which translates to "all
hosts"

Host

- -deny- host

IP address of the host from
which the principals listed in
--deny-princi pal will
be denied access. To specify
multiple hosts, specify this
option multiple times.

if - - deny- pri nci pal is
specified, this defaults to
*, which translates to "all
hosts"

Host

--operation

An operation that will be
allowed or denied based on
principal options.

Valid values: Read, Write,
Create, Delete, Alter,
Describe, ClusterAction, All

All

Operation

- - producer

Convenience option to
add or remove ACLs for
the producer role. This will
generate ACLs that allow
WRITE, DESCRIBE on topic,
and CREATE on cluster.

Convenience

--consuner

Convenience option to add/
remove ACLs for consumer
role. This will generate ACLs
that allows READ, DESCRIBE
on topic, and READ on

consumer-group.

Convenience

2.2.1.6.2. Authorization Examples

By default, if a principal does not have an explicit ACL that allows access for an operation
to a resource, access requests from the principal will be denied.
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The following examples show how to add, remove, and list ACLs.
2.2.1.6.2.1. Grant Read/Write Access to a Topic
To add the following ACL:

"Principals user:bob and user:alice are allowed to perform Operation Read and Write on
Topic Test-Topic from Host1 and Host2"

run the CLI with the following options:

bi n/ kaf ka-acl s.sh --add --allow principal user:bob --allow
principal user:alice --allow host hostl --all ow host host2 --
operation Read --operation Wite --topic test-topic

2.2.1.6.2.2. Grant Full Access to Topic, Cluster, and Consumer Group

To add ACLs to a topic, specify - -t opi ¢ <t opi c- nanme> as the resource option. Similarly,
to add ACLs to cluster, specify - - cl ust er; to add ACLs to a consumer group, specify - -
CoNsumer - gr oup <group- name>

The following examples grant full access for principal bob to topict est -t opi ¢ and
consumer group 10, across the cluster. Substitute your own values for principal name, topic
name, and group name.

bi n/ kaf ka-acl s.sh --topic test-topic --add --all ow principa
user:bob --operation ALL --config /usr/hdp/current/kafka-broker/
confi g/ server. properties

bi n/ kaf ka-acl s. sh --consuner-group 10 --add --all ow princi pa
user: bob --operation ALL --config /usr/hdp/current/kafka-broker/
confi g/ server. properties

bi n/ kaf ka-acl s.sh --cluster --add --allowprincipal user:bob --
operation ALL --config /usr/hdp/current/kaf ka-broker/config/
server. properties

2.2.1.6.2.3. Add a Principal as Producer or Consumer

The most common use case for ACL management is to add or remove a principal as
producer or consumer. The following convenience options handle these cases.

To add user : bob as a producer of Test-topic, run the following command:

bi n/ kaf ka-acl s. sh --add --all ow principal user:bob --producer --
topic test-topic

Similarly, to add user : al i ce as a consumer of t est - t opi ¢ with consumer group
gr oup- 1, pass the - - consuner option.

S Note

When using the consumer option you must specify the consumer group.

bi n/ kaf ka-acl s. sh --add --all ow principal user:bob --consuner --
topic test-topic --consuner-group group-1
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2.2.1.6.2.4. Deny Access to a Principal

In rare cases you might want to define an ACL that allows access to all but one or more
principals. In this case, use the - - deny- pri nci pal and - - deny- host options.

For example, to allow all users to read from t est - t opi ¢ except user bob from host bad-
host :

bi n/ kaf ka-acl s. sh --add --all ow principal user:* --allowhost * --
deny- pri nci pal user:bob --deny-host bad-host --operation Read --
topic test-topic

2.2.1.6.2.5. Remove Access

Removing ACLs is similar to adding ACLs. The only difference is that you need to specify the
- - r enpve option instead of the - - add option.

To remove the ACLs for principals bob and alice (added in "Grant Read/Write Access to a
Topic"), run the CLI with the following options:

bi n/ kaf ka-acl s. sh --renove --all ow principal user:bob --allow
princi pal user:alice --allowhost hostl --all ow host host2 --
operation Read --operation Wite --topic test-topic

Similarly, to remove a principal from a producer or consumer role, specify the - - r enove
option instead of - - add:

bi n/ kaf ka-acl s. sh --renove --all ow princi pal user:bob --producer
--topic test-topic

2.2.1.6.2.6. List ACLs

To list ACLs for any resource, specify the - - 1 i st option with the resource. For example, to
list all ACLs for Test-topic, run the CLI with following options:

bi n/ kaf ka-acl s.sh --list --topic test-topic

2.2.1.6.2.7. Configure Authorizer Settings
To specify which authorizer to use, include the - - aut hor i zer option. For example:
--aut hori zer kafka.security.auth. Si npl eAcl Aut hori zer ...

To specify one or more authorizer initialization settings, include the —authorizer-properties
option; for example:

--aut hori zer-properties zookeeper. connect =l ocal host: 2181 ...
2.2.1.6.3. Troubleshooting Authorizer Settings

Frequently-asked Questions:

When should | use Deny?

By default, all principals that are not explicitly granted permissions get rejected. You should
not need to use Deny. (Note: when defined, DENY takes precedence over ALLOW.)

Then why do we have deny?
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2.2.1.7.

2.2.1.7.1.

Deny was introduced into Kafka for advanced use cases where negation was required.
Deny should only be used to negate a large allow, where listing all principals or hosts is
cumbersome.

Can | define ACLs with principal as user@<realm>?

You can if you are not using pri nci pal .t o. | ocal . cl ass, but if you have set this
configuration property you must define your ACL with users without REALM. This is a
known issue in HDP 2.3.

I just gave a user CREATE Permissions on a cluster, but the user still can't create topics. Why?

Right now, Kafka create topic is not implemented as an API, but as a script that directly
modifies ZooKeeper entries. In a secure environment only the Kafka broker user is allowed
to write to ZooKeeper entries. Granting a user CREATE access does not allow that user to
modify ZooKeeper entries.

However, if that user makes a producer request to the topic and has
aut o. creat e. topi cs. enabl e settotr ue, a topic will be created at the broker level.

Appendix: Kafka Configuration Options

Server.properties key-value pairs

Ambari configures the following Kafka values during the installation process. Settings are
stored as key-value pairs stored in an underlying ser ver. pr operti es configuration file.

listeners

A comma-separated list of URIs that Kafka will listen on, and their protocols.

Required property with three parts:

<pr ot ocol >: <host name>: <port >

Set <pr ot ocol > to SASL_PLAINTEXT, to specify the protocol that server accepts
connections. SASL authentication will be used over a plaintext channel. Once SASL
authentication is established between client and server, the session will have the client’s
principal as an authenticated user. The broker can only accept SASL (Kerberos) connections,

and there is no wire encryption applied. (Note: For a non-secure cluster, <pr ot ocol >
should be set to PLAINTEXT.)

Set host name to the hostname associated with the node you are installing. Kerberos
uses this value and "principal” to construct the Kerberos service name. Specify hostname
0. 0. 0. 0 to bind to all interfaces. Leave hostname empty to bind to the default interface.

Set por t to the Kafka service port. When Kafka is installed using Ambari, the default port
number is 6667.

Examples of legal listener lists::

| i st ener s=SASL_PLAI NTEXT: / / kaf kal. host 1. com 6667

i stener s=PLAI NTEXT: // nmyhost: 9092, TRACE://:9091,
SASL_PLAI NTEXT: //0.0.0.0:9093
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advertised.listeners

A list of listeners to publish to ZooKeeper for clients to use, if different than the listeners
specified in the preceding section.

In laaS environments, this value might need to be different from the interface to which the
broker binds.

If adverti sed. | i steners is not set, the value for | i st ener s will be used.

Required value with three parts:

<pr ot ocol >: <host nane>: <port >

Set pr ot ocol to SASL_PLAI NTEXT, to specify the protocol that server accepts
connections. SASL authentication will be used over a plaintext channel. Once SASL
authentication is established between client and server, the session will have the client’s
principal as an authenticated user. The broker can only accept SASL (Kerberos) connections,

and there is no wire encryption applied. (Note: For a non-secure cluster, <pr ot ocol >
should be set to PLAINTEXT.)

Set host nane to the hostname associated with the node you are installing. Kerberos uses
this and "principal" to construct the Kerberos service name.

Set port to the Kafka service port. When Kafka is installed using Ambari, the default port
number is 6667.

For example:

advertised. | isteners=SASL_PLAI NTEXT: // kaf kal. host 1. com 6667

security.inter.broker.protocol

Specifies the inter-broker communication protocol. In a Kerberized cluster, brokers are
required to communicate over SASL. (This approach supports replication of topic data.) Set
the value to SASL_PLAI NTEXT:

security.inter. broker. protocol =SASL_PLAI NTEXT

authorizer.class.name

Configures the authorizer class.

Set this value to kaf ka. securi ty. aut h. Si npl eAcl Aut hori zer:

aut hori zer. cl ass. nanme=kaf ka. securi ty. aut h. Si npl eAcl Aut hori zer

For more information, see "Authorizing Access when Kerberos is Enabled."

principal.to.local.class
Transforms Kerberos principals to their local Unix usernames.

Set this value to kaf ka. securi ty. aut h. Ker ber osPri nci pal ToLocal :
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principal.to.local.class=kafka.security.auth. KerberosPrinci pal ToLocal

super.users

Specifies a list of user accounts that will have all cluster permissions. By default, these super
users have all permissions that would otherwise need to be added through the kaf ka-

acl s. sh script. Note, however, that their permissions do not include the ability to create
topics through kaf ka-t opi cs. sh, as this involves direct interaction with ZooKeeper.

Set this value to a list of user : <account > pairs separated by semicolons. Note that
Ambari adds user : kaf ka when Kerberos is enabled.

Here is an example:

super . user s=user: bob; user: al i ce
2.2.1.7.2. JAAS Configuration File for the Kafka Server

The Java Authentication and Authorization Service (JAAS) API supplies user authentication
and authorization services for Java applications.

After enabling Kerberos, Ambari sets up a JAAS login configuration file for the Kafka
server. This file is used to authenticate the Kafka broker against Kerberos. The file is stored
at:

{usr/ hdp/ current/kaf ka- br oker/ confi g/ kaf ka_server _j aas. conf

Ambari adds the following settings to the file. (Note: serviceName="kafka" is required for
connections from other brokers.)

Kaf kaServer {
com sun. security. aut h. nodul e. Kr bSLogi nvbdul e required
useKeyTab=t r ue
keyTab="/et c/security/ keyt abs/ kaf ka. servi ce. keyt ab"
st or eKey=t r ue
useTi cket Cache=f al se
servi ceName="kaf ka"
pri nci pal =" kaf ka/ c6401. anbari . apache. or g@XAVPLE. COV';

B

Cient { // used for zookeeper connection
com sun. security. aut h. modul e. Kr b5Logi nMbdul e required
useKeyTab=t r ue
keyTab="/etc/security/ keyt abs/ kaf ka. servi ce. keyt ab"
st or eKey=t r ue
useTi cket Cache=f al se
servi ceNane="zookeeper"
princi pal ="kaf ka/ c6401. anbari . apache. or g@&XAMPLE. COM';

H
2.2.1.7.3. Configuration Setting for the Kafka Producer

After enabling Kerberos, Ambari sets the following key-value pair in the
server. properti es file:

security. protocol =SASL_PLAI NTEXT
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2.2.1.7.4.

JAAS Configuration File for the Kafka Client

After enabling Kerberos, Ambari sets up a JAAS login configuration file for the Kafka client.
Settings in this file will be used for any client (consumer, producer) that connects to a
Kerberos-enabled Kafka cluster. The file is stored at:

{usr/ hdp/ current/kaf ka- br oker/ confi g/ kaf ka_cl i ent _j aas. conf

Ambari adds the following settings to the file. (Note: ser vi ceNane=kaf ka is required for
connections from other brokers.)

S Note
For command-line utilities like kafka-console-producer and kafka-console-
consumer, use ki ni t. If you use a long-running process (for example, your
own Producer), use keytab.

Kafka client configuration with keytab, for producers:

Kaf kaCl i ent {
com sun. security. aut h. modul e. Kr b5Logi nMbdul e required
useKeyTab=t r ue
keyTab="/et c/ security/keytabs/storm servi ce. keyt ab"
st or eKey=true
useTi cket Cache=f al se
servi ceName="kaf ka"
princi pal =" st or M@&EXAMPLE. COM'
[

Kafka client configuration without keytab, for producers:

Kaf kaCl i ent {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useTi cket Cache=t rue
renewTi cket =t r ue

servi ceNanme="kaf ka";

}s
Kafka client configuration for consumers:

Kaf kaCl i ent {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useTi cket Cache=t r ue
renewTi cket =t r ue
servi ceNanme="kaf ka";

b

2.2.2. Configuring Storm for Kerberos Using Ambari

2.2.2.1.

This section describes how to configure Storm for Kerberos security on an Ambari-managed
cluster.

Prerequisites

Before you enable Kerberos, your cluster must meet the following prerequisites. (Note:
Links point to Ambari version 2.2.1.0. If your cluster runs a different version of Ambari,
refer to the Ambari document for your version of software.)
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Prerequisite References

Ambari-managed cluster with Storm installed and running. | Installing, Configuring, and Deploying a HDP Cluster in

Automated Install with Ambari
¢ Ambari Version 2.2.1.0 or later

¢ Stack version HDP 2.4.0 or later

Key Distribution Center (KDC) server installed and running. | Installing and Configuring the KDC

JCE installed on all hosts on the cluster (including the Enabling Kerberos Authentication Using Ambari
Ambari server).

When all prerequisites are fulfilled, enable Kerberos security. For more information, see
Running the Kerberos Security Wizard.

2.2.2.2. Designating a Storm Client Node

At this point in the configuration process there is no notion of a Storm client node (you
won't be able to select “client” via Ambari).

To specify a Storm client node, choose one of the following two approaches, described in
the following subsections:

* Dedicate or use an existing independent gateway node as a storm client

* Use one of your existing storm nodes (such as nimbus, supervisors, or drpc) as a client.
Choose this option if you prefer not to add a gateway node for Storm.

2.2.2.2.1. Dedicate or Use an Existing Gateway Node
To dedicate or use an existing gateway node (edge node):
1. Install the storm package on the node:
sudo yuminstall storm <version>
For example, for HDP 2.4:
sudo yuminstall storm2_4*

2. Create afileat/etc/stornf conf/client_jaas. conf, and add the following entry
to it:

StornCient {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useTi cket Cache=t r ue
renewTi cket =t r ue
servi ceName="ni nbus"

15
3. Add the following settings to the / et ¢/ st or nf conf/ st or m yam configuration file:

ni mbus. seeds: <ni nbus- host -array>

ni mbus.thrift.port: 6667

java.security.auth.login.config: "/etc/storm conf/client_jaas.conf"
stormthrift.transport: "org.apache.storm security. auth. kerber os.
Ker ber osSasl| Tr ansport Pl ugi n"

37


https://docs.hortonworks.com/HDPDocuments/Ambari-2.4.2.0/bk_ambari-installation/content/ch_Deploy_and_Configure_a_HDP_Cluster.html
https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.5.0/bk_security/content/_installing_and_configuring_the_kdc.html
https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.5.0/bk_security/content/configuring_amb_hdp_for_kerberos.html
https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.5.0/bk_security/content/_running_the_kerberos_wizard.html

hdp-security August 29, 2016

where <ni mbus- host - ar r ay> is an array of hostnames running Nimbus. (The value
should come from / et ¢/ st or m conf/ st or m yamn .) For example:

ni mbus. seeds: ["c6401. anbari . apache. org",
"c6402. anbari . apache. org"]

2.2.2.2.2. Use an Existing Storm Node

To use one of your existing Storm nodes (such as nimbus, supervisors, or drpc) as a Storm
client node, complete the following steps for every user who requires Storm access (for
example, to run Storm commands or deploy topologies):

1. Create a . st or mdirectory in the user's home directory. For example, user j ohn should
have a directory called / hone/ j ohn/ . st ornt .

2. Add the following settings to the / et ¢/ st or m conf/ st orm yam configuration file:

ni mbus. seeds: <ni nbus- host -array>

ni mbus.thrift.port: 6667

java.security.auth.login.config: "/etc/storm conf/client_jaas.conf"
stormthrift.transport: "org.apache.storm security. auth. kerber os.
Ker ber osSasl| Tr ansport Pl ugi n"

where <ni mbus- host - ar r ay> is an array of hostnames running Nimbus (the value
should come from / et ¢/ st or m conf/ st orm yan ). For example:

ni mbus. seeds: ["c6401. anbari . apache. org",
"c6402. anbari . apache. org"]

As mentioned earlier, repeat these steps for every user who requires Storm access.
2.2.2.2.3. Running Storm Commands

After configuring the client/gateway node, run ki ni t (with the principal's keytab) before
issuing Storm commands.

2.2.2.3. Running Workers as Users

In Storm secure mode, workers can run as the user (owner of the topology) who deployed
the topology. To enable, complete the following steps:

1. Make sure all users who are going to deploy topologies have a UNIX account on all of
the Storm nodes. Workers will run under the UNIX account for topologies deployed by
the user.

Example: For usert est user 1 and principal t est user 1/
c6401. anbari . apache. or g, make sure there is a corresponding t est user 1 UNIX
account.

2. Add the following configuration under "Custom storm-site" in the Ambari Storm
configuration screen:

supervi sor.run. worker. as. user : true
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2.2.2.4. Accessing the Storm Ul

2.2.2.5.

3. Restart Storm components.

The Storm Ul uses SPNEGO AUTH when in Kerberos mode.

Before accessing the Ul, configure your browser for SPNEGO authorization, as shown in the

following table.

Then ki ni t before accessing the Storm Ul.

Table 2.1. Browser Settings for Storm Ul

Browser

Configuration

Safari

No changes needed.

Firefox

1. Go to about:config and search for

net wor k. negoti ate-auth. trusted-uris.

2. Double-click and add the following value: " htt p: / /
st or m ui - host nanme: ui - port"

3. Replace the st or m ui - host nane value with the
hostname where your Ul is running.

4. Replace the ui - port value with the Storm Ul port.

Chrome From the command line, issue:

googl e-chrone --auth-server-

whi t el i st ="<st or m ui - host name>" --auth-
negot i at e- del egat e-whi tel i st ="<st orm ui -
host nane>"

Internet Explorer  Configure trusted websites to include " st or m ui -

host name".

* Allow negotiation for the Ul website.

Accessing the Storm Ul (Active Directory Trust Configuration)

If your cluster is configured with Active Directory Trust, use the Active Directory ticket to
communicate with MIT KDC for secure negotiation. Here are the additional configuration
steps:

1. Make sure Ul Kerberos authentication-to-local rules are configured properly. Once a

principal from Active Directory is used for negotiation with MIT KDC, you need a rule to
translate it to the local account on the Storm Ul node. Many times those can be copied
fromcore-site. xn .

For example:

ui.filter. parans:

"type": "kerberos"

"ker beros. principal ": "HTITP/ ni mbus. host 1. cont

"ker beros. keytab": "/vagrant/keytabs/http. keyt ab"

"kerberos. nane.rules": "RULE:[2: $1@0] ([jt]t @ *EXAMPLE. COM s/ . */
$VMAPRED_USER/ RULE: [ 2: $1@0] ([ nd] n@ * EXAMPLE. COV) s/ . */ $HDFS_USER/ DEFAULT"

Note: Rules are listed as strings, and are not separated by commas.
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2.2.2.6.

2. Create mappings for MIT domain KDC and associated resources used for the domain, in
this case Storm Ul.

On a Windows workstation, you would run the following commands from the command
line:

ksetup / AddKDC $DOVAI N $KDC
kset up / AddHost ToReal mivap $hadoop resource $Donai n
Note: this step adds registry entries in HKLM Syst em Cur r ent Cont r ol Set \ Cont r ol
\ Lsa\ Ker ber os\ Host ToReal m
Troubleshooting

To troubleshoot configuration issues, try accessing the Storm Ul within the cluster using the
curl command.

For example:

curl -i --negotiate -u:anyUser -b ~/cookiejar.txt -c ~/
cookiejar.txt http://stormui-hostnane: 8080/ api/vl/cluster/sumary

This will help you determine whether the Kerberos Ul configuration is working.

To isolate the issue, use Storm service keytabs and user principals.

Two other important things to check are:

* Make sure that the trust is working properly.

* Make sure that the encryption types match on both KDCs.
Storm Security Properties

The following table lists important Storm security properties.

Configuration Property Description Example

nimbus.authorizer This is a pluggable authorizer "org.apache.storm.security.auth.authori
for a Storm Nimbus node.
SimpleACLAuthorizer is the default
implementation.

Note: Admins can also grant
permissions via the Ranger authorizer
Ul. For more information, see the
Ranger User's Guide.

zer.SimpleACLAuthol

nimbus.admins Add Nimbus admin users. These users |"John"
will have super user permissions on
all topologies deployed, and will "Abc"

be able to perform other admin
operations (such as rebalance,
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activate, deactivate and kill), even
if they are not the owners of the
topology.

By default, only users who deployed
the topologies have access to admin
operations such as rebalance,
activate, deactivate, and kill.

topology.users:

This and the following config can
be added as part of the topology
file. The users listed in this setting
will have owner privileges for the
specified topology.

Confi g conf = new Config()

conf. put ("t opol ogy. users”, Li sts.

newAr raylLi st (“test_user1”,

"test_user2"));

StornBubmitter.

subni t Topol ogy(t opol ogyNane,
conf, builder.

creat eTopol ogy());

topology.groups

Similar to topology.users. Use this
to add group-level permissions to a

Config conf = new Config()
conf. put ("t opol ogy. groups”,
Li sts. newArrayLi st (“test_groupl”,

topology. "test_group2"));

StornBubmitter.

subni t Topol ogy(t opol ogyNane,
conf, builder.

creat eTopol ogy());

2.2.2.7. Known Issues

Issue: Ambari does not show the security configuration on the Storm configuration tab, so
you cannot add users to nimbus.admins.

Workaround: To give permissions to other users, use t opol ogy. users or
t opol ogy. gr oups.
Issue: In AD+MIT setup, when trying to access Nimbus on a Kerberized cluster a HTTP 413

full HEAD error is received. (STORM-633)

Workaround: Add ui . header . buf f er. byt es “65536” under “Custom storm-site"

on the Ambari Storm configuration tab.

Issue: Log viewer. We recommend against creating HTTP principal keytabs for supervisors.
This can cause the SPNEGO protocol to fail.

Workaround:

1. Add the HTTP principal for Storm supervisor nodes too. For example:

sudo /usr/sbin/kadm n.local -q 'addprinc -randkey HTTP/

<super Vi sor - host nane>
where

<super Vi sor - host nane> is your hostname and domain for Kerberos; for example:
supervi sorl. host 1. com@OST1. COM

2. Add this principal for all hosts that run supervisor machines.

For example:
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sudo /usr/sbin/kadm n.local -q "ktadd -k /etc/security/keytabs/
spnego. servi ce. keyt ab HTTP/ supervi sor 1. host 1. com@iOST1. COM'

3. Add the newly created HTTP principals to the spnego. ser vi ce. keyt ab file.

4. Make sure that the spnego.service.keytab file has “storm” user privileges for read
operations.

5. Distribute this keytab to all supervisor hosts.

6. On the supervisor node, edit/ et ¢/ st or m conf/ st orm yani . Change the
ui . filter.paramneters asfollows, replacing <super vi sor - host nanme> with the
hostname of your supervisor process:

"type": "kerberos"
"kerberos. principal": "HITP/ <supervi sor - host nane>"
"ker beros. keytab": "/vagrant/keytabs/http. keyt ab"

7. On each supervisor machine change the Kerberos.principal hostname to that supervisor’s
hostname.

8. Restart the log viewer.

9. Add supervisor hosts to net wor k. negot i at e- aut h. trust ed- uri s (similar to the
steps needed to access the Storm Ul).

2.3. Configuring Ambari Authentication with
LDAP or AD

2.3.1. Configuring Ambari for LDAP or Active Directory
Authentication

By default Ambari uses an internal database as the user store for authentication
and authorization. If you want to configure LDAP or Active Directory (AD) external
authentication, you need to collect the following information and run a setup command.

Also, you must synchronize your LDAP users and groups into the Ambari DB to be able to
manage authorization and permissions against those users and groups.

3 Note

When synchronizing LDAP users and groups, Ambari uses LDAP results
paging controls to synchronize large numbers of LDAP objects. Most
modern LDAP servers support these control, but for those that do

not, such as Oracle Directory Server Enterprise Edition 11g, Ambari
introduces a configuration parameter to disable pagination. The

aut henti cati on. | dap. pagi nati on. enabl ed property can be set to
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false inthe / et c/ anbari - server/ conf/ambari - properti es file to
disable result paging controls. This will limit the maximum number of entities
that can be imported at any given time to the maximum result limit of the
LDAP server. To work around this, import sets of users or groups using the -
user s and - gr oups options covered in section 3.1.4 - Specific Set of Users and

Groups.

2.3.1.1. Setting Up LDAP User Authentication

The following table details the properties and values you need to know to set up LDAP

authentication.

3 Note

If you are going to set bi ndAnonynousl y to false (the default), you need

to make sure you have an LDAP Manager name and password set up. If you
are going to use SSL, you need to make sure you have already set up your

certificate an

d keys.

Ambari Server LDAP Properties

Property

Values

Description

authentication.ldap.primaryUrl

server:port

The hostname and port for the LDAP or AD server. Example:
my.ldap.server:389

authentication.ldap.secondaryU

server:port

The hostname and port for the secondary LDAP or AD server.
Example: my.secondary.ldap.server:389 This is an optional
value.

authentication.ldap.useSSL

true or false

If true, use SSL when connecting to the LDAP or AD server.

authentication.ldap.usernameA

tilr vy Peattribute]

The attribute for username. Example: uid

authentication.ldap.baseDn

[Distinguished Name]

The root Distinguished Name to search in the directory for
users. Example: ou=people,dc=hadoop,dc=apache,dc=org

authentication.ldap.referral

[Referral method]

Determines if LDAP referrals should be followed, or ignored.

authentication.ldap.bindAnonyphausslyr false

If true, bind to the LDAP or AD server anonymously

authentication.ldap.managerDr

[Full Distinguished Name]

If Bind anonymous is set to false, the Distinguished
Name (“DN") for the manager. Example:
uid=hdfs,ou=people,dc=hadoop,dc=apache,dc=org

authentication.ldap.managerPq

Jqvessaiord]

If Bind anonymous is set to false, the password for the
manager

authentication.ldap.userObject

CJAaBAP Object Class]

The object class that is used for users. Example:
organizationalPerson

authentication.ldap.groupObje

(fCAP Object Class]

The object class that is used for groups. Example:
groupOfUniqueNames

authentication.ldap.groupMem|

HeBAPAttribute]

The attribute for group membership. Example: uniqueMember

authentication.ldap.groupNam

HYBEP attribute]

The attribute for group name.

S Note

2.3.1.2. Configure Ambari to use LDAP Server

Only if you are using LDAPS, and the LDAPS server certificate is signed by a

trusted Certificate Authority, there is no need to import the certificate into
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Ambari so this section does not apply to you. If the LDAPS server certificate
is self-signed, or is signed by an unrecognized certificate authority such as
an internal certificate authority, you must import the certificate and create
a keystore file. The following example creates a keystore file at /keys/Idaps-
keystore.jks, but you can create it anywhere in the file system:

Run the LDAP setup command on the Ambari server and answer the prompts,
using the information you collected above:

1. nkdir /etc/anbari-server/keys
where the keys directory does not exist, but should be created.

2. $JAVA HOVE/ bi n/ keytool -inmport -trustcacerts -alias root -file
$PATH TO _YOUR LDAPS CERT -keystore /etc/anbari-server/keys/
| daps- keystore.j ks

3. Set a password when prompted. You will use this during ambari-server setup-ldap.

anbari -server setup-Idap

1. Atthe Pri mary URL* prompt, enter the server URL and port you collected above.
Prompts marked with an asterisk are required values.

2. At the Secondary URL* prompt, enter the secondary server URL and port. This value is
optional.

3. Atthe Use SSL* prompt, enter your selection. If using LDAPS, entert r ue.
4. Atthe User object class* prompt, enter the object class that is used for users.

5. Atthe User nane attri but e* prompt, enter your selection. The default value is
ui d.

6. Atthe Group obj ect cl ass* prompt, enter the object class that is used for groups.
7. Atthe Group nane attri bute* prompt, enter the attribute for group name.

8. Atthe Group nenber attribute* prompt, enter the attribute for group
membership.

9. Atthe Di sti ngui shed name attri bute* prompt, enter the attribute that is used
for the distinguished name.

10At the Base DN* prompt, enter your selection.
11At the Ref erral et hod* prompt, enter to f ol | owori gnor e LDAP referrals.
12At the Bi nd anonynousl y* prompt, enter your selection.

13At the Manager DN* prompt, enter your selection if you have set bind.Anonymously
to false.
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14Atthe Enter the Manager Password* prompt, enter the password for your LDAP
manager DN.

15If you set Use SSL* =true in step 3, the following prompt appears: Do you want to
provi de custom TrustStore for Anbari ?

Consider the following options and respond as appropriate.

* More secure option: If using a self-signed certificate that you do not want imported
to the existing JDK keystore, entery.

For example, you want this certificate used only by Ambari, not by any other
applications run by JDK on the same host.

If you choose this option, additional prompts appear. Respond to the additional
prompts as follows:

* Atthe Trust St or e type prompt, enter j ks.

e« AtthePath to TrustStore file prompt, enter/ keys/| daps-
keyst ore. j ks (or the actual path to your keystore file).

* Atthe Password for Trust Store prompt, enter the password that you
defined for the keystore.

* Less secure option: If using a self-signed certificate that you want to import and store
in the existing, default JDK keystore, enter n.

» Convert the SSL certificate to X.509 format, if necessary, by executing the following
command:

openssl x509 -in slapd. pem-out <slapd.crt>
Where <slapd.crt> is the path to the X.509 certificate.

e Import the SSL certificate to the existing keystore, for example the default jre
certificates storage, using the following instruction:

[usr/jdk64/jdkl.7.0_45/bi n/ keytool -inport -trustcacerts -
file slapd.crt -keystore /usr/jdk64/jdkl.7.0_45/jrel/lib/
security/cacerts

Where Ambari is set up to use JDK 1.7. Therefore, the certificate must be imported
in the JDK 7 keystore.

16Review your settings and if they are correct, selecty.
17 Start or restart the Server
anbari-server restart

The users you have just imported are initially granted the Ambari User privilege.
Ambari Users can read metrics, view service status and configuration, and browse
job information. For these new users to be able to start or stop services, modify
configurations, and run smoke tests, they need to be Admins. To make this change,
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as an Ambari Admin, use Manage Anbari > Users > Edit. Forinstructions, see
Managing Users and Groups.

2.3.1.2.1. Example Active Directory Configuration

Directory Server implementations use specific object classes and attributes for storing
identities. In this example, configurations specific to Active Directory are displayed as an
example. Only those properties that are specific to Active Directory are displayed.

Run anbari - server set up-| dap and provide the following information about your

Domain.

Prompt Example AD Values
User object class* (posixAccount) user

User name attribute* (uid) sAMAccountName
Group object class* (posixGroup) group

Group member attribute* (memberUid) member
Distinguished name attribute* (dn) distinguishedName

2.3.1.3. Synchronizing LDAP Users and Groups

Run the LDAP synchronize command and answer the prompts to initiate the sync:

anbari-server sync-1ldap [option]

3 Note

To perform this operation, your Ambari Server must be running.

* When prompted, you must provide credentials for an Ambari Admin.

* When syncing Idap, Local user accounts with matching username will switch
to LDAP type, which means their authentication will be against the external
LDAP and not against the Local Ambari user store.

* LDAP sync only syncs up-to-1000 users. If your LDAP contains over 1000 users
and you plan to import over 1000 users, you must use the —users option
when syncing and specify a filtered list of users to perform import in batches.

The utility provides three options for synchronization:
* Specific set of users and groups, or
* Synchronize the existing users and groups in Ambari with LDAP, or

* All users and groups

Review log files for failed synchronization attempts, at/ var/ | og/ anbari - server/
anbari - server. | og on the Ambari Server host.

3 Note

When synchronizing LDAP users and groups, Ambari uses LDAP results
paging controls to synchronize large numbers of LDAP objects. Most
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modern LDAP servers support these control, but for those that do

not, such as Oracle Directory Server Enterprise Edition 11g, Ambari

introduces a configuration parameter to disable pagination. The

aut henti cation. | dap. pagi nati on. enabl ed property can be set to
false inthe / et c/ anbari - server/ conf/ambari - properti es file to
disable result paging controls. This will limit the maximum number of entities
that can be imported at any given time to the maximum result limit of the
LDAP server. To work around this, import sets of users or groups using the -
user s and - gr oups options covered in section 3.1.4 - Specific Set of Users and

Groups.

2.3.1.4. Specific Set of Users and Groups
anbari-server sync-ldap --users users.txt --groups groups.txt

Use this option to synchronize a specific set of users and groups from LDAP into Ambari.
Provide the command a text file of comma-separated users and groups. The comma
separated entries in each of these files should be based off of the values in LDAP of the
attributes chosen during setup. The "User name attribute" should be used for the users.txt
file, and the "Group name attribute" should be used for the groups.txt file. This command
will find, import, and synchronize the matching LDAP entities with Ambari.

S Note
Group membership is determined using the Group Membership Attribute
(groupMembershipAttr) specified during setup-ldap. User name is determined
by using the Username Attribute (usernameAttribute) specified during setup-
Idap.

2.3.1.5. Existing Users and Groups

anbari-server sync-ldap --existing

After you have performed a synchronization of a specific set of users and groups, you use
this option to synchronize only those entities that are in Ambari with LDAP. Users will be
removed from Ambari if they no longer exist in LDAP, and group membership in Ambari
will be updated to match LDAP.

S Note
Group membership is determined using the Group Membership Attribute
specified during setup-ldap.

2.3.1.6. All Users and Groups

c Important
Only use this option if you are sure you want to synchronize all users and
groups from LDAP into Ambari. If you only want to synchronize a subset of
users and groups, use a specific set of users and groups option.

anbari-server sync-ldap --all
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or AD

This will import all entities with matching LDAP user and group object classes
into Ambari.

2.3.2. Configuring Ranger Authentication with UNIX, LDAP,

2.3.2.1. UNIX Authentication Settings

2.3.2.2.

The following figure shows the UNIX authentication settings, and the table below describes
each of these properties.

Add Service Wizard
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Table 2.2. UNIX Authentication Settings

L]

Configuration Property |Description Default Example Value Required?
Value
Allow remote Login Flag to enable/disable TRUE TRUE No.
remote login via UNIX
Authentication Mode.
ranger.unixauth.service.hoftraA@DN where the localhost myunixhost.domain.com Yes, if UNIX
ranger-usersync module authentication is
is running (along with selected.
the UNIX Authentication
Service).
ranger.unixauth.service.poffihe port number where 5151 5151 Yes, if UNIX
the ranger-usersync authentication is
module is running the selected.
UNIX Authentication
Service.

Active Directory Authentication Settings

This section describes how to configure settings for Active Directory authentication.
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N

Note

In addition to these settings, you may also need to configure the Active

Directory properties described in Configuring Usersync Settings.

2.3.2.2.1. AD Settings

The following figure shows the Active Directory (AD) authentication settings, and the table
below describes each of these properties.
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Table 2.3. Active Directory Authentication Settings

Configuration
Property Name

Description

Default Value

Example Value

Required?

ranger.ldap.ad.domain

Server domain name
(or IP address) where
ranger-usersync
module is running
(along with the

AD Authentication
Service). The default
value of "localhost"
must be changed to
the domain name.

localhost

example.com

Yes, if Active Directory
authentication is
selected.

ranger.ldap.ad.url

The URL and port
number where ranger-
usersync module

is running the AD
Authentication
Service. The default
value is a placeholder
and must be changed

Idap://
ad.xasecure.net:389

Idap://127.0.0.1:389

Yes, if Active Directory
authentication is
selected.
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Configuration Description
Property Name

Default Value

Example Value

Required?

to point to the AD
server.

2.3.2.2.2. Custom ranger-admin-site Settings for Active Directory (Optional)

The following Custom ranger-admin-site settings for Active Directory authentication are

optional.

To add a Custom ranger-admin-site property:

1. Select Custom ranger-admin-site, then click Add Property.

¥  AD Settings
ranger.idap.ad.damain localhost
ranger.ldap ad.url Idap:/fad ¥asecure. nat:389

¥ LDAP Settings

}  Advanced ranger-admin-site

*  Advanced ranger-eny

P Advanced ranger-ugsync-site

*  Custom admin-properties

T Custom ranger-admin-sie

I Add Property ... I

P Custom ranger-site

*  Custom ranger-ugsync-site

b Customn usersync-properties

2. On the Add Property pop-up, type the property name in the Key box, type the property
value in the Value box, then click Add.
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Add Property

Type ranger-sia.xml

ey ranger.ldap.ad. base.dn
Value de=axampde,do=com

2

The following figure shows the Custom ranger-admin-site settings required for Active
Directory (AD) authentication, and the table below describes each of these properties.

Custom ranger-site

ranger.ldap.ad.base.dn de=axample, dc=com L+ 2
ranger.ldap.ad.bind.dn cn=adadmin,cn=Users dc=axample déc=com [+] -]
ranger.ldap.aq.bind, secrel 23l L+ 2
passwond

ranger.ldap.ad.referral follonw e 9
Add Property ..

Table 2.4. Active Directory Custom ranger-admin-site Settings

Custom Property Name

Sample Values for AD Authentication

ranger.ldap.ad.base.dn

dc=example,dc=com

ranger.ldap.ad.bind.dn

cn=adadmin,cn=Users,dc=example,dc=com

ranger.ldap.ad.bind.password

secret123!

ranger.ldap.ad.referral

follow | ignore | throw

There are three possible values forr anger . | dap. ad. referral : fol | ow, t hr ow, and
i gnor e. The recommended setting is f ol | ow.

When searching a directory, the server might return several search results, along with a
few continuation references that show where to obtain further results. These results and
references might be interleaved at the protocol level.

* When this property is set to f ol | ow, the AD service provider processes all of the normal
entries first, and then follows the continuation references.
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* When this property is set to t hr ow, all of the normal entries are returned in the
enumeration first, before the Ref er r al Except i on is thrown. By contrast, a "referral”
error response is processed immediately when this property is set to f ol | owort hr ow.

* When this property is set to i gnor e, it indicates that the server should return referral
entries as ordinary entries (or plain text). This might return partial results for the search.
In the case of AD, a Parti al Resul t Excepti on is returned when referrals are
encountered while search results are processed.

2.3.2.3. LDAP Authentications Settings

This section describes how to configure LDAP and Advanced ranger-ugsync-site settings for
Active Directory authentication.

3 Note

In addition to these settings, you must also configure the LDAP properties
described in Configuring Usersync Settings.

2.3.2.3.1. LDAP Settings

The following figure shows the LDAP authentication settings, and the table below describes
each of these properties.
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Table 2.5. LDAP Authentication Settings

Configuration Description Default Value Example Value Required?
Property Name
ranger.ldap.url The URLand |ldap://71.127.43.33:389 |ldap://127.0.0.1:389 Yes, if LDAP
port number authentication
where ranger- is selected.
usersync
module is
running
the LDAP
Authentication
Service.
ranger.ldap.user. The domain uid={0},ou=users, cn=Idapadmin,ou=Users, |Yes, if LDAP
dnpattern name pattern. | dc=xasecure,dc=net dc=example,dc=com authentication
is selected.
ranger.ldap.group. |The LDAP cn cn Yes, if LDAP
roleattribute group role authentication
attribute. is selected.
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2.3.2.3.2. Custom ranger-admin-site Settings for LDAP (Optional)
The following Custom ranger-admin-site settings for LDAP are optional.
To add a Custom ranger-admin-site property:

1. Select Custom ranger-admin-site, then click Add Property.

ranger.ldap ad.domain

ranger.ldap_ad.url

-

AD Settings

LDAP Sattings

Advanced ranger-admin-site

Advanced rangear-eny

Advanced ranger-ugsync-site

Custom admin-propearties

Custom ranger-admin-site

I Add Property ... I

Custom ranger-site

Custom ranger-ugsync-site

Custom usersync-proparties

Iacalhinst

Idap:.fad sasecure.net-388

2. On the Add Property pop-up, type the property name in the Key box, type the property
value in the Value box, then click Add.
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Add Property

Type ranger-admin-site.xml S %
Key ranger.ldap.base.dn
Value de=example,dc=com|

The following figure shows the Custom ranger-admin-site settings required for LDAP
authentication, and the table below describes each of these properties.

Custom ranger-site

ranger.ldap.ad. base.dn de=axampla, dc=com [+] =]
ranger.ldap.ad.bind.dn cn=adadmin,cn=Users,dc=axample dc=com o 2
ranger.ldap.ad.bind. sacretl23! [+ -]
passwond

ranger.ldap.ad.referral follonw - - ]

Add Property ..

Table 2.6. LDAP Custom ranger-admin-site Settings

Custom Property Name Sample Values for AD or LDAP Authentication
ranger.ldap.base.dn dc=example,dc=com

ranger.ldap.bind.dn cn=adadmin,cn=Users,dc=example,dc=com
ranger.ldap.bind.password secret123!

ranger.ldap.referral follow | ignore | throw

There are three possible values forr anger . | dap. referral :fol | ow,t hr ow, and
i gnor e. The recommended setting is f ol | ow.

When searching a directory, the server might return several search results, along with a
few continuation references that show where to obtain further results. These results and
references might be interleaved at the protocol level.
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* When this property is set to f ol | ow, the LDAP service provider processes all of the
normal entries first, and then follows the continuation references.

* When this property is set to t hr ow, all of the normal entries are returned in the
enumeration first, before the Ref er r al Except i on is thrown. By contrast, a "referral"
error response is processed immediately when this property is set to f ol | owort hr ow.

* When this property is set to i gnor e, it indicates that the server should return referral
entries as ordinary entries (or plain text). This might return partial results for the search.

2.3.2.3.3. Advanced ranger-admin-site Settings

The following Advanced ranger-admin-site properties apply only to LDAP authentication.

Table 2.7. Active Directory Authentication Settings

Property Name Sample values for LDAP Authentication
ranger.ldap.group.searchbase dc=example,dc=com
ranger.ldap.group.searchfilter (member=cn={0},ou=Users,dc=example,dc=com)

2.3.3. Encrypting Database and LDAP Passwords in Ambari

By default the passwords to access the Ambari database and the LDAP server are stored
in a plain text configuration file. To have those passwords encrypted, you need to run a
special setup command.

Ambari Server should not be running when you do this: either make the edits before you
start Ambari Server the first time or bring the server down to make the edits.

1. On the Ambari Server, run the special setup command and answer the prompts:
anbari-server setup-security
a. Select Option 2: Choose one of the following options:
* [1] Enable HTTPS for Ambari server.
* [2] Encrypt passwords stored in ambari.properties file.
* [3] Setup Ambari kerberos JAAS configuration.

b. Provide a master key for encrypting the passwords. You are prompted to enter the
key twice for accuracy.

If your passwords are encrypted, you need access to the master key to start Ambari
Server.

¢. You have three options for maintaining the master key:
* Persist it to a file on the server by pressing y at the prompt.

e Create an environment variable AMBARI_SECURITY_MASTER_KEY and set it to the
key.
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* Provide the key manually at the prompt on server start up.
d. Start or restart the Server

anmbari -server restart

2.3.3.1. Reset Encryption
There may be situations in which you want to:
* Remove Encryption Entirely [57]

» Change the current master key, either because the key has been forgotten or because
you want to change the current key as a part of a security routine.

Ambari Server should not be running when you do this.

2.3.3.2. Remove Encryption Entirely

To reset Ambari database and LDAP passwords to a completely unencrypted state:

1. On the Ambari host, open/ et ¢/ anbari - server/ conf/anbari . properti es with
a text editor and set this property

security. passwords. encryption. enabl ed=f al se
2. Delete/var/lib/anbari-server/keys/credential s.jceks
3. Delete/var/ i b/ anbari - server/ keys/ mast er

4. You must now reset the database password and, if necessary, the LDAP password. Run
ambari-server setup and ambari-server setup-ldap again.

2.3.3.3. Change the Current Master Key

To change the master key:
* If you know the current master key or if the current master key has been persisted:
1. Re-run the encryption setup command and follow the prompts.
anbari-server setup-security
a. Select Option 2: Choose one of the following options:
¢ [1] Enable HTTPS for Ambari server.
¢ [2] Encrypt passwords stored in ambari.properties file.
¢ [3] Setup Ambari kerberos JAAS configuration.

b. Enter the current master key when prompted if necessary (if it is not persisted or
set as an environment variable).
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c. Atthe Do you want to reset Master Key prompt, enteryes.
d. At the prompt, enter the new master key and confirm.
* If you do not know the current master key:
* Remove encryption entirely, as described here.
e Re-runanbari - server setup-security asdescribed here.
e Start or restart the Ambari Server.

anbari -server restart

2.4. Configuring LDAP Authentication in Hue

You can configure Hue to authenticate users by using LDAP, including importing users and
groups from the LDAP directory service, OpenLDAP, or through Active Directory (AD).

Integrating Hue with LDAP enables users to leverage existing authentication credentials'
group permissions directly from their LDAP profiles.

For you to configure LDAP authentication in Hue, Hue must be running and the Hue Ul
must be accessible.

Each of the following subsections describes a property that needs to by setup for Hue to
work with LDAP.

2.4.1. Enabling the LDAP Backend

To use LDAP, you must specify the following Hue values in the Hue configuration file, /
et ¢/ hue/ conf/ hue. i ni . Specifying this configuration enables Hue to validate login
credentials against the LDAP directory service:

[ deskt op]
[[auth]]

backend=deskt op. aut h. backend. LdapBackend

2.4.2. Enabling User Authentication with Search Bind

Settings related to LDAP are in the LDAP section of the Hue configuration file, / et ¢/ hue/
conf/hue.ini:

[ deskt op]
[[1dap]]

There are two ways to authenticate users by using the LDAP directory service in Hue:
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* Search Bind (default)

Setting the search_bind_authentication property totrue in/ et ¢/ hue/ conf/
hue. i ni enables LDAP search using the bind credentials specified for the bind_dn and
bind_password properties.

Search bind performs an LDAP search against the directory service and then binds

the results by using the found Distinguished Name (DN) and provided password. The
search process starts from the base DN specified for the base_dn property and continues
to search the base DN for an entry with an attribute that matches the specified in
user_name_attr of the username provided at login.

You can restrict the results of this search process by using the user _fil t er (default
value obj ect cl ass=*) and user _nane_at tr (default value sAMAccount Nane)
propertiesinthe [ desktop] > [[l dap]] > [[[users]]] sectionof/etc/ hue/
conf/ hue. i ni.

If you use the default values of user _filter anduser_nane_attr, the LDAP search
filter appears as follows, where <user name> is the user name provided on the Hue login

page:

(&( obj ect A ass=*) (sAMAccount Nane=<user nane>) )
e Direct Bind

Setting the search_bind_authentication property to f al se in/ et ¢/ hue/ conf/
hue. i ni enables the LDAP direct bind mechanism to authenticate users. Hue binds to
the LDAP server using the user name and password provided on the login page.

Depending on the value of the nt_domain property, there are two ways that direct bind
works:

¢ If nt_domain is specified, the nt_domain property is intended to be used only with
Active Directory (AD) service.

This property allows Hue to authenticate with AD without having to follow LDAP
references to other partitions.

Hue forms the User Principal Name (UPN) as a concatenation of the user name
provided on the Hue login page and the nt_domain property value: for example,
<user nanme>@nt _domai n>. The Idap_username_pattern property is ignored.

¢ If nt_domain is not specified, the nt_domain property is intended to be used for all
other directory services.

Without the nt_domain property specified, the I[dap_username_pattern appears as
follows, where <username> is the user name provided on the Hue login page:

ui d=<user nanme>, ou=Peopl e, dc=nmyconpany, dc=com

2.4.3. Setting the Search Base to Find Users and Groups

You must set the correct base_dn value in the / et ¢/ hue/ conf / hue. i ni file to enable
Hue to find users and groups:
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# The search base for finding users and groups
base_dn=" DC=nyconpany, DC=conf'

2.4.4. Specifying the URL of the LDAP Server

Specify the following URL in the / et ¢/ hue/ conf / hue. i ni file to specify the endpoint of
the corporate LDAP server:

# URL of the LDAP server
| dap_ur | =l dap: // aut h. nyconpany. com

2.4.5. Specifying LDAPS and StartTLS Support

LDAPS (secure communication with LDAP) is provided using the SSL/TLS and StartTLS
protocols. Using these protocols allows Hue to validate the directory service with which it is
going to interact. Optionally, specify the path to the certificate for authentication over TLS
inthe/ et c/ hue/ conf/ hue. i ni file:

# A PEMformat file containing certificates for the CA s that

# Hue will trust for authentication over TLS.

# The certificate for the CA that signed the

# LDAP server certificate nust be included anpng these certificates.
# See nore here http://ww:. openl dap. or g/ doc/ adm n24/tls. htm .

| dap_cert=<path/to/cert/file

use_start tls=true

2.4.6. Specifying Bind Credentials for LDAP Searches

If the LDAP server does not support anonymous searches, you must specify the
distinguished name of the user to bind and the bind password in the / et ¢/ hue/ conf /

hue. i ni file:
# Di stingui shed nane of the user to bind as -- not necessary if the LDAP
server

# supports anonynous searches
bi nd_dn=" CN=Ser vi ceAccount , DC=nyconpany, DC=con{'

# Password of the bind user -- not necessary if the LDAP server supports
# anonynpus sear ches
bi nd_passwor d=your _passwor d

2.4.7. Synchronizing Users and Groups

You can use the LDAP username pattern to restrict users when performing searches. Using
this pattern provides a template for the DN that is sent to the directory service when
authenticating. Replace the <user nane> parameter with the user name provided on the
Hue login page. Specify this pattern in the / et ¢/ hue/ conf / hue. i ni file:

# Pattern for searching for usernames -- Use <usernane> for the paraneter
# For use when using LdapBackend for Hue authentication
| dap_user nane_pat t er n="ui d=<user nane>, ou=Peopl e, dc=nyconpany, dc=cont
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When performing the authentication, Hue must import users to its database to work
properly. In this case, passwords are never imported.

By default, the LDAP authentication backend automatically creates users that do not exist
in Hue database. The purpose of disabling the automatic import process is to allow only a
predefined list of manually imported users to log in.

# Create users in Hue when they try to login with their LDAP credentials
# For use when using LdapBackend for Hue authentication
create_users_on_login = true

You can specify that user groups be synchronized when a user logs in (to keep the user

permission up to date):

# Synchroni ze a users groups when they | ogin
sync_groups_on_I ogi n=f al se

You can configure Hue to ignore username lettercasing or to force lowercasing:

# lgnore the case of usernanes when searching for existing users in Hue.
i gnor e_user name_case=f al se

# Force usernanes to | owercase when creating new users from LDAP.
f orce_usernanme_| ower case=f al se

2.4.8. Setting Search Bind Authentication and Importing

Users

and Groups

Hue uses search bind authentication by default. To enable direct bind authentication, set
the search_bind_authentication property to f al se inthe/ et ¢/ hue/ conf/ hue. i ni file:

# Do not use search bind authentication.
sear ch_bi nd_aut henti cati on=f al se

When you set search bind authentication and you also need to set the kind of subgrouping
and referrals for users and groups in the / et ¢/ hue/ conf / hue. i ni file:

# Choose which kind of subgrouping to use: nested or suboordi nat e(deprecat ed).
subgr oups=suboor di nat e

# Define the nunber of |levels to search for nested nenbers.
nest ed_nenbers_search_dept h=10

# Whether or not to follow referrals
follow referral s=fal se

2.4.9. Setting LDAP Users' Filter

You can restrict user access by setting the LDAP filter (user_filter attribute) and the
username attribute in the LDAP schema (user_name_attr attribute) in the / et ¢/ hue/
conf/ hue. i ni file. The typical attributes for search in the LDAP schema are ui d and
sAMAccount Narre:
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[[[users]]]

# Base filter for searching for users
user _filter="objectclass=*"

# The usernane attribute in the LDAP schema
user _name_at t r =sAMAccount Nane

2.4.10. Setting an LDAP Groups Filter

You can restrict the synchronization of LDAP directory groups when using the Hue
useradmin application by setting a base filter (group_filter attri bute)andthe
username attribute in the LDAP schema (group_name_attr attribute) of the / et ¢/ hue/
conf/ hue.ini file:

[[[groups]]]

# Base filter for searching for groups
group_filter="objectclass=*"

# The usernane attribute in the LDAP schema
group_nane_attr=cn

2.4.11. Setting Multiple LDAP Servers

Hue enables you to configure multiple LDAP servers by providing the multiple server
declaration in/ et ¢/ hue/ conf / hue. i ni :

[[[Idap_servers]]]

[[[[myconpany]]]]

# The search base for finding users and groups
base_dn="DC=nyconpany, DC=cont

# URL of the LDAP server
| dap_ur| =l dap: // aut h. nyconpany. com

# A PEMformat file containing certificates for the CA s that

# Hue will trust for authentication over TLS.

# The certificate for the CA that signed the

# LDAP server certificate nust be included anpbng these certificates.
# See nore here http://ww. openl dap. or g/ doc/ adm n24/tls. htm .

## | dap_cert=

## use_start_tls=true

# Di stingui shed nane of the user to bind as -- not necessary if the LDAP
server

# supports anonynobus searches

bi nd_dn="CN=Ser vi ceAccount , DC=nyconpany, DC=conf'

# Password of the bind user -- not necessary if the LDAP server supports
# anonynous sear ches
bi nd_passwor d=your _password

# Pattern for searching for usernames -- Use <usernane> for the paraneter
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# For use when using LdapBackend for Hue authentication
| dap_user nanme_pat t er n="ui d=<user nane>, ou=Peopl e, dc=myconpany, dc=cont

# Whet her or not to follow referrals
## foll ow referral s=fal se

[[[[[users]]]]]

# Base filter for searching for users
user _filter="o0objectclass=Person”

# The usernane attribute in the LDAP schema
user _nane_at t r =sAMAccount Nane

[[[[[groups]]]]]

# Base filter for searching for groups
group_filter="objectclass=gr oupOf Nanmes"

# The usernane attribute in the LDAP schema
group_nanme_attr=cn

2.5. Advanced Security Options for Ambari

This section describes several security options for an Ambari-monitored-and-managed
Hadoop cluster.

* Configuring Ambari for Non-Root [63]

» Optional: Ambari Web Inactivity Timeout [66]

» Optional: Set Up Kerberos for Ambari Server [67]

* Optional: Set Up Two-Way SSL Between Ambari Server and Ambari Agents [68]
* Optional: Configure Ciphers and Protocols for Ambari Server [68]

e Optional: HTTP Cookie Persistence [68]

2.5.1. Configuring Ambari for Non-Root

In most secure environments, restricting access to and limiting services that run as root is a
hard requirement. For these environments, Ambari can be configured to operate without
direct root access. Both Ambari Server and Ambari Agent components allow for non-root

operation, and the following sections will walk you through the process.

* How to Configure Ambari Server for Non-Root [63]

* How to Configure an Ambari Agent for Non-Root [64]
2.5.1.1. How to Configure Ambari Server for Non-Root

You can configure the Ambari Server to run as a non-root user.

During the ambari-server setup process, when prompted to Cust onmi ze user account
for anbari-server daenon?, choosey.
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The setup process prompts you for the appropriate, non-root user to run the Ambari Server
as; for example: ambari.

3 Note

The non-root user you choose to run the Ambari Server should be part of the
Hadoop group. This group must match the service Hadoop group accounts
referenced in the Customize Services > Misc tab during the Install Wizard
configuration step. The default group name is hadoop but if you customized
this value during cluster install, be sure to make the non-root user a part of that
group. See Customizing HDP Services for more information on service account
users and groups.

S Note
If Ambari Server is running as a non-root user, such as '‘ambari’, and you are
planning on using Ambari Views, the following properties in Services > HDFS >
Configs > Advanced core-site must be added:

hadoop. pr oxyuser . anbari . gr oups=*
hadoop. pr oxyuser . anbari . host s=*

2.5.1.2. How to Configure an Ambari Agent for Non-Root

You can configure the Ambari Agent to run as a non-privileged user as well. That user
requires specific sudo access in order to su to Hadoop service accounts and perform specific
privileged commands. Configuring Ambari Agents to run as non-root requires that you
manually install agents on all nodes in the cluster. For these details, see Installing Ambari
Agents Manually. After installing each agent, you must configure the agent to run as the
desired, non-root user. In this example we will use the anbar i user.

Change the r un_as_user property in the / et c/ anbari - agent / conf/ anbari -
agent . i ni file, asillustrated below:

run_as_user=anbari

Once this change has been made, the ambari-agent must be restarted to begin running as
the non-root user.

The non-root functionality relies on sudo to run specific commands that require elevated
privileges as defined in the Sudoer Configuration. The sudo configuration is split into three
sections: Customizable Users, Commands, and Sudo Defaults.

2.5.1.2.1. Sudoer Configuration - Ambari Agents

The Customizable Users - Ambari Agents, Commands - Ambari Agents, and Sudo Defaults

- Ambari Agents sections will cover how sudo should be configured to enable Ambari to
run as a non-root user. Each of the sections includes the specific sudo entries that should be
placed in/ et ¢/ sudoer s by running the vi sudo command.

2.5.1.2.2. Customizable Users - Ambari Agents

This section contains the su commands and corresponding Hadoop service accounts that
are configurable on install:
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# Anbari Custoni zabl e Users

anmbari ALL=( ALL) NOPASSWD: SETENV: /bin/su hdfs *,/bin/su anbari-qga *,/bin/su
ranger *,/bin/su zookeeper *,/bin/su knox *,/bin/su falcon *,/bin/su ans *,
/bin/su flume *,/bin/su hbase *,/bin/su spark *,/bin/su accumul o *,/bin/su
hive *,/bin/su hcat *,/bin/su kafka *,/bin/su mapred *,/bin/su oozie *,/bin/
su sqoop *,/bin/su storm*,/bin/su tez *,/bin/su atlas *,/bin/su yarn *,/bin/
su kms *,/bin/su activity_analyzer *,/bin/su livy *,/bin/su zeppelin *,/bin/su
infra-solr *,/bin/su | ogsearch *

3 Note

These user accounts must match the service user accounts referenced in the
Cust om ze Services > M sc tab during the Install Wizard configuration
step. For example, if you customize YARN to run as xyz_yarn, modify the su
command above to be / bi n/ su xyz_yarn.

These user accounts must match the service user accounts referenced in the Cust om ze
Servi ces > M sc tab during the Install Wizard configuration step. For example, if
you customize YARN to run as xyz_yarn, modify the su command above to be / bi n/ su
Xyz_yarn.

2.5.1.2.3. Commands - Ambari Agents

This section contains the specific commands that must be issued for standard agent
operations:

# Ambari: Core System Comrands

anbari ALL=( ALL) NOPASSWD: SETENV: /usr/bi n/yum /usr/bin/zypper,/usr/bin/apt-

get, /bin/nkdir, /usr/bin/test, /bin/ln, /bin/ls, /bin/chown, /bin/chnmod, /

bi n/ chgrp, /bin/cp, /usr/sbin/setenforce, /usr/bin/test, /usr/bin/stat, /bin/

nv, /bin/sed, /bin/rm /bin/kill, /bin/readlink, /usr/bin/pgrep, /bin/cat,
[usr/bin/unzip, /bin/tar, /usr/bin/tee, /bin/touch, /usr/bin/nysqgl, /sbin/

service nysqld *, /usr/bin/dpkg *, /bin/rpm?*, /[usr/sbin/hst *

# Anbari: Hadoop and Configurati on Conmands

anbari ALL=(ALL) NOPASSWD: SETENV: /usr/bi n/ hdp-sel ect, /usr/bin/conf-select,
[ usr/ hdp/ current/ hadoop-cl i ent/ shi n/ hadoop- daenon. sh, /usr/|ib/hadoop/ bi n/

hadoop- daenmon. sh, /usr/|i b/ hadoop/ sbi n/ hadoop- daenon. sh, /usr/bi n/anmbari -

pyt hon-wrap *

# Anbari: System User and G oup Commrands
anbari ALL=(ALL) NOPASSWD: SETENV: /usr/sbi n/groupadd, /usr/sbin/groupnod, /
usr/ sbi n/ useradd, /usr/sbin/usernod

# Anbari: Knox Conmmands
anbari ALL=( ALL) NOPASSWD: SETENV: /usr/bin/python2.6 /var/lib/anbari-agent/
dat a/ t np/ val i dat eKnoxSt at us. py *, /usr/hdp/current/knox-server/bin/knoxcli.sh

# Anbari: Ranger Conmmands

anbari ALL=(ALL) NOPASSWD: SETENV: /usr/hdp/*/ranger-usersync/setup.sh, /usr/

bi n/ ranger - user sync-stop, /usr/bin/ranger-usersync-start, /usr/hdp/*/ranger-
admi n/ setup. sh *, /usr/hdp/*/ranger-knox- pl ugi n/ di sabl e- knox-pl ugi n. sh *, /
usr/ hdp/ */ranger - st or m pl ugi n/ di sabl e-st orm pl ugi n. sh *, /usr/hdp/*/ranger-
hbase- pl ugi n/ di sabl e- hbase- pl ugi n. sh *, /[usr/hdp/*/ranger - hdf s- pl ugi n/ di sabl e-
hdf s- pl ugi n. sh *, /usr/hdp/current/ranger-adm n/ranger_credential _hel per.py, /
usr/ hdp/ current/ranger-kns/ranger_credential _hel per.py, /usr/hdp/*/ranger-*/
ranger _credenti al _hel per. py

# Ambari Infra and LogSearch Comands
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anbari ALL=(ALL) NOPASSWD: SETENV: /usr/lib/anmbari-infra-solr/bin/solr *, /[usr/
I'i b/ anbari -1 ogsear ch-1 ogf eeder/run.sh *, /usr/sbin/anbari-nmetrics-grafana *, /
usr/lib/ambari-infra-solr-client/solrdouddi.sh *

c Important

Do not modify the command lists, only the usernames in the Customizable
Users section may be modified.

To re-iterate, you must do this sudo configuration on every node in the cluster. To ensure
that the configuration has been done properly, you can su to the ambari user and run sudo
-l. There, you can double check that there are no warnings, and that the configuration
output matches what was just applied.

2.5.1.2.4. Sudo Defaults - Ambari Agents

Some versions of sudo have a default configuration that prevents sudo from being invoked
from a non-interactive shell. In order for the agent to run it's commands non-interactively,
some defaults need to be overridden.

Def aul ts exenpt _group = anbari
Defaults !env_reset, env_del et e- =PATH
Defaul ts: anbari !requiretty

To re-iterate, this sudo configuration must be done on every node in the cluster. To ensure
that the configuration has been done properly, you can su to the ambari user and run sudo
-l. There, you can double-check that there are no warnings, and that the configuration
output matches what was just applied.

2.5.2. Optional: Ambari Web Inactivity Timeout

Ambari is capable of automatically logging a user out of Ambari Web after a period of
inactivity. After a configurable amount of time, the user’s session will be terminated and
they will be redirected to the login page.

This capability can be separately configured for Operators and Read-Only users. This allows
you to distinguish a read-only user (useful when Ambari Web is used as a monitoring
dashboard) from other operators. Alternatively, you can set both inactivity timeout values
to be the same so that regardless of the user type, automatic logout will occur after a set
period of time.

By default, the Ambari Web inactivity timeout is not enabled (i.e. is set to 0). The following
instructions should be used to enable inactivity timeout and set as the amount of time in
seconds before users are automatically logged out.

Ensure the Ambari Server is completely stopped before making changes to the inactivity
timeout. Either make these changes before you start Ambari Server the first time, or bring
the server down before making these changes.

1. On the Ambari Server host, open
[ etc/anbari-server/conf/anbari.properties with a text editor.

2. There are two properties for the inactivity timeout setting. Both are initially set to 0
(which means this capability is disabled).
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Property Description

user.inactivity.timeout.default Sets the inactivity timeout (in seconds) for all users except Read-Only users.

user.inactivity.timeout.role.readonly.defaylfets the inactivity timeout (in seconds) for all Read-Only users.

3. Modify the values to enable the capability. The values are in seconds.
4. Save changes and restart Ambari Server.

5. After a user logs into Ambari Web, once a period of inactivity occurs, the user will be
presented with an Automatic Logout dialog 60 seconds from logout. The user can click
to remain logged in or if no activity occurs, Ambari Web will automatically log the user
out and redirect the application to the login page.

2.5.3. Optional: Set Up Kerberos for Ambari Server

3 Note
This section describes how to set up and configure Ambari Server to have a
Kerberos principal and keytab. If you performed the Automated Kerberos
Setup, these steps are performed automatically (and therefore, you do not
need to perform the steps below). If you performed the Manual Kerberos
Setup, perform the steps below as well.

When a cluster is enabled for Kerberos, the component REST endpoints (such as the YARN
ATS component) require SPNEGO authentication.

Depending on the Services in your cluster, Ambari Web needs access to these APIs. As well,
views such as the Tez View need access to ATS. Therefore, the Ambari Server requires a
Kerberos principal in order to authenticate via SPNEGO against these APIs. This section
describes how to configure Ambari Server with a Kerberos principal and keytab to allow
views to authenticate via SPNEGO against cluster components.

1. Create a principal in your KDC for the Ambari Server. For example, using kadmin:
addprinc -randkey anbari-server @GXAMPLE. COM

2. Generate a keytab for that principal.
xst -k anbari.server. keytab anbari - server @&XAVMPLE. COM

3. Place that keytab on the Ambari Server host. Be sure to set the file permissions so the
user running the Ambari Server daemon can access the keytab file.

[etc/security/ keytabs/anbari.server. keytab

4. Stop the ambari server.

anmbari - server stop

5. Run the setup-security command.

ambari - server setup-security

6. Select 3 for Setup Ambari kerberos JAAS configuration.
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7. Enter the Kerberos principal name for the Ambari Server you set up earlier.
8. Enter the path to the keytab for the Ambari principal.

9. Restart Ambari Server.

anbari-server restart

2.5.4. Optional: Set Up Two-Way SSL Between Ambari
Server and Ambari Agents

Two-way SSL provides a way to encrypt communication between Ambari Server and
Ambari Agents. By default Ambari ships with Two-way SSL disabled. To enable Two-way
SSL:

Ambari Server should not be running when you do this: either make the edits before you
start Ambari Server the first time or bring the server down to make the edits.

1. On the Ambari Server host, open/ et ¢/ anbari - server/ conf/
anbari . properti es with a text editor.

2. Add the following property:
security.server.two_way_ssl = true

3. Start or restart the Ambari Server.
anbari-server restart

The Agent certificates are downloaded automatically during Agent Registration.

2.5.5. Optional: Configure Ciphers and Protocols for Ambari
Server

Ambari provides control of ciphers and protocols that are exposed via Ambari Server.

1. To disable specific ciphers, you can optionally add a list of the following format to
ambari.properties. If you specify multiple ciphers, separate each cipher using a vertical
bar |.

security. server. di sabl ed. ci phers=TLS_ECDHE _RSA W TH 3DES EDE_CBC_SHA

2. To disable specific protocols, you can optionally add a list of the following format to
ambari.properties. If you specify multiple protocols, separate each protocol using a
vertical bar |.

security. server. di sabl ed. prot ocol s=SSL| SSLv2| SSLv3

2.5.6. Optional: HTTP Cookie Persistence

During HTTP authentication, a cookie is dropped. This is a persistent cookie that is valid
across browser sessions. For clusters that require enhanced security, it is desirable to have a
session cookie that gets deleted when the user closes the browser session.
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In HDP-2.3.4 and higher versions, you can use the following property in the et ¢/ hadoop/
conf/core-site.xnl file to specify cookie persistence across browser sessions.

<property>
<nanme>hadoop. htt p. aut henti cati on. cooki e. per si st ent </ nane>
<val ue>true</ val ue>

</ property>

The default value for this property is f al se.

2.6. Enabling SPNEGO Authentication for Hadoop

By default, access to the HTTP-based services and Ul’s for the cluster are not configured
to require authentication. Kerberos authentication can be configured for the Web Uls for
HDFS, YARN, MapReduce2, HBase, Oozie, Falcon and Storm.

¢ Configure Ambari Server for Authenticated HTTP [69]

¢ Configuring HTTP Authentication for HDFS, YARN, MapReduce2, HBase, Oozie, Falcon
and Storm [69]

2.6.1. Configure Ambari Server for Authenticated HTTP

In order for Ambari to work with a cluster in which authenticated HTTP access to the
Web Uls is required, you must configure the Ambari Server for Kerberos. Refer to Set Up
Kerberos for Ambari Server for more information.

2.6.2. Configuring HTTP Authentication for HDFS, YARN,
MapReduce2, HBase, Oozie, Falcon and Storm

1. Create a secret key used for signing authentication tokens. This file should contain
random data and be placed on every host in the cluster. It should also be owned by the
hdfs user and group owned by the hadoop group. Permissions should be set to 440. For
example:

dd i f=/dev/urandom of =/ etc/security/ http _secret bs=1024 count=1
chown hdfs: hadoop /etc/security/http_secret
chnmod 440 /etc/security/http_secret

2. In Ambari Web, browse to Services > HDFS > Configs .

3. Add or modify the following configuration properties to Advanced core-site .

Property New Value
hadoop.http.authentication.simple.anonymous.allowed false

hadoop.http.authentication.signature.secret.file /etc/security/http_secret
hadoop.http.authentication.type kerberos

hadoop.http.authentication.kerberos.keytab /etc/security/keytabs/spnego.service.keytab
hadoop.http.authentication.kerberos.principal HTTP/_HOST@EXAMPLE.COM
hadoop.http.filter.initializers org.apache.hadoop.security.AuthenticationFilterInitializer
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Property New Value

hadoop.http.authentication.cookie.domain hortonworks.local

c Important

The entries listed in the above table in bold and italicized are site-specific.
The hadoop.http.authentication.cookie.domain property is based off

of the fully qualified domain names of the servers in the cluster. For
example if the FQDN of your NameNode is host1.hortonworks.local,

the hadoop.http.authentication.cookie.domain should be set to
hortonworks.local.

Save the configuration, then restart the affected services.

2.6.3. Enabling Browser Access to a SPNEGO-enabled Web

Ul

. Install Kerberos on your local machine (search for instructions on how to install a

Kerberos client on your local environment).

. Configure the kr b5. conf file on your local machine. For testing on a HDP cluster, copy

the / et ¢/ kr b5. conf file from one of the cluster hosts to your local machine at/ et ¢/
kr b5. conf.

. Create your own keytabs and run ki ni t . For testing on a HDP cluster,

copy the "ambari_ga" keytab file from / et ¢/ securi ty/ keyt abs/
snmokeuser . headl ess. keyt ab on one of the cluster hosts to your local machine,
then run the following command:

kinit -kt snmokeuser. headl ess. keytab anbari - qa@XAMPLE. COM

. Use the following steps to enable your web browser with Kerberos SPNEGO.

For Chrome on Mac:

Run the following command from the same shell in which you ran the previous ki ni t
command to launch Chrome:

/ Appl i cati ons/ Googl e\ Chrone. app/ Cont ent s/ MacOS/ Googl e\ Chronme - - aut h-
server-whitelist="*.hw.site"

* Replace . hwx. si t e with your own domain name.

* If you get the following error, try closing and relaunching all Chrome browser
windows.

[ 14617: 36099: 0810/ 152439. 802775: ERROR: br owser _gpu_channel _host factory.
cc(103)] Failed to |l aunch GPU process.

For FireFox:

a. Navigate to the about:config URL (type about : confi g in the address box, then
press the Enter key).
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b. Scroll down to net wor k. negot i at e- aut h. t rust ed- uri s and change its value
to your cluster domain name (For example, . hwx. si t e).

¢. Change the value of net wor k. negoti at e- aut h. del egati on-uri s to your
cluster domain name (For example, . hwx. si t e).

2.7. Setting Up Kerberos Authentication for Non-
Ambari Clusters

2.7.1.

2.7.1.1.

This section provides information for enabling security for a manually installed version of
HDP.

* Preparing Kerberos [71]

* Configuring HDP for Kerberos [77]

» Configuring HBase and ZooKeeper [95]

» Configuring Phoenix Query Server [102]

» Configuring Hue [103]

* Setting up One-Way Trust with Active Directory [105]

» Configuring Proxy Users [107]

Preparing Kerberos

This subsection provides information on setting up Kerberos for an HDP installation.
Kerberos Overview

To create secure communication among its various components, HDP uses Kerberos.
Kerberos is a third-party authentication mechanism, in which users and services that
users wish to access rely on the Kerberos server to authenticate each to the other. This
mechanism also supports encrypting all traffic between the user and the service.

The Kerberos server itself is known as the Key Distribution Center, or KDC. At a high level, it
has three parts:

» A database of users and services (known as principals) and their respective Kerberos
passwords

* An authentication server (AS) which performs the initial authentication and issues a
Ticket Granting Ticket (TGT)

» A Ticket Granting Server (TGS) that issues subsequent service tickets based on the initial
TGT.

A user principal requests authentication from the AS. The AS returns a TGT that is
encrypted using the user principal's Kerberos password, which is known only to the
user principal and the AS. The user principal decrypts the TGT locally using its Kerberos
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2.7.1.2.

password, and from that point forward, until the ticket expires, the user principal can use
the TGT to get service tickets from the TGS.

Because a service principal cannot provide a password each time to decrypt the TGT, it uses
a special file, called a keytab, which contains its authentication credentials.

The service tickets allow the principal to access various services. The set of hosts, users, and
services over which the Kerberos server has control is called a realm.

3 Note

Because Kerberos is a time-sensitive protocol, all hosts in the realm must be
time-synchronized, for example, by using the Network Time Protocol (NTP).
If the local system time of a client differs from that of the KDC by as little as 5
minutes (the default), the client will not be able to authenticate.

Installing and Configuring the KDC

To use Kerberos with HDP, either use an existing KDC or install a new one for HDP only.
The following gives a very high level description of the installation process. For more
information, see RHEL documentation , CentOS documentation, SLES documentation. or
Ubuntu and Debian documentation.

1. Install the KDC server:

¢ On RHEL, CentOS, or Oracle Linux, run:

yum install krb5-server krb5-1ibs krb5-auth-dial og krb5-workstation

¢ On SLES, run:

zypper install krb5 krb5-server krb5-client

¢ On Ubuntu or Debian, run:

apt-get install krb5 krb5-server krb5-client

3 Note

The host on which you install the KDC must itself be secure.

2. When the server is installed you must edit the two main configuration files.

Update the KDC configuration by replacing EXAMPLE.COM with your domain and
kerberos.example.com with the FQDN of the KDC host. Configuration files are in the
following locations:

¢ On RHEL, CentOS, or Oracle Linux:

| et c/ kr b5. conf
/ var/ ker ber os/ kr b5kdc/ kdc. conf

e On SLES:

[ et c/ kr b5. conf
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/var/li b/ kerberos/krb5kdc/ kdc. conf

¢ On Ubuntu or Debian:

/ et ¢/ kr b5. conf
[ var / ker ber os/ kr b5kdc/ kdc. conf

3. Copy the updated krb5.conf to every cluster node.

2.7.1.3. Creating the Database and Setting Up the First Administrator
1. Use the utility kdb5_util to create the Kerberos database:
¢ On RHEL, CentOS, or Oracle Linux:
[usr/sbin/kdb5_util create -s
* On SLES:
kdb5 util create -s

¢ On Ubuntu or Debian:

kdb5 util -s create

S Note

The -s option stores the master server key for the database in a stash

file. If the stash file is not present, you must log into the KDC with the
master password (specified during installation) each time it starts. This will
automatically regenerate the master server key.

2. Set up the KDC Access Control List (ACL):

¢ On RHEL, CentOS, or Oracle Linux add administrators to/ var / ker ber os/
kr b5kdc/ kadnb. acl .

* On SLES, add administratorsto/ var /| i b/ ker ber os/ kr b5kdc/ kadnb. acl .

Note

For example, the following line grants full access to the database for users
with the admin extension: */ adm n@XAMPLE. COM *

3. Start kadmin for the change to take effect.

4. Create the first user principal. This must be done at a terminal window on the KDC
machine itself, while you are logged in as root. Notice the .local. Normal kadmin
usage requires that a principal with appropriate access already exist. The kadmin.local
command can be used even if no principals exist:

[ usr/sbin/ kadm n. |l ocal -q "addprinc $usernanme/ adm n

Now this user can create additional principals either on the KDC machine or through the
network. The following instruction assumes that you are using the KDC machine.
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5.

On the KDC, start Kerberos:

¢ On RHEL, CentOS, or Oracle Linux:

/ sbi n/ servi ce krb5kdc start
/ sbin/service kadm n start

* On SLES:

rckrb5kdc start
rckadm nd start

¢ On Ubuntu or Debian:

/etc/init.d/krb5-kdc start
/etc/init.d/ kadm n start

2.7.1.4. Creating Service Principals and Keytab Files for HDP

Each service in HDP must have its own principal. Because services do not login with a
password to acquire their tickets, their principal's authentication credentials are stored in
a keytab file, which is extracted from the Kerberos database and stored locally with the
service principal.

First create the principal, using mandatory naming conventions. Then create the keytab
file with that principal's information, and copy the file to the keytab directory on the
appropriate service host.

1.

To create a service principal you will use the kadmin utility. This is a command-line driven
utility into which you enter Kerberos commands to manipulate the central database. To
start kadmin, enter:

"kadm n $USER/ adm n@REALM
To create a service principal, enter the following:

kadm n: addprinc -randkey $pri nci pal _nane/ $servi ce- host - FQDN@hadoop. r eal m

You must have a principal with administrative permissions to use this command. The
randkey is used to generate the password.

The $principal_name part of the name must match the values in the following table.

In the example each service principal's name has appended to it the fully qualified
domain name of the host on which it is running. This is to provide a unique principal
name for services that run on multiple hosts, like DataNodes and TaskTrackers. The
addition of the hostname serves to distinguish, for example, a request from DataNode A
from a request from DataNode B.

This is important for two reasons:

a. If the Kerberos credentials for one DataNode are compromised, it does not
automatically lead to all DataNodes being compromised

b. If multiple DataNodes have exactly the same principal and are simultaneously
connecting to the NameNode, and if the Kerberos authenticator being sent happens
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to have same timestamp, then the authentication would be rejected as a replay

request.

Note: The NameNode, Secondary NameNode, and Oozie require two principals each.

If you are configuring High Availability (HA) for a Quorom-based NameNode, you

must also generate a principle (jn/$FQDN) and keytab (jn.service.keytab) for each
JournalNode. JournalNode also requires the keytab for its HTTP service. If the
JournalNode is deployed on the same host as a NameNode, the same keytab file
(spnego.service.keytab) can be used for both. In addition, HA requires two NameNodes.
Both the active and standby NameNodes require their own principle and keytab files.
The service principles of the two NameNodes can share the same name, specified with
the dfs.namenode.kerberos.principal property in hdfs-site.xml, but the NameNodes still
have different fully qualified domain names.

Table 2.8. Service Principals

Service Component Mandatory Principal Name
HDFS NameNode nn/$FQDN
HDFS NameNode HTTP HTTP/$FQDN
HDFS SecondaryNameNode nn/$FQDN
HDFS SecondaryNameNode HTTP HTTP/$FQDN
HDFS DataNode dn/$FQDN
MR2 History Server jhs/$FQDN
MR2 History Server HTTP HTTP/$FQDN
YARN ResourceManager rm/$FQDN
YARN NodeManager nm/$FQDN
Qozie Oozie Server oozie/$FQDN
Oozie Oozie HTTP HTTP/$FQDN
Hive Hive Metastore hive/$FQDN
HiveServer2
Hive WebHCat HTTP/$FQDN
HBase MasterServer hbase/$FQDN
HBase RegionServer hbase/$FQDN
Storm Nimbus server nimbus/$FQDN **
DRPC daemon
Storm Storm Ul daemon storm/$FQDN **
Storm Logviewer daemon
Nodes running process controller
(such as Supervisor)
Kafka KafkaServer kafka/$FQDN
Hue Hue Interface hue/$FQDN
ZooKeeper ZooKeeper zookeeper/$FQDN
JournalNode Server* JournalNode jn/$FQDN
Gateway Knox knox/$FQDN

* Only required if you are setting up NameNode HA.
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** For more information, see Configure Kerberos Authentication for Storm.

For example: To create the principal for a DataNode service, issue this command:

kadmi n: addprinc -randkey dn/$datanode-host @hadoop. real m

. Extract the related keytab file and place it in the keytab directory of the appropriate

respective components. The default directory is / et ¢/ kr b5. keyt ab.

kadm n: xst -k $keytab_file_name $principal _nane/fully.qualified. domain. name

You must use the mandatory names for the $keytab_file_name variable shown in the

following table.

Table 2.9. Service Keytab File Names

Component Principal Name Mandatory Keytab File Name
NameNode nn/$FQDN nn.service.keytab
NameNode HTTP HTTP/$FQDN spnego.service.keytab
SecondaryNameNode nn/$FQDN nn.service.keytab
SecondaryNameNode HTTP HTTP/$FQDN spnego.service.keytab
DataNode dn/$FQDN dn.service.keytab
MR2 History Server jhs/$FQDN nm.service.keytab
MR2 History Server HTTP HTTP/$FQDN spnego.service.keytab
YARN rm/$FQDN rm.service.keytab
YARN nm/$FQDN nm.service.keytab
Oozie Server oozie/$FQDN oozie.service.keytab
Oozie HTTP HTTP/$FQDN spnego.service.keytab
Hive Metastore hive/$FQDN hive.service.keytab
HiveServer2

WebHCat HTTP/$FQDN spnego.service.keytab
HBase Master Server hbase/$FQDN hbase.service.keytab
HBase RegionServer hbase/$FQDN hbase.service.keytab
Storm storm/$FQDN storm.service.keytab
Kafka kafka/$FQDN kafka.service.keytab
Hue hue/$FQDN hue.service.keytab
ZooKeeper zookeeper/$FQDN zk.service.keytab
Journal Server* jn/$FQDN jn.service.keytab
Knox Gateway** knox/$FQDN knox.service.keytab

* Only required if you are setting up NameNode HA.
** Only required if you are using a Knox Gateway.

For example: To create the keytab files for the NameNode, issue these commands:

kadm n: xst -k nn.service. keytab nn/ $nanenode- host kadm n: xst -k spnego.
servi ce. keyt ab HTTP/ $nanenode- host
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When you have created the keytab files, copy them to the keytab directory of the
respective service hosts.

3. Verify that the correct keytab files and principals are associated with the correct service
using the klist command. For example, on the NameNode:

klist =k -t /etc/security/nn.service. keyt ab
Do this on each respective service in your cluster.

For information on manually configuring Apache Atlas in a Kerberos environment, see
Configuring Atlas in a Kerberized Cluster.

2.7.2. Configuring HDP for Kerberos

Configuring HDP for Kerberos has two parts:
* Creating a mapping between service principals and UNIX usernames.

Hadoop uses group memberships of users at various places, such as to determine group
ownership for files or for access control.

A user is mapped to the groups it belongs to using an implementation of the
GroupMappingServiceProvider interface. The implementation is pluggable and is
configured incore-site. xnl .

By default Hadoop uses ShellBasedUnixGroupsMapping, which is an implementation
of GroupMappingServiceProvider. It fetches the group membership for a username
by executing a UNIX shell command. In secure clusters, since the usernames are
actually Kerberos principals, ShellBasedUnixGroupsMapping will work only if the
Kerberos principals map to valid UNIX usernames. Hadoop provides a feature that
lets administrators specify mapping rules to map a Kerberos principal to a local UNIX
username.

* Adding information to three main service configuration files.

There are several optional entries in the three main service configuration files that must
be added to enable security on HDP.

This section provides information on configuring HDP for Kerberos.
» Creating Mappings Between Principals and UNIX Usernames [78]
* Adding Security Information to Configuration Files [79]

» Configuring HBase and ZooKeeper [95]

* Configuring Hue [103]

S Note

You must adhere to the existing upper and lower case naming conventions in
the configuration file templates.
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2.7.2.1. Creating Mappings Between Principals and UNIX Usernames

HDP uses a rule-based system to create mappings between service principals and their
related UNIX usernames. The rules are specified in the cor e- si t e. xm configuration file
as the value to the optional key hadoop.security.auth_to_local.

The default rule is simply named DEFAULT. It translates all principals in your default domain
to their first component. For example, myusername@APACHE.ORG and myusername/
admin@APACHE.ORG both become myusername, assuming your default domain is
APACHE.ORG.

While mapping the Kerberos principals, if the Kerberos principal names are in the
UPPERCASE or CaMelcase, the names will not be recognized on the Linux machine (as
Linux users are always in lower case). You must add the extra switch "/L" in the rule
definition to force the conversion to lower case.

Creating Rules

To accommodate more complex translations, you can create a hierarchical set of rules to
add to the default. Each rule is divided into three parts: base, filter, and substitution.

* The Base

The base begins with the number of components in the principal name (excluding the
realm), followed by a colon, and the pattern for building the username from the sections
of the principal name. In the pattern section $0 translates to the realm, $1 translates to
the first component, and $2 to the second component.

For example:
[1: $1@0] transl ates nyuser name@PACHE. ORG t o nyuser name @\PACHE. ORG

[2:$1] transl ates myuser nanme/ adm n@PACHE. ORG t 0 myuser nane
[2: $19%2] transl ates nyusername/ adm n@PACHE. ORG to “myuser nane¥%adm n"

* The Filter

The filter consists of a regular expression (regex) in a parentheses. It must match the
generated string for the rule to apply.

For example:

(.*%dm n) rmatches any string that ends in %adm n
(. *@OVE. DOVAIN) natches any string that ends in @OVE. DOVAI N

e The Substitution

The substitution is a sed rule that translates a regex into a fixed string. For example:

s/ @GACME\ . COM / renoves the first instance of @\CVE. DOVAI N

sI@A-Z]*\.COM/ renpve the first instance of @followed by a nane foll owed
by COM

s/ XI'YIg replace all of X's in the name with Y
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2.7.2.1.1. Examples

* If your default realm was APACHE.ORG, but you also wanted to take all principals from
ACME.COM that had a single component joe@ ACME.COM, the following rule would do
this:

RULE: [ 1: $1@0] (. G\CVE. COM s/ @/ /
DEFAULT

* To translate names with a second component, you could use these rules:

RULE: [ 1: $1@0] (. G\CVE. COM s/ @/ /
RULE: [ 2: $1@0] (. G\CVE. COM s/ @// DEFAULT

* To treat all principals from APACHE.ORG with the extension /admin as admin, your rules
would look like this:

RULE[ 2: $1962@0] (. Yadni n@PACHE. ORG) s/ . / admi n/
DEFAULT

* To force username conversion from CaMeLcase or UPPERCASE to lowercase, you could
model the following auth_to_local rule examples which have the lowercase switch
added:

RULE: [1: $1]/L

RULE: [2: $1]/L

RULE: [ 2: $1; $2] (». *; admi n$) s/ ; adni n$/// L

RULE: [ 2: $1; $2] (2. *; guest $) s/ ; guest $// g/ L

And based on these rules, here are the expected output for the following inputs:
"JCE@OO. CcoM' to "j oe"

"Joe/ r oot @O0 COM' to "j oe"

"Joe/ adm n@00. COM' to "joe"
"Joe/ guest guest @0O. COM' to "j oe"

2.7.2.2. Adding Security Information to Configuration Files

To enable security on HDP, you must add optional information to various configuration
files.

Before you begin, set JSVC_Home in hadoop-env.sh.

* For RHEL/CentOS/Oracle Linux:

export JSVC HOVE=/usr/|ibexec/ bigtop-utils

e For SLES and Ubuntu:

export JSVC HOVE=/ usr/ hdp/ current/bigtop-utils
2.7.2.2.1. core-site.xml

Add the following information to the cor e- si t e. xim file on every host in your cluster:
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Table 2.10. General core-site.xml, Knox, and Hue

Property Name Property Value Description
hadoop.security.authentication kerberos Set the authentication type for the
cluster. Valid values are: simple or
kerberos.
hadoop.rpc.protection authentication; integrity; privacy This is an [OPTIONAL] setting. If not
set, defaults to authentication.
authentication = authentication
only; the client and server mutually
authenticate during connection setup.
integrity = authentication and integrity;
guarantees the integrity of data
exchanged between client and server
as well as authentication.
privacy = authentication, integrity, and
confidentiality; guarantees that data
exchanged between client and server
is encrypted and is not readable by a
“man in the middle”.
hadoop.security.authorization true Enable authorization for different
protocols.
hadoop.security.auth_to_local The mapping rules. For example: The mapping from Kerberos principal
names to local OS user names. See
RULE: [ 2: $1@50] Creating Mappings Between Principals
([jt]t@*EXAMPLE. COM s/ . */  |and UNIX Usernames for more
mapred/ RULE: [ 2: $1@0] information.
([ nd] n@ * EXAMPLE. COM) s/ . */
hdf s/ RULE: [ 2: $1@0]
(hm@ * EXAMPLE. COM s/ . */
hbase/ RULE: [ 2: $1@50]
(rs@*EXAMPLE. COM s/ . */
hbase/ DEFAULT

Following is the XML for these entries:

<property>
<nanme>hadoop. security. aut henti cati on</ name>
<val ue>ker ber os</ val ue>
<description> Set the authentication for the cl

uster.

Val id values are: sinple or kerberos. </description>

</ property>

<property>
<name>hadoop. security. aut hori zat i on</ name>
<val ue>t r ue</ val ue>

<descri pti on>Enabl e aut horizati on for different protocols.</description>

</ property>

<property>
<nane>hadoop. security. auth_to_| ocal </ name>
<val ue>
RULE: [ 2: $1@b0] ([jt]t @ * EXAMPLE. COM) s/ . */ mapr ed/
RULE: [ 2: $1@0] ([ nd] n@ * EXAMPLE. COM) s/ . */ hdf s/
RULE: [ 2: $1@0] (hm@ * EXAMPLE. COM s/ . */ hbase/
RULE: [ 2: $1@50] (r s@ * EXAMPLE. COM) s/ . */ hbase/
DEFAULT
</val ue>
<descri pti on>The mappi ng from kerberos princi pal
to |l ocal OS user nanes.</description>

names
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</ property>

3 Note
Phoenix Query Server sites: See Configuring Phoenix Query Server for an
additional required property setting in the cor e-si t e. xnl file to complete
Kerberos security configuration.

When using the Knox Gateway, add the following to the cor e-si t e. xnl file on the
master nodes host in your cluster:

Table 2.11. core-site.xm|l Master Node Settings — Knox Gateway

Property Name Property Value Description
hadoop.proxyuser.knox.groups users Grants proxy privileges for Knox user.
hadoop.proxyuser.knox.hosts $knox_host_FQDN Identifies the Knox Gateway host.

When using Hue, add the following to the cor e- si t e. xm file on the master nodes host
in your cluster:

Table 2.12. core-site.xml Master Node Settings — Hue

Property Name Property Value Description

hue.kerberos.principal.shortname hue Group to which all the Hue users
belong. Use the wild card character to
select multiple groups, for example cli*.

hadoop.proxyuser.hue.groups * Group to which all the Hue users
belong. Use the wild card character to
select multiple groups, for example cli*.

hadoop.proxyuser.hue.hosts *

hadoop.proxyuser.knox.hosts $hue_host_FQDN Identifies the Knox Gateway host.

Following is the XML for both Knox and Hue settings:

<property>
<name>hadoop. security. aut henti cati on</ nane>
<val ue>ker ber os</ val ue>
<description>Set the authentication for the cluster.
Valid values are: sinple or kerberos.</description>
</ property>

<property>
<nane>hadoop. securi ty. aut hori zati on</ nane>
<val ue>true</ val ue>
<descri pti on>Enabl e aut horizati on for different protocols.
</ descri pti on>
</ property>

<property>
<nanme>hadoop. security. auth_t o_I ocal </ name>
<val ue>
RULE: [ 2: $1@h0] ([jt]t @ * EXAMPLE. COM) s/ . */ mapr ed/
RULE: [ 2: $1@50] ([ nd] n@ * EXAMPLE. COM) s/ . */ hdf s/
RULE: [ 2: $1@0] (hm@ * EXAMPLE. COM s/ . */ hbase/
RULE: [ 2: $1@h0] (r s@ * EXAMPLE. COM) s/ . */ hbase/
DEFAULT
</ val ue>
<descri pti on>The mappi ng from kerberos princi pal nanes
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2.7.2.2.1.1.

2.7.2.2.2.

to local OS user names.</description>
</ property>

<property>
<nane>hadoop. pr oxyuser . knox. gr oups</ nane>
<val ue>user s</ val ue>

</ property>

<property>
<nanme>hadoop. pr oxyuser . knox. host s</ nane>
<val ue>Knox. EXAMPLE. COW/ val ue>

</ property>

HTTP Cookie Persistence

During HTTP authentication, a cookie is dropped. This is a persistent cookie that is valid
across browser sessions. For clusters that require enhanced security, it is desirable to have a
session cookie that gets deleted when the user closes the browser session.

You can use the following cor e- si t e. xm property to specify cookie persistence across
browser sessions.

<property>
<nanme>hadoop. htt p. aut henti cati on. cooki e. persi st ent </ nane>
<val ue>true</val ue>

</ property>

The default value for this property is f al se.

hdfs-site.xml

To the hdf s-si t e. xm file on every host in your cluster, you must add the following
information:

Table 2.13. hdfs-site.xml File Property Settings

Property Name Property Value Description

dfs.permissions.enabled true If true, permission checking in HDFS is
enabled. If false, permission checking
is turned off, but all other behavior

is unchanged. Switching from one
parameter value to the other does not
change the mode, owner or group of
files or directories.

dfs.permissions.supergroup hdfs The name of the group of super-users.

dfs.block.access.token.enable true If true, access tokens are used as
capabilities for accessing DataNodes. If
false, no access tokens are checked on
accessing DataNodes.

dfs.namenode.kerberos.principal nn/_HOST@EXAMPLE.COM Kerberos principal name for the
NameNode.
dfs.secondary.namenode.kerberos. nn/_HOST@EXAMPLE.COM Kerberos principal name for the
principal secondary NameNode.
dfs.web.authentication.kerberos. HTTP/_HOST@EXAMPLE.COM The HTTP Kerberos principal used by
principal Hadoop-Auth in the HTTP endpoint.

The HTTP Kerberos principal MUST
start with '"HTTP/' per Kerberos HTTP
SPNEGO specification.
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Property Name

Property Value

Description

dfs.web.authentication.kerberos.
keytab

/etc/security/keytabs/
spnego.service.keytab

The Kerberos keytab file with the
credentials for the HTTP Kerberos
principal used by Hadoop-Auth in the
HTTP endpoint.

dfs.datanode.kerberos.principal

dn/_HOST@EXAMPLE.COM

The Kerberos principal that the
DataNode runs as. "_HOST" is replaced
by the real host name.

dfs.namenode.keytab.file

/etc/security/keytabs/
nn.service.keytab

Combined keytab file containing the
NameNode service and host principals.

dfs.secondary.namenode.keytab.file

/etc/security/keytabs/
nn.service.keytab

Combined keytab file containing the
NameNode service and host principals.
<question?>

dfs.datanode.keytab.file /etc/security/keytabs/ The filename of the keytab file for the
dn.service.keytab DataNode.
dfs.https.port 50470 The HTTPS port to which the
NameNode binds.
dfs.namenode.https-address Example: The HTTPS address to which the

ip-10-111-59-170.ec2.internal:50470

NameNode binds.

dfs.datanode.data.dir.perm

750

The permissions that must be set

on the dfs.data.dir directories. The
DataNode will not come up if all
existing dfs.data.dir directories do not
have this setting. If the directories do
not exist, they will be created with this
permission.

dfs.cluster.administrators

hdfs

ACL for who all can view the default
servlets in the HDFS.

dfs.namenode.kerberos.internal.
spnego.principal

${dfs.web.authentication.kerberos.prin

cipal}

dfs.secondary.namenode.kerberos.
internal.spnego.principal

${dfs.web.authentication.kerberos.prin

cipal}

Following is the XML for these entries:

<property>

<name>df s. per m ssi ons</ nhame>

<val ue>t r ue</ val ue>

<description> If "true",
perm ssi on checking is turned
ot her behavi or

HDFS.
of f,

If "fal se",
but all

enabl e perm ssi on chec

is

king in

unchanged. Switching fromone paraneter value to the other does

not change the node,
</ descri pti on>

directories.
</ property>

<property>

owner or group of files or

<nanme>df s. per mi ssi ons. super gr oup</ nane>

<val ue>hdf s</ val ue>

<descri pti on>The nane of the group of
super - users. </ descri pti on>

</ property>

<property>

<nanme>df s. nanenode. handl er. count </ nane>

<val ue>100</ val ue>

<descri pti on>Added to grow Queue size so that nore
client connections are all owed</description>
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</ property>

<property>
<nanme>i pc. server. max. response. si ze</ nane>
<val ue>5242880</ val ue>

</ property>

<property>
<nane>df s. bl ock. access. t oken. enabl e</ nanme>
<val ue>t rue</ val ue>
<description> If "true", access tokens are used as capabilities
for accessing datanodes. |If "false", no access tokens are checked on
accessi ng dat anodes. </descri ption>
</ property>

<property>
<nanme>df s. nanenode. ker ber os. pri nci pal </ name>
<val ue>nn/ _HOST@EXAMPLE. COW/ val ue>
<descri pti on> Kerberos principal name for the
NaneNode </descri ption>

</ property>

<property>
<nanme>df s. secondary. nanenode. ker ber os. pri nci pal </ nane>
<val ue>nn/ _HOST@EXAMPLE. COW/ val ue>
<descri pti on>Ker beros principal nanme for the secondary NaneNode
</ descri ption>
</ property>

<property>
<I--cluster variant -->
<nanme>df s. secondary. htt p. addr ess</ nane>
<val ue>i p- 10- 72- 235-178. ec2. i nt er nal : 50090</ val ue>
<descri pti on>Address of secondary nanmenode web server</description>
</ property>

<property>
<nanme>df s. secondary. htt ps. port </ name>
<val ue>50490</ val ue>
<descri pti on>The https port where secondary-nanenode
bi nds</ descri pti on>
</ property>

<property>
<nanme>df s. web. aut hent i cati on. ker ber os. pri nci pal </ name>
<val ue>HTTP/ _HOST@EXAMPLE. COWK/ val ue>
<descri pti on> The HTTP Kerberos principal used by Hadoop-Auth in the HTTP
endpoi nt .
The HTTP Kerberos principal MIST start with 'HTTP/' per Kerberos HITP
SPNEGO speci fi cati on.
</ descri ption>
</ property>

<property>
<nanme>df s. web. aut hent i cati on. ker ber os. keyt ab</ name>
<val ue>/ et c/ security/ keyt abs/ spnego. servi ce. keyt ab</ val ue>
<descri pti on>The Kerberos keytab file with the credentials for the HTTP
Ker beros princi pal used by Hadoop-Auth in the HTTP endpoint.
</ descri ption>

</ property>
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<property>

<nanme>df s. dat anode. ker ber os. pri nci pal </ name>

<val ue>dn/ HOST@EXAMPLE. COW/ val ue>

<descri pti on>

The Kerberos principal that the DataNode runs as. " _HOST" is replaced by
the rea

host nane.

</ descri ption>
</ property>

<property>
<nanme>df s. nanenode. keyt ab. fi | e</ nanme>
<val ue>/ et c/ security/ keyt abs/ nn. servi ce. keyt ab</ val ue>
<descri pti on>
Conbi ned keytab file containing the nanenode service and host
princi pal s.
</ descri pti on>

</ property>

<property>
<name>df s. secondar y. nanmenode. keyt ab. fi | e</ name>
<val ue>/ et c/ security/ keyt abs/ nn. servi ce. keyt ab</ val ue>
<descri pti on>
Conbi ned keytab file containing the nanenode service and host
princi pal s.
</ descri ption>

</ property>

<property>
<nanme>df s. dat anode. keyt ab. fi | e</ name>
<val ue>/ et c/ security/ keyt abs/ dn. servi ce. keyt ab</ val ue>
<descri pti on>
The filename of the keytab file for the DataNode.
</ descri ption>
</ property>

<property>
<name>df s. htt ps. port </ name>
<val ue>50470</ val ue>
<descri ption>The https port where nanmenode
bi nds</ descri pti on>
</ property>

<property>
<nanme>dfs. htt ps. addr ess</ nane>
<val ue>i p- 10- 111- 59- 170. ec?2. i nt er nal : 50470</ val ue>
<descri pti on>The https address where nanmenode bi nds</descri pti on>
</ property>

<property>
<nanme>df s. dat anode. dat a. di r. per nx/ name>
<val ue>750</ val ue>
<descri pti on>The perm ssions that should be there on
dfs.data.dir directories. The datanode will not cone up if the
perm ssions are different on existing dfs.data.dir directories. If
the directories don't exist, they will be created with this
per m ssi on. </ descri pti on>
</ property>
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<property>
<nanme>df s. access. ti ne. preci si on</ name>
<val ue>0</val ue>
<descri pti on>The access time for HDFS file is precise upto this
val ue. The default value is 1 hour. Setting a value of O
di sabl es access tines for HDFS.
</ descri pti on>
</ property>

<property>
<name>dfs. cl ust er. adm ni st r at or s</ nane>
<val ue> hdf s</val ue>
<description>ACL for who all can view the default
servlets in the HDFS</description>
</ property>

<property>
<nanme>i pc. server. read. t hreadpool . si ze</ nane>
<val ue>5</val ue>
<descri pti on></descri pti on>

</ property>

<property>
<nanme>df s. nanenode. ker ber os. i nt er nal . spnego. pri nci pal </ name>
<val ue>${df s. web. aut henti cati on. ker ber os. pri nci pal } </ val ue>
</ property>

<property>
<nane>df s. secondary. nanenode. ker ber os. i nt er nal . spnego. pri nci pal </ name>

<val ue>${df s. web. aut henti cati on. ker ber os. pri nci pal } </ val ue>
</ property>

In addition, you must set the user on all secure DataNodes:

export HADOOP_SECURE DN USER=hdf s
export HADOOP_SECURE DN PI D DI R=/grid/ 0/ var/run/ hadoop/ $HADOOP_SECURE DN USER

2.7.2.2.3. yarn-site.xml

You must add the following information to the yar n- si t e. ximi file on every host in your
cluster:

Table 2.14. yarn-site.xml Property Settings

Property

Value

Description

yarn.resourcemanager.principal

yarn/localhost@EXAMPLE.COM

The Kerberos principal for the
ResourceManager.

yarn.resourcemanager.keytab

/etc/krb5.keytab

The keytab for the ResourceManager.

yarn.nodemanager.principal

yarn/localhost@EXAMPLE.COM

The Kerberos principal for the
NodeManager.

yarn.nodemanager.keytab

/etc/krb5.keytab

The keytab for the NodeManager.

yarn.nodemanager.container-
executor.class

org.apache.hadoop.yarn.server.

nodemanager.LinuxContainer
Executor

The class that will execute (launch) the
containers.

yarn.nodemanager.linux-container-
executor.path

hadoop-3.0.0-SNAPSHOT/bin/
container-executor

The path to the Linux container
executor.

yarn.nodemanager.linux-container-
executor.group

hadoop

A special group (e.g., hadoop) with
executable permissions for the
container executor, of which the
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Property

Value

Description

NodeManager UNIX user is the group
member and no ordinary application
user is. If any application user belongs
to this special group, security will

be compromised. This special group
name should be specified for the
configuration property.

yarn.timeline-service.principal

yarn/localhost@EXAMPLE.COM

The Kerberos principal for the Timeline
Server.

yarn.timeline-service.keytab

/etc/krb5.keytab

The Kerberos keytab for the Timeline
Server.

yarn.resourcemanager.webapp.
delegation-token-auth-filter.enabled

true

Flag to enable override of the default
Kerberos authentication filter with

the RM authentication filter to allow
authentication using delegation tokens
(fallback to Kerberos if the tokens are
missing). Only applicable when the
http authentication type is Kerberos.

yarn.timeline-service.http-
authentication.type

kerberos

Defines authentication used
for the Timeline Server HTTP
endpoint. Supported values
are: simple | kerberos |
$AUTHENTICATION_HANDLER
_CLASSNAME

yarn.timeline-service.http-
authentication.kerberos.principal

HTTP/localhost@EXAMPLE.COM

The Kerberos principal to be used for
the Timeline Server HTTP endpoint.

yarn.timeline-service.http-
authentication.kerberos.keytab

authentication.kerberos.keytab /etc/
krb5.keytab

The Kerberos keytab to be used for the
Timeline Server HTTP endpoint.

Following is the XML for these entries:

<property>

<nane>yar n. r esour cenanager . pri nci pal </ nanme>
<val ue>yarn/ | ocal host @XAMPLE. COW/ val ue>

</ property>

<property>

<nane>yar n. r esour cenanager . keyt ab</ nane>
<val ue>/ et c/ kr b5. keyt ab</ val ue>

</ property>

<pr operty>

<nane>yar n. nodemanager . pri nci pal </ nanme>
<val ue>yar n/ | ocal host @GXAMPLE. COW/ val ue>

</ property>

<property>

<nane>yar n. nodemanager . keyt ab</ nane>
<val ue>/ et c/ kr b5. keyt ab</ val ue>

</ property>

<property>

<name>yar n. nodemanager . cont ai ner - execut or . cl ass</ nane>
<val ue>or g. apache. hadoop. yar n. ser ver . nodenanager . Li nhuxCont ai ner Execut or </

val ue>
</ property>

<pr operty>

<nane>yar n. nodemanager . | i nux- cont ai ner - execut or . pat h</ name>
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<val ue>hadoop- 3. 0. 0- SNAPSHOT/ bi n/ cont ai ner - execut or </ val ue>
</ property>

<property>
<nane>yar n. nodemanager . | i nux- cont ai ner - execut or . gr oup</ nane>
<val ue>hadoop</ val ue>

</ property>

<property>
<name>yarn. ti mel i ne-service. princi pal </ nane>
<val ue>yar n/ | ocal host @XAMPLE. COW/ val ue>

</ property>

<property>
<name>yarn. ti mel i ne-servi ce. keyt ab</ name>
<val ue>/ et c/ kr b5. keyt ab</ val ue>

</ property>

<property>

<nanme>yar n. r esour cemanager . webapp. del egati on-t oken-aut h-filter. enabl ed</
name>

<val ue>true</ val ue>
</ property>

<property>
<name>yarn. timeline-service. http-authentication.type</name>
<val ue>ker ber os</ val ue>

</ property>

<property>
<nanme>yarn.ti meline-service. http-authentication. kerberos. pri nci pal </ name>
<val ue>HTTP/ | ocal host @XAVMPLE. COW/ val ue>

</ property>

<property>
<nanme>yarn. ti meline-service. http-authentication. ker ber os. keyt ab</ name>

<val ue>/ et c/ kr b5. keyt ab</ val ue>
</ property>

2.7.2.2.4. mapred-site.xml

You must add the following information to the mapr ed-si t e. xnl file on every host in
your cluster:

Table 2.15. mapred-site.xml Property Settings

Property Name Property Value Description

mapreduce.jobhistory.keytab

/etc/security/keytabs/
jhs.service.keytab

Kerberos keytab file for the
MapReduce JobHistory Server.

mapreduce.jobhistory.principal

jhs/_HOST@TODO-KERBEROS-
DOMAIN

Kerberos principal name for the
MapReduce JobHistory Server.

mapreduce.jobhistory.webapp.address

TODO-JOBHISTORYNODE-
HOSTNAME: 19888

MapReduce JobHistory Server Web Ul
host:port

mapreduce.jobhistory.webapp.https.
address

TODO-JOBHISTORYNODE-
HOSTNAME: 19889

MapReduce JobHistory Server HTTPS
Web Ul host:port

mapreduce.jobhistory.webapp.spnego

keytab-file

/etc/security/keytabs/
spnego.service.keytab

Kerberos keytab file for the spnego
service.
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Property Name Property Value Description
mapreduce.jobhistory.webapp.spnegot HTTP/_HOST@TODO-KERBEROS- Kerberos principal name for the
principal DOMAIN spnego service.

Following is the XML for these entries:

<property>

<nanme>nmapr educe. j obhi st ory. keyt ab</ nane>

<val ue>/ et c/ security/ keytabs/jhs. service. keyt ab</ val ue>
</ property>

<property>
<nanme>nmapr educe. j obhi st ory. pri nci pal </ nhanme>
<val ue>j hs/ _HOST@ ODO- KERBEROS- DOMAI N</ val ue>
</ property>

<property>
<nanme>nmapr educe. j obhi st ory. webapp. addr ess</ nane>
<val ue>TODO- JOBHI STORYNCDE- HOSTNAME: 19888</ val ue>
</ property>

<property>
<nanme>mapr educe. j obhi st ory. webapp. htt ps. addr ess</ nane>
<val ue>TODO JOBHI STORYNCDE- HOSTNAME: 19889</ val ue>

</ property>

<property>
<name>nmapr educe. j obhi st ory. webapp. spnego- keyt ab- fi | e</ name>
<val ue>/ et c/ security/ keyt abs/ spnego. servi ce. keyt ab</ val ue>
</ property>

<property>
<nanme>mapr educe. j obhi st ory. webapp. spnego- pri nci pal </ name>
<val ue>HTTP/ _HOST@ ODO- KERBEROS- DOVAI N</ val ue>

</ property>

2.7.2.2.5. hbase-site.xml

For HBase to run on a secured cluster, HBase must be able to authenticate itself

to HDFS. Add the following information to the hbase- si t e. xil file on your
HBase server. However, include the phoenix.queryserver.kerberos.principal and
phoenix.queryserver.kerberos.keytab property entries only if you will be configuring
Kerberos authentication for a Phoenix Query Server.

3 Note
There are no default values for the property settings. The entries in the "Sample
Setting" column are only examples.

Table 2.16. hbase- si t e. xm Property Settings for HBase Server and
Phoenix Query Server

Property Name Sample Setting Description
hbase.master.keytab.file /etc/security/keytabs/ The keytab for the HMaster service
hbase.service.keytab principal.
hbase.master.kerberos.principal hbase/_HOST@EXAMPLE.COM The Kerberos principal name that
should be used to run the HMaster
process. If _HOST is used as the
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Property Name Sample Setting Description

hostname portion, it will be replaced
with the actual hostname of the
running instance.

hbase.regionserver.keytab.file /etc/security/keytabs/ The keytab for the HRegionServer
hbase.service.keytab service principal.
hbase.regionserver.kerberos.principal |hbase/_HOST@EXAMPLE.COM The Kerberos principal name

that should be used to run the
HRegionServer process. If _HOST is
used as the hostname portion, it will be
replaced with the actual hostname of
the running instance.

hbase.superuser hbase A comma-separated list of users or
groups that are allowed full privileges,
regardless of stored ACLs, across the
cluster. Only used when HBase security

is enabled.
hbase.coprocessor.region.classes Setting 1:org.apache.hadoop.hbase. |A comma-separated list of coprocessors
] ] that are loaded by default on all tables.
security.token.TokenProvider, For any implemented coprocessor

methods, the listed classes will be
called in order. After implementing
our own coprocessor, add the class
1’){o HBase's classpath and add the fully
qualified class name here. Coprocessors
can also be loaded programmatically

Setting 2:org.apache.hadoop.hbase.
security.access.SecureBulkLoadEndpoin

Setting 3:org.apache.hadoop.hbase.

security.access.AccessController using HTableDescriptor.
hbase.coprocessor.master.classes org.apache.hadoop.hbase.security. A comma-separated list of
MasterObserver coprocessors that are
access.AccessController loaded by the active HMaster process.

For any implemented coprocessor
methods, the listed classes will be
called in order. After implementing
your own MasterObserver, add the
class to HBase's classpath and add the
fully qualified class name here.

hbase.coprocessor.regionserver.classes| org.apache.hadoop.hbase.security. A comma-separated list of
RegionServerObserver coprocessors
access.AccessController that are loaded by the HRegionServer

processes. For any implemented
coprocessor methods, the listed

classes will be called in order.

After implementing your own
RegionServerObserver, add the class to
the HBase classpath and fully qualified
class name here.

phoenix.queryserver.kerberos.principall HTTP/_HOST@EXAMPLE.COM The Kerberos principal for the
Phoenix Query Server process. The
Phoenix Query Server is an optional
component; this property only needs
to be set when the query server is

installed.
phoenix.queryserver.kerberos.keytab |/etc/security/keytabs/ The path to the Kerberos keytab
spnego.service.keytab file for the Phoenix Query Server

process. The Phoenix Query Server is an
optional component; this property only
needs to be set when the query server
is installed.
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Tip

Phoenix Query Server users: See Configuring Phoenix Query Server for the
required setting in the cor e- si t e. xm file to complete Kerberos setup of the
query server.

The following lists the XML for the hbase- si t e. xm file entries:

<property>
<nanme>hbase. mast er . keyt ab. fi | e</ name>
<val ue>/ et c/ security/ keyt abs/ hbase. servi ce. keyt ab</ val ue>
<description>Full path to the Kerberos keytab file to use for |ogging

n the configured Hvaster server principal.

</ descri pti on>
</ property>

<property>
<nanme>hbase. nast er. ker ber os. pri nci pal </ name>
<val ue>hm HOST@EXAMPLE. COW/ val ue>

<descri pti on>Ex. "hbase/ HOST@EXAMPLE. COM'.

The Kerberos principal nane that should be used to run the Hwaster
process. The principal nane should be in the form user/hostname@OVAl N
If " HOST" is used as the hostname portion, it will be replaced with

t

he actual hostnanme of the running instance.

</ descri pti on>
</ property>

<property>
<name>hbase. r egi onserver. keyt ab. fi | e</ nane>
<val ue>/ et c/ security/ keyt abs/ hbase. servi ce. keyt ab</ val ue>
<description>Full path to the kerberos keytab file to use for |ogging

n the configured HRegi onServer server principal.

</ descri pti on>
</ property>

<property>
<nanme>hbase. r egi onser ver . ker ber os. pri nci pal </ name>
<val ue>hbase/ HOST@EXAMPLE. COW/ val ue>
<descri pti on>Ex. "hbase/ _HOST@EXAMPLE. COM' .
The kerberos principal nane that
shoul d be used to run the HRegi onServer process. The
princi pal name should be in the form
user/ host nane@OMAI N. | f _HOST
is used as the hostnanme portion, it will be repl aced
with the actual hostnanme of the running

nstance. An entry for this principal nust exist
n the file specified in hbase.regi onserver. keytab.file

</ descri ption>
</ property>

<!--Additional configuration specific to HBase security -->

<property>
<name>hbase. super user </ name>
<val ue>hbase</ val ue>
<descri ption>Li st of users or groups (comma-separated), who are
all owed full privileges, regardl ess of stored ACLs, across the cluster.
Only used when HBase security is enabl ed.
</ descri pti on>
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</ property>

<property>
<nanme>hbase. copr ocessor. regi on. cl asses</ nane>
<val ue>or g. apache. hadoop. hbase. security.token. TokenProvi der,
or g. apache. hadoop. hbase. security. access. Secur eBul kLoadEndpoi nt,
or g. apache. hadoop. hbase. security. access. AccessControl | er </ val ue>
<descri pti on>A conma-separated |ist of coprocessors that are | oaded
by default on all tables. For any override coprocessor mnethod,
these classes will be called in order. After inplenenting your
own coprocessor, just put it in HBase's classpath and add the
fully qualified class name here. A coprocessor can al so be | oaded on
demand by setting HTabl eDescri ptor.
</ descri ption>

</ property>

<property>
<nanme>hbase. copr ocessor. nmast er. cl asses</ nanme>
<val ue>or g. apache. hadoop. hbase. security. access. AccessControl | er</val ue>
<descri pti on>A comma-separated |ist of MasterCbserver coprocessors that
are | oaded by the active HVaster process. For any inplenmented coprocessor
nmet hods, the |isted classes will be called in order. After inplenmenting
your
own Master Cbserver, add the class to HBase's classpath and add the fully
qualified class name here
</ descri pti on>
</ property>

<property>
<nanme>hbase. copr ocessor. r egi onserver. cl asses</ name>
<val ue>or g. apache. hadoop. hbase. security. access. AccessControl | er </ val ue>
<descri pti on>A comma-separated |ist of Regi onServer Cbserver coprocessors
that are | oaded by the HRegi onServer processes. For any inpl enented
coprocessor nethods, the listed classes will be called in order. After
i npl ementi ng your own Regi onServer Cbserver, add the class to the HBase
classpath and fully qualified class nane here
</ descri pti on>

</ property>

<property>
<nane>phoeni x. quer yser ver . ker ber os. pri nci pal </ name>
<val ue>HTTP/ _HOST@EXAMPLE. COWK/ val ue>
<descri pti on>The Kerberos principal for the Phoenix Query Server
process. The Phoeni x Query Server is an optional conponent; this
property only needs to be set when the query server is install ed.
</ descri pti on>

</ property>

<property>
<name>phoeni x. quer yser ver . ker ber os. keyt ab</ name>
<val ue>/ et c/ security/ keyt abs/ spnego. servi ce. keyt ab</ val ue>
<descri pti on>The path to the Kerberos keytab file for the
Phoeni x Query Server process. The Phoenix Query Server is an optiona
component; this property only needs to be set when the query server
is installed.</description>

</ property>

2.7.2.2.6. hive-site.xml

HiveServer2 supports Kerberos authentication for all clients.
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Add the following information to the hi ve- si t e. xm file on every host in your cluster:

Table 2.17. hive-site.xml Property Settings

Property Name Description

hive.metastore.sasl.enabled If true, the Metastore Thrift interface will be secured with
SASL and clients must authenticate with Kerberos.

hive.metastore.kerberos.keytab.file The keytab for the Metastore Thrift service principal.

hive.metastore.kerberos.principal The service principal for the Metastore Thrift server. If
_HOST is used as the hostname portion, it will be replaced
with the actual hostname of the running instance.

Following is the XML for these entries:

<property>

<name>hi ve. met ast or e. sasl . enabl ed</ nane>

<val ue>t rue</ val ue>

<description>lf true, the metastore thrift interface will be secured with
SASL.

Clients must authenticate with Kerberos. </description>
</ property>

<property>
<nanme>hi ve. net ast or e. ker ber os. keyt ab. fi | e</ name>
<val ue>/ et c/ security/ keyt abs/ hi ve. servi ce. keyt ab</ val ue>
<descripti on>The path to the Kerberos Keytab file containing the
netastore thrift server's service principal.
</ descri pti on>

</ property>

<property>
<nane>hi ve. net ast or e. ker ber os. pri nci pal </ name>
<val ue>hi ve/ HOST@EXAMPLE. COWK/ val ue>
<descri pti on>The service principal for the netastore thrift server. The
special string HOST will be replaced automatically with the correct
host nane. </ descri pti on>

</ property>

2.7.2.2.7. oozie-site.xml

To the oozi e-si t e. xm file, add the following information:

Table 2.18. oozie-site.xml Property Settings

Property Name Property Value Description
oozie.service.AuthorizationService. true Specifies whether security (user name/
security.enabled admin role) is enabled or not. If it is

disabled any user can manage the
Oozie system and manage any job.

oozie.service.HadoopAccessorService. |true Indicates if Oozie is configured to use
kerberos.enabled Kerberos.
local.realm EXAMPLE.COM Kerberos Realm used by Oozie and

Hadoop. Using local.realm to be
aligned with Hadoop configuration.

oozie.service.HadoopAccessorService. |/etc/security/keytabs/ The keytab for the Oozie service
keytab.file oozie.service.keytab principal.
oozie.service.HadoopAccessorService. |oozie/_HOSTIQEXAMPLE.COM Kerberos principal for Oozie service.

kerberos.principaloozie/
_HOSTI@QEXAMPLE.COM

93




hdp-security

August 29, 2016

2.7.2.2.8.

2.7.2.2.9.

Property Name

Property Value

Description

oozie.authentication.type

kerberos

oozie.authentication.kerberos.
principal

HTTP/_HOST@EXAMPLE.COM

Whitelisted job tracker for Oozie
service.

oozie.authentication.kerberos.keytab

/etc/security/keytabs/
spnego.service.keytab

Location of the Oozie user keytab file.

oozie.service.HadoopAccessorService.
nameNode.whitelist

oozie.authentication.kerberos.
name.rules

RULE:[2:$1@$0]
([it]t@.*EXAMPLE.COM)s/.*/
mapred/ RULE:[2:$1@$0]
(Ind]n@.*EXAMPLE.COM)s/.*/
hdfs/ RULE:[2:$1@$0]
(hm@.*EXAMPLE.COM)s/.*/
hbase/ RULE:[2:$1@$0]
(rs@.*EXAMPLE.COM)s/.*/hbase/
DEFAULT

The mapping from Kerberos principal
names to local OS user names. See
Creating Mappings Between Principals
and UNIX Usernames for more
information.

oozie.service.ProxyUserService.
proxyuser.knox.groups

users

Grant proxy privileges to the Knox
user. Note only required when using a
Knox Gateway.

oozie.service.ProxyUserService.
proxyuser.knox.hosts

$knox_host_FQDN

Identifies the Knox Gateway. Note only
required when using a Knox Gateway.

webhcat-site.xml

To the webhcat - si t e. xm file, add the following information:

Table 2.19. webhcat-site.xml Property Settings

Property Name

Property Value

Description

templeton.kerberos.principal

HTTP/_HOST@EXAMPLE.COM

templeton.kerberos.keytab

/etc/security/keytabs/
spnego.service.keytab

templeton.kerberos.secret

secret

hadoop.proxyuser.knox.groups

users

Grant proxy privileges to the Knox
user. Note only required when using a
Knox Gateway.

hadoop.proxyuser.knox.hosts

$knox_host_FQDN

Identifies the Knox Gateway. Note only
required when using a Knox Gateway.

limits.conf

Adjust the Maximum Number of Open Files and Processes

In a secure cluster, if the DataNodes are started as the root user, JSVC downgrades the
processing using setuid to hdfs. However, the ulimit is based on the ulimit of the root user,
and the default ulimit values assigned to the root user for the maximum number of open
files and processes may be too low for a secure cluster. This can result in a “Too Many Open
Files” exception when the DataNodes are started.

Therefore, when configuring a secure cluster you should increase the following root ulimit

values:

* nofile: The maximum number of open files. Recommended value: 32768

* nproc: The maximum number of processes. Recommended value: 65536
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2.7.2.3.

To set system-wide ulimits to these values, log in as root and add the following lines to the
/etc/security/limts.conf file onevery hostinyour cluster:

* - nofile 32768
* - nproc 65536

To set only the root user ulimits to these values, log in as root and add the following lines
tothe/etc/security/linits. conf file.

root - nofile 32768
root - nproc 65536

You can use the ulimit -a command to view the current settings:

[root @ode-1 /]# ulinmt -a

core file size (blocks, -c) O

data seg size (kbytes, -d) unlimted
scheduling priority (-e) O

file size (blocks, -f) unlimted
pendi ng signals (-i) 14874

max | ocked nenory (kbytes, -1) 64

mex nenmory size (kbytes, -m unlimted
open files (-n) 1024

pi pe size (512 bytes, -p) 8

PGSl X nessage queues (bytes, -q) 819200
real-tine priority (-r) O

stack size (kbytes, -s) 10240

cpu tine (seconds, -t) unlimted

max user processes (-u) 14874

virtual nenmory (kbytes, -v) unlimted
file locks (-x) unlinted

You can also use the ulimit command to dynamically set these limits until the next
reboot. This method sets a temporary value that will revert to the settings in the / et ¢/
security/limts.conf file after the next reboot, but it is useful for experimenting
with limit settings. For example:

[root @ode-1 /]# ulimt -n 32768

The updated value can then be displayed:

[root @ode-1 /]# ulimt -n
32768

Configuring HBase and ZooKeeper

Use the following instructions to set up secure HBase and ZooKeeper:

1. Configure HBase Master [96]

2. Create JAAS configuration files [98]

3. Start HBase and ZooKeeper services [99]

4. Configure secure client side access for HBase [100]

5. Optional: Configure client-side operation for secure operation - Thrift Gateway [101]

6. Optional: Configure client-side operation for secure operation - REST Gateway [101]
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7. Configure HBase for Access Control Lists (ACL) [102]
2.7.2.3.1. Configure HBase Master
Edit $HBASE_CONF_DI R/ hbase- si t e. xm file on your HBase Master server to add

the following information ($HBASE_CONF_DI Ris the directory to store the HBase
configuration files. For example, / et ¢/ hbase/ conf):

3 Note

There are no default values. The following are all examples.

<property>
<nanme>hbase. nast er. keyt ab. fi | e</ name>
<val ue>/ et c/ security/ keyt abs/ hbase. servi ce. keyt ab</ val ue>
<description>Full path to the Kerberos keytab file to use
for logging in the configured Hvaster server principal

</ descri pti on>
</ property>

<property>
<name>hbase. mast er . ker ber os. pri nci pal </ nane>
<val ue>hbase/ HOST@EXAMPLE. COW/ val ue>
<descri pti on>Ex. "hbase/_HOST@XAMPLE. COM' .
The Kerberos principal nanme that should be used to run the HWVaster
process.
The princi pal name should be in the form user/hostname@OVAI N.
If "_HOST" is used as the hostname portion,
it will be replaced with the actual hostnane of the running instance.

</ descri pti on>
</ property>

<property>
<name>hbase. r egi onserver. keyt ab. fi | e</ nane>
<val ue>/ et c/ security/ keyt abs/ hbase. servi ce. keyt ab</ val ue>
<description>Full path to the Kerberos keytab file to use for |ogging
in the configured HRegi onServer server principal
</ descri pti on>

</ property>

<property>
<name>hbase. r egi onser ver. ker ber os. pri nci pal </ name>
<val ue>hbase/ HOST@EXAMPLE. COW/ val ue>
<descri pti on>Ex. "hbase/_HOST@XAMPLE. COM' .

The Kerberos princi pal nanme that

shoul d be used to run the HRegi onServer process.

The

princi pal nanme should be in the form

user / host nane @OVAI N.

If _HOST

is used as the hostname portion, it will be replaced
with the actual hostname of the running

i nst ance.

An entry for this principal mnmust exist

inthe file specified in hbase.regionserver. keytab.file
</ descri pti on>

</ property>
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<!--Additional configuration specific to HBase security -->

<property>

<name>hbase. super user </ name>

<val ue>hbase</ val ue>

<descri ption>Li st of users or groups (comma-separated), who are
al l owed full privileges, regardl ess of stored ACLs, across the cluster.
Only used when HBase security is enabl ed.

</ descri ption>
</ property>

<property>
<name>hbase. copr ocessor. r egi on. cl asses</ nane>
<val ue>or g. apache. hadoop. hbase. security.t oken. TokenProvi der,
or g. apache. hadoop. hbase. security. access. Secur eBul kLoadEndpoi nt,
or g. apache. hadoop. hbase. security. access. AccessControl | er </val ue>
<descri pti on>A conma-separated |ist of Coprocessors that are | oaded by
default on all tables.
</ descri pti on>
</ property>

<property>
<nane>hbase. security. aut henti cati on</ nane>
<val ue>ker ber os</ val ue>

</ property>

<property>
<name>hbase. r pc. engi ne</ nanme>
<val ue>or g. apache. hadoop. hbase. i pc. Secur eRpcEngi ne</ val ue>

</ property>

<property>
<nanme>hbase. security. aut hori zat i on</ nane>
<val ue>true</val ue>
<descri pti on>Enabl es HBase aut hori zati on
Set the value of this property to false to di sabl e HBase aut horizati on.
</ descri pti on>

</ property>

<property>

<nanme>hbase. copr ocessor . mast er. cl asses</ name>

<val ue>or g. apache. hadoop. hbase. security. access. AccessControl | er</
val ue>

</ property>

<property>
<nanme>hbase. bul kl oad. st agi ng. di r </ name>
<val ue>/ apps/ hbase/ st agi ng</ val ue>
<description>Directory in the default fil esystem
owned by the hbase user, and has perm ssions(-rwx--x--x, 711) </description>

</ property>

For more information on bulk loading in secure mode, see HBase Secure BulkLoad. Note
that the hbase. bul kl oad. st agi ng. di r is created by HBase.
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2.7.2.3.2. Create JAAS configuration files

1. Create the following JAAS configuration files on the HBase Master, RegionServer, and
HBase client host machines.

These files must be created under the $HBASE_CONF_DI R directory:

where $HBASE_CONF_DI Ris the directory to store the HBase configuration files. For
example, / et ¢/ hbase/ conf .

* On each machine running an HBase server, create the hbase- server. j aas file
under the / et ¢/ hbase/ conf directory. HBase servers include the HMaster and
RegionServer. In this file, add the following content:

Adient {

com sun. security. aut h. modul e. Kr b5Logi nMbdul e required
useKeyTab=t r ue

st or eKey=true

useTi cket Cache=f al se

keyTab="/et c/security/ keyt abs/ hbase. servi ce. keyt ab"
pri nci pal ="hbase/ $ful | y. qual i fi ed. domai n. nane";

IR

¢ On HBase client machines, create the hbase-cl i ent . j aas file under the / et c/
hbase/ conf directory and add the following content:

Cient {

com sun. securi ty. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=f al se

useTi cket Cache=tr ue;

I

2. Create the following JAAS configuration files on the ZooKeeper Server and client host
machines.

These files must be created under the $ZOOKEEPER CONF_DI R directory, where
$ZOOKEEPER _CONF_DI Ris the directory to store the HBase configuration files. For
example, / et ¢/ zookeeper/ conf:

* On ZooKeeper server host machines, create the zookeeper - server . j aas file
under the / et c/ zookeeper/ conf directory and add the following content:

Server {

com sun. security. aut h. modul e. Kr b5Logi nMbdul e required
useKeyTab=t r ue

st or eKey=t r ue

useTi cket Cache=f al se

keyTab="/et c/ security/keytabs/ zookeeper. servi ce. keyt ab"
princi pal =" zookeeper/ $ZooKeeper . Ser ver. host nane";

IR

¢ On ZooKeeper client host machines, create the zookeeper - cl i ent . j aas file under
the / et c/ zookeeper/ conf directory and add the following content:
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3.

Cient {

com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=f al se

useTi cket Cache=tr ue;

i
Edit the hbase- env. sh file on your HBase server to add the following information:

export HBASE OPTS ="-Dj ava. security.auth. | ogin.config=
$HBASE_CONF_DI R/ hbase-cl i ent . j aas"

export HBASE MASTER OPTS ="-Djava. security.auth. | ogin. config=
$HBASE_CONF_DI R/ hbase- ser ver. j aas"

export HBASE REG ONSERVER _OPTS="-Dj ava. security. auth. | ogi n. confi g=
$HBASE CONF_DI R/ hbase- server. j aas"

where HBASE_CONF_DI Ris the HBase configuration directory. For example, / et ¢/
hbase/ conf.

. Edit zoo. cf g file on your ZooKeeper server to add the following information:

aut hProvi der. 1=or g. apache. zookeeper. server. aut h. SASLAut henti cati onProvi der
j aasLogi nRenew=3600000

ker ber os. r emoveHost FronPri nci pal =t rue

ker ber os. renoveReal nFr onPri nci pal =t rue

. Edit zookeeper - env. sh file on your ZooKeeper server to add the following

information:

export SERVER_JVMFLAGS ="-Dj ava.security. auth.| ogin.
conf i g=$ZOOKEEPER_CONF_DI R/ zookeeper - ser ver . j aas"
export CLI ENT_JVMFLAGS ="-D ava. security. auth. | ogin.
confi g=$ZOOKEEPER_CONF_DI R/ zookeeper - cl i ent . j aas"

where $ZOOKEEPER _CONF_DI Ris the ZooKeeper configuration directory. For example,
/ et c/ zookeeper/ conf.

2.7.2.3.3. Start HBase and ZooKeeper services

Start the HBase and ZooKeeper services using the instructions provided in the HDP
Reference Manual, Starting HDP Services.

If the configuration is successful, you should see the following in your ZooKeeper server
logs:

99


https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.5.0/bk_reference/content/starting_hdp_services.html

hdp-security August 29, 2016

11/ 12/ 05 22: 43:39 | NFO zookeeper. Logi n: successfully | ogged in.
11/ 12/ 05 22:43: 39 | NFO server. Nl CServer CnxnFactory: binding to port 0.0.0.0/0.

0.0.0: 2181

11/12/05 22: 43: 39 | NFO zookeeper. Logi n: TGT refresh thread started.

11/ 12/ 05 22:43: 39 | NFO zookeeper. Login: TGT valid starting at: Mon Dec
05 22:43:39 UTC 2011

11/12/ 05 22: 43: 39 | NFO zookeeper. Logi n: TGI expires: Tue Dec

06 22:43:39 UTC 2011
11/ 12/ 05 22: 43: 39 | NFO zookeeper. Logi n: TGT refresh sleeping until: Tue Dec 06
18: 36: 42 UTC 2011

11/12/05 22: 43:59 | NFO aut h. Sasl Ser ver Cal | backHandl er:

Successful |y authenticated client: authenticationl D=hbase/i p-10-166-175-249.
us-west - 1. conput e. i nt er nal @GHADOOP. LOCALDOVAI N;

aut hori zat i onl D=hbase/ i p- 10- 166- 175- 249. us- west - 1. conput e. i nt er nal GHADOCP.

LOCALDOVAI N.
11/ 12/ 05 22:43: 59 | NFO aut h. Sasl Server Cal | backHandl er: Setting authorizedl D:
hbase

11/ 12/ 05 22: 43: 59 | NFO server. ZooKeeper Server: addi ng SASL aut hori zation for
aut hori zati onl D: hbase

2.7.2.3.4. Configure secure client side access for HBase

HBase configured for secure client access is expected to be running on top of a secure HDFS
cluster. HBase must be able to authenticate to HDFS services.

1. Provide a Kerberos principal to the HBase client user using the instructions provided
here.

* Option I: Provide Kerberos principal to normal HBase clients.

For normal HBase clients, Hortonworks recommends setting up a password to the
principal.

e Set maxrenew i f e.

The client principal's maxr enew i f e should be set high enough so that it allows
enough time for the HBase client process to complete. Client principals are not
renewed automatically.

For example, if a user runs a long-running HBase client process that takes at most
three days, we might create this user's principal within kadmin with the following
command:

addprinc -maxrenew i fe 3days
¢ Option II: Provide Kerberos principal to long running HBase clients.

a. Set-up a keytab file for the principal and copy the resulting keytab files to where
the client daemon will execute.

Ensure that you make this file readable only to the user account under which the
daemon will run.

2. On every HBase client, add the following properties to the $HBASE _CONF_DI R/
hbase-site. xnl file:
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<property>
<nane>hbase. security. aut henti cati on</ name>
<val ue>ker ber os</ val ue>

</ property>

3 Note

The client environment must be logged in to Kerberos from KDC or keytab
via the ki ni t command before communication with the HBase cluster

is possible. Note that the client will not be able to communicate with the
cluster if the hbase. securi ty. aut henti cati on property in the client-
and server-side site files fails to match.

<property>
<nanme>hbase. r pc. engi ne</ nanme>
<val ue>or g. apache. hadoop. hbase. i pc. Secur eRpcEngi ne</ val ue>

</ property>

2.7.2.3.5. Optional: Configure client-side operation for secure operation - Thrift
Gateway

Add the following to the $HBASE _CONF_DI R/ hbase-si t e. xml file for every Thrift
gateway:

<property>
<nanme>hbase.thrift. keytab. fil e</ nane>
<val ue>/ et ¢/ hbase/ conf/ hbase. keyt ab</ val ue>
</ property>
<property>
<nanme>hbase. t hrift. kerberos. pri nci pal </ nanme>
<val ue>$USER/ _ HOST@HADOOP. LOCALDOVAI N</ val ue>
</ property>

Substitute the appropriate credential and keytab for SUSER and $KEYTAB respectively.

The Thrift gateway will authenticate with HBase using the supplied credential. No
authentication will be performed by the Thrift gateway itself. All client access via the Thrift
gateway will use the Thrift gateway's credential and have its privilege.

2.7.2.3.6. Optional: Configure client-side operation for secure operation - REST
Gateway

Add the following to the $HBASE_CONF_DI R/ hbase- si t e. xrl file for every REST
gateway:

<property>
<name>hbase. rest . keyt ab. fi | e</ nane>
<val ue>$KEYTAB</ val ue>
</ property>
<property>
<nane>hbase. r est . ker ber os. pri nci pal </ name>
<val ue>$USER/ _ HOST@HADOOP. LOCALDOMAI N</ val ue>
</ property>
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Substitute the appropriate credential and keytab for SUSER and $KEYTAB respectively.

The REST gateway will authenticate with HBase using the supplied credential. No
authentication will be performed by the REST gateway itself. All client access via the REST
gateway will use the REST gateway's credential and have its privilege.

2.7.2.3.7. Configure HBase for Access Control Lists (ACL)
Use the following instructions to configure HBase for ACL:
1. Open ki ni t as HBase user.
a. Create a keytab for principal hbase@REALMand store it in the
hbase. headl ess. keyt ab file. See instructions provided here for creating principal

and keytab file.

b. Open ki ni t as HBase user. Execute the following command on your HBase Master:

kinit -kt hbase. headl ess. keyt ab hbase

2. Start the HBase shell. On the HBase Master host machine, execute the following
command:

hbase shel |

3. Set ACLs using HBase shell:

grant '$USER , ' $permi ssions'
where

* SUSERis any user responsible for create/update/delete operations in HBase.

3 Note

You must set the ACLs for all those users who will be responsible for
create/update/delete operations in HBase.

» $per ni ssi ons is zero or more letters from the set "RWCA": READ('R'), WRITE('W"),
CREATE('C'), ADMIN('A").

2.7.2.4. Configuring Phoenix Query Server

The HBase configuration provides most of the settings that enable secure Kerberos
environments for Phoenix. However, there are additional configuration properties that
complete the setup of Kerberos security for the Phoenix Query Server.

Prerequisite: The value of the hbase. security. aut henti cati on property in the
$HBASE_CONF_DI R/hbase- si t e. xnl file must be set to ker ber os.

1. Provide the Kerberos principal and keytab for the Phoenix Query Server in the
$HBASE_CONF_DI R/hbase-site. xnl file.

<pr operty>
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<name>phoeni x. quer yser ver . ker ber os. pri nci pal </ name>
<val ue>HTTP/ _HOST@EXAMPLE. COWK/ val ue>
<descri pti on>The Kerberos princi pal nane that should be used to run the
Phoeni x Query Server process.
The princi pal nane should be in the form user/hostnane@OVAIN. |f
" HOST" is used as the hostnanme
portion, it will be replaced with the actual hostnane of the running
i nst ance.
</ descri ption>
</ property>
<property>
<nane>phoeni x. quer yser ver. ker ber os. keyt ab</ nanme>
<val ue>/ et c/ security/ keyt abs/ spnego. servi ce. keyt ab</ val ue>
<description>Full path to the Kerberos keytab file to use for | ogging
in the configured Phoeni x Query Server service principal.
</ descri ption>
</ property>
2. Add the fully-qualified domain name for each host running the Phoenix Query Server

to the list of hosts that can impersonate end users in the $HADOOP_CONF_DI R/cor e-
site. xm file. Alternatively, insert an asterisk (*) instead of host names if you want to
allow all hosts to impersonate end users.

<property>
<nanme>hadoop. pr oxyuser . HTTP. host s</ nanme>
<val ue>server 1. domai n. com ser ver 2. donai n. conx/ val ue>
<descri pti on>A conma-separated list of fully-qualified
domai n nanmes of hosts running services with the Hadoop
user "HTTP" that can inpersonate end users.
Alternatively, insert an asterisk (*) instead of
listing host names if you want to allow all hosts to
i npersonate end users. </descripti on>

</ property>

2.7.2.5. Configuring Hue

Before you can configure Hue to work with an HDP cluster that is configured for Kerberos,
you must refer to and complete the instructions for Configuring Ambari and Hadoop for
Kerberos or Setting Up Kerberos Security for Manual Installs.

To enable Hue to work with an HDP cluster configured for Kerberos, make the following
changes to Hue and Kerberos.:

1.

Where $FQDN is the host name of the Hue server and EXAMPLE.COM is the Hadoop
realm, create a principal for the Hue server:

# kadm n. | ocal
kadni n. | ocal : addpri nc -randkey hue/ $FQDN@EXAMPLE. COM

. Where $FQDN is the host name of the Hue server and EXAMPLE.COM is the Hadoop

realm, generate a keytab for the Hue principal:

kadm n. | ocal : xst -k hue. service. keytab hue/ $FQDNG@GEXAMPLE. COM

. Put the hue. servi ce. keyt ab file on the host where the Hue server is installed, in the

directory / et ¢/ security/ keyt abs.
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4. Set the permissions and ownership of the / et ¢/ securi ty/ keyt abs/
hue. servi ce. keyt ab file as follows:

chown hue: hadoop /etc/security/keytabs/hue. service. keyt ab
chnod 600 /etc/security/keytabs/hue. service. keyt ab

5. Where $FQDN is the host name of the Hue server and EXAMPLE.COM is the
Hadoop realm, use kinit to confirm that the / et ¢/ securi ty/ keyt abs/
hue. servi ce. keyt ab file is accessible to Hue:

su - hue kinit -k -t /etc/security/keytabs/hue. service. keytab hue/

$FQDN@EXAMPLE. COM

6. Where $FQDN is the host name of the Hue server and EXAMPLE.COM is the Hadoop
realm, add the following to the [kerberos] section in the / et ¢/ hue/ conf / hue. i ni
configuration file:

[[ kerberos]]
# Path to Hue's Kerberos keytab file
hue_keyt ab=/ et c/ security/ keyt abs/ hue. servi ce. keyt ab

# Kerberos principal name for Hue
hue_pri nci pal =hue/ $FQDN@EXAMPLE. COM

7. Set the path to kinit, based on the OS.

If you do not know the full path to kinit, you can find it by issuing the command where
is kinit.

The following is an example of setting the path to kinit for RHEL/CentQS 6.x:

# Path to kinit
# For RHEL/ CentOS 6.x, kinit_path is /usr/bin/kinit
ki nit _pat h=/usr/ ker ber os/ bi n/ ki ni t

8. Optionally, for faster performance, you can keep Kerberos credentials cached:

ccache_pat h=/t nmp/ hue_krb5_ccache

9. Edit the / et ¢/ hue/ conf/ hue. i ni configuration file and set set
security_enabled=true for every component in the configuration file.

10Save the / et ¢/ hue/ conf/ hue. i ni configuration file.

11Restart Hue:

# /etc/init.d/ hue start
12Validate the Hue installation.

a. To view the current configuration of your Hue server, select About > Configuration or
http://hue.server:8000/dump_config.

b. To ensure that Hue server was configured properly, select About > Check for
misconfiguration or http://hue.server:8000/debug/check_config.

If you detect any potential misconfiguration, fix it and restart Hue.
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2.7.3. Setting up One-Way Trust with Active Directory

In environments where users from Active Directory (AD) need to access Hadoop Services,
set up one-way trust between Hadoop Kerberos realm and the AD (Active Directory)
domain.

2 Important

Hortonworks recommends setting up one-way trust after fully configuring and
testing your Kerberized Hadoop Cluster.

2.7.3.1. Configure Kerberos Hadoop Realm on the AD DC

Configure the Hadoop realm on the AD DC server and set up the one-way trust.

1. Add the Hadoop Kerberos realm and KDC host to the DC:

ksetup /addkdc $hadoop. r eal m $KDC- host

2. Establish one-way trust between the AD domain and the Hadoop realm:

net dom trust $hadoop. real m / Domai n: $AD. domai n / add /real m / passwor dt :
$trust _passwor d

3. (Optional) If Windows clients within the AD domain need to access Hadoop Services,
and the domain does not have a search route to find the services in Hadoop realm, run
the following command to create a hostmap for Hadoop service host:

kset up /addhostt oreal nmap $hadoop- servi ce- host $hadoop. real m

S Note

Run the above for each $hadoop-host that provides services that need to be
accessed by Windows clients. For example, Oozie host, WebHCat host, etc.

4. (Optional) Define the encryption type:

ksetup /Set EncTypeAttr $hadoop.real m $encrypti on_type

Set encryption types based on your security requirements. Mismatched encryption types
cause problems.

3 Note

Run ksetup /GetEncTypeAttr $krb_realm to list the available encryption
types. Verify that the encryption type is configured for the Hadoop realm in
the krb5.conf.

2.7.3.2. Configure the AD Domain on the KDC and Hadoop Cluster Hosts

Add the AD domain as a realm to the krb5.conf on the Hadoop cluster hosts. Optionally
configure encryption types and UDP preferences.
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1. Open the krb5.conf file with a text editor and make the following changes:
* To libdefaults, add the following properties.

* Set the Hadoop realm as default:

[I'i bdef aul t s]
def aul t _donmi n = $hadoop. real m

* Set the encryption type:

[I'i bdef aul t s]

default _tkt _enctypes $encrypti on_t ypes
defaul t _tgs_enctypes $encrypti on_t ypes
permtted_enctypes = $encryption_types

where the $encryption_types match the type supported by your environment.

For example:

defaul t _tkt_enctypes = aes256-cts aesl28-cts rc4-hmac arcfour-hnmac- nd5
des-cbhc-nmd5 des-cbc-crc

defaul t _tgs_enctypes = aes256-cts aesl28-cts rc4-hmac arcfour-hmac- nd5
des- cbc- nd5 des-cbc-crc

permtted _enctypes = aes256-cts aesl28-cts rc4-hnmac arcfour-hmac- nd5
des- cbc-nd5 des-cbc-crc

* If TCP is open on the KDC and AD Server:

[1i bdefaul ts]
udp_preference_ limt =1

¢ Add a realm for the AD domain:

[ real ns]

$AD. DOVAI N = {

kdc = $AD- host - FQDN

adm n_server = $AD- host - FQDN
def aul t _domai n = $AD- host - FQDN

}
* Save the krb5.conf changes to all Hadoop Cluster hosts.

2. Add the trust principal for the AD domain to the Hadoop MIT KDC:

kadm n
kadm n: addpri nc krbt gt/ $hadoop. r eal M@AD. dorai n

This command will prompt you for the trust password. Use the same password as the
earlier step.

3 Note

If the encryption type was defined, then use the following command to
configure the AD principal:

kadm n: addprinc -e "$encrypti on_type"krbt gt/ $hadoop. real ma@AD.
donai n
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When defining encryption, be sure to also enter the encryption type (e.g.,
'normal’)

2.7.4. Configuring Proxy Users

For information about configuring a superuser account that can submit jobs or access HDFS
on behalf of another user, see the following information on the Apache site:

Proxy user - Superusers Acting on Behalf of Other Users.

2.8. Perimeter Security with Apache Knox

2.8.1. Apache Knox Gateway Overview

The Apache Knox Gateway (“Knox") is a system to extend the reach of Apache™Hadoop®
services to users outside of a Hadoop cluster without reducing Hadoop Security. Knox also
simplifies Hadoop security for users who access the cluster data and execute jobs.

Knox integrates with Identity Management and SSO systems used in enterprises and allows
identity from these systems be used for access to Hadoop clusters.

Knox Gateways provides security for multiple Hadoop clusters, with these advantages:

¢ Simplifies access: Extends Hadoop’s REST/HTTP services by encapsulating Kerberos to
within the Cluster.

¢ Enhances security: Exposes Hadoop’s REST/HTTP services without revealing network
details, providing SSL out of the box.

¢ Centralized control: Enforces REST API security centrally, routing requests to multiple
Hadoop clusters.

¢ Enterprise integration: Supports LDAP, Active Directory, SSO, SAML and other
authentication systems.
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Typical Security Flow: Firewall, Routed Through Knox Gateway

Knox can be used with both unsecured Hadoop clusters, and Kerberos secured clusters. In
an enterprise solution that employs Kerberos secured clusters, the Apache Knox Gateway
provides an enterprise security solution that:

¢ Integrates well with enterprise identity management solutions

 Protects the details of the Hadoop cluster deployment (hosts and ports are hidden from
end users)

¢ Simplifies the number of services with which a client needs to interact
2.8.1.1. Knox Gateway Deployment Architecture

Users who access Hadoop externally do so either through Knox, via the Apache REST API,
or through the Hadoop CLI tools.

The following diagram shows how Apache Knox fits into a Hadoop deployment.
7 Hasioop Chastar 1
i =

b e e i iy

BEST

NN=NameNode, RM=Resource Manager, DN=DataNote, NM=NodeManager
2.8.1.2. Supported Hadoop Services

Apache Knox Gateway supports the following Hadoop services versions in both Kerberized
and Non-Kerberized clusters:

Table 2.20. Supported Hadoop Services

Service Version
YARN 2.7.0
WebHDFS 2.7.0
WebHCat/Templeton 0.13.0
Oozie 4.2.0
HBase/Stargate 1.1
Hive (via WebHCat) 1.2.0
Hive (via JDBC) 1.2.0
Ambari 2.4.0
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2.8.1.3.

Service Version

Ranger 0.6.0

Table 2.21. Supported Hadoop Uls

Service

Ambari Ul

Ranger Admin Console

N Note

Uls in the Apache Knox project that are not listed above are considered
Community Features.

Community Features are developed and tested by the Apache Knox community
but are not officially supported by Hortonworks. These features are excluded
for a variety of reasons, including insufficient reliability or incomplete test

case coverage, declaration of non-production readiness by the community at
large, and feature deviation from Hortonworks best practices. Do not use these
features in your production environments.

Knox Gateway Samples

There are a number of different methods you can use to deploy the Knox Gateway

in your cluster. Each of these methods consists of different ways you can use to install
and configure the Knox Gateway. For more information on these methods, refer to the
following Apache documentation:

* http://knox.apache.org/books/knox-0-5-0/knox-0-5-0.html#Gateway+Samples

2.8.2. Configuring the Knox Gateway

2.8.2.1.

This section describes how to configure the Knox Gateway. This section describes how you
can:

* Create and Secure the Gateway Directories [109]

* Customize the Gateway Port and Path [110]

Manage the Master Secret [111]

Manually Redeploy Cluster Topologies [111]

Manually Start and Stop Apache Knox [113]

Create and Secure the Gateway Directories

Installing Knox Gateway with the platform-specific installers creates the following
directories:

* HADOOP_NODE_INSTALL_ROOT

e knox-X.X. XXX X.X-XXXX — the $gateway directory.
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For example, D;/hdp/knox-0.4.0.2.1.1.0-1557 The directory contains the following files:

Table 2.22. Apache Service Gateway Directories

Directory/Filename Description

conf/topologies Contains global gateway configuration files.

bin Contains the executable shell scripts, batch files, and
JARs for clients and servers.

deployments Contains cluster topology descriptor files that define
Hadoop clusters.

lib Contains the JARs for all the components that make up
the gateway.

dep Contains the JARs for all of the component upon which
the gateway depends.

ext A directory where user-supplied extensions JARs can be
placed to extends the gateway functionality.

samples Contains a number of samples that can be used to
explore the functionality of the gateway.

templates Contains default configuration files that can be copied
and customized.

README Provides basic information about the Apache Knox
Gateway.

ISSUES Describes significant known issues.

CHANGES Enumerates the changes between releases.

LICENSE Documents the license under which this software is
provided.

NOTICE Documents required attribution notices for included

dependencies.

DISCLAIMER Documents that this release is from a project undergoing
incubation at Apache.

» SystemDrive/hadoop/logs knox

This contains the output files from the Knox Gateway.

2.8.2.2. Customize the Gateway Port and Path

The Knox Gateway properties effect the URL used by the external clients to access the
internal cluster. By default the port is set to 8443 and the context path is gateway.

To change the context path or port:
1. Edit gat eway- si t e. xm and modify the following properties:
* propertyname
e gat eway. port nanevalue
e gat eway. port value
where:

* $gat eway_port isthe HTTP port for the gateway (default port=8443)
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* $gat eway is the context path in the external URL (preconfigured value=gateway). For
example, https://knox.hortonworks.com:8443/hadoop/,where hadoop is the context
path.

2. Restart the gateway:
cd $gat eway. bi n/ gat eway. sh stop bi n/ gateway. sh start

The gateway loads the new configuration on startup.

2.8.2.3. Manage the Master Secret

The master secret is required to start the gateway. The secret protects artifacts used by the
gateway instance, such as the keystore, trust stores and credential stores.

You configure the gateway to persist the master secret, which is saved in the $gat eway /
dat a/ securi ty/ mast er file. Ensure that this directory has the appropriate permissions
set for your environment. To set the master secret, enter:

cd $gat eway bi n/ knoxcli.cnd create-master

A warning displays indicating that persisting the secret is less secure than providing it at
startup. Knox protects the password by encrypting it with AES 128 bit encryption; where
possible, the file permissions are set to be accessible only by the knox user.

O Warning

Ensure that the security directory, $gat eway/ dat a/ securi ty, and its
contents are readable and writable only by the knox user. This is the most
important layer of defense for master secret. Do not assume that the
encryption is sufficient protection.

Changing the Master Secret

The Master Secret can be changed under dire situations where the Administrator has to
redo all the configurations for every gateway instance in a deployment, and no longer
knows the Master Secret. Recreating the Master Secret requires not only recreating the
master, but also removing all existing keystores and reprovisioning the certificates and
credentials.

1. To change the Master Secret:
cd $gateway bin/knoxcli.cnd create-master--force

2. If there is an existing keystore, update the keystore.

2.8.2.4. Manually Redeploy Cluster Topologies

You are not required to manually redeploy clusters after updating cluster properties. The
gateway monitors the topology descriptor files in the $gat eway/ conf / t opol ogi es
directory and automatically redeploys the cluster if any descriptor changes or a new one is
added. (The corresponding deployment is in $gat eway/ dat a/ depl oynent s.)
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However, you must redeploy the clusters after changing any of the following gateway
properties or gateway-wide settings:

» Time settings on the gateway host

* Implementing or updating Kerberos

* Implementing or updating SSL certificates
» Changing a cluster alias

Redeploying all clusters at the same time

When making gateway-wide changes (such as implementing Kerberos or SSL), or if you
change the system clock, you must redeploy all the Cluster Topologies. Do the following:

1. To verify the timestamp on the currently deployed clusters enter: cd $gat ewaydi r
dat a/ depl oynment s. The system displays something similar to:

Directory of C./hdp/knox-0.4.0.2.1.1.0-1557/dat a/ depl oynent s

04/ 17/ 2014 05:30 PM <DI R> .
04/17/2014 05:30 PM<DIR> ..
04/ 17/ 2014 05: 30 PM <DI R> cl uster. war. 145514f 4dc8
04/ 17/ 2014 05: 30 PM <Dl R> nyC ust er.war. 145514f 4dc8
04/ 11/ 2014 08: 35 AM <Dl R> sandbox. war . 145514f 4dc8

0 File(s) O bytes

5 Dir(s) 9,730,977,792 bytes free

2. To redeploy all clusters, enter / bi n/ knoxcli.cnd redepl oy.

3. To verify that a new cluster WAR was created, enter cd $gat ewaydi r dat a/
depl oynent s. The system displays something similar to:

Directory of C./hdp/knox-0.4.0.2.1.1.0-1557/dat a/ depl oynent s

04/ 17/ 2014 05:34 PM <Dl R> .
04/ 17/ 2014 05:34 PM<DIR> ..
04/ 17/ 2014 05: 30 PM <DI R> cl uster.war. 145514f 4dc8
04/ 17/ 2014 05:34 PM <DI R> cl uster.war. 1457241b5dc
04/ 17/ 2014 05: 30 PM <Dl R> nmyd ust er. war . 145514f 4dc8
04/ 17/ 2014 05: 34 PM <DI R> myCl ust er. war. 1457241b5dc
04/ 11/ 2014 08: 35 AM <DI R> sandbox. war . 145514f 4dc8
04/ 17/ 2014 05: 34 PM <DI R> sandbox. war. 1457241b5dc

0 File(s) O bytes

8 Dir(s) 9,730,850,816 bytes free

A new file is created for each cluster, with the current timestamp.
Redeploy only specific clusters

When making changes that impact a single cluster, such as changing an alias or restoring
from an earlier cluster topology descriptor file, you only redeploy the effected cluster. Do
the following:

1. To verify the timestamp on the currently deployed Cluster Topology WAR files, enter: cd
$gat ewaydi r dat a/ depl oynment s. The system displays something similar to:
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Directory of C:./hdp/knox-0.4.0.2.1.1.0-1557/dat a/ depl oynent s

04/ 17/ 2014 05:30 PM <Dl R> .
04/ 17/ 2014 05:30 PM<DIR> ..
04/ 17/ 2014 05: 30 PM <Dl R> cl ust er.war. 145514f 4dc8
04/ 17/ 2014 05: 30 PM <Dl R> nmyC ust er. war. 145514f 4dc8
04/ 11/ 2014 08: 35 AM <Dl R> sandbox. war . 145514f 4dc8

0 File(s) O bytes

5 Dir(s) 9,730,977,792 bytes free

2. To redeploy a specific cluster, enter:
cd $gat eway bi n/knoxcli.cnd redepl oy --cluster $cluster_name

where $cl ust er _nare is the name of the cluster topology descriptor (without the
. Xxm extension). For example, myCluster.

3. To verify that the cluster was deployed, enter: cd $gat ewaydi r dat a/
depl oynent s. The system displays something similar to:

Directory of C./hdp/knox-0.4.0.2.1.1.0-1557/dat a/ depl oynent s
04/ 17/ 2014 05:30 PM <DI R> .
04/ 17/ 2014 05:30 PM <D R> ..
04/ 17/ 2014 05: 30 PM <Dl R> cl uster. war. 145514f 4dc8
04/ 17/ 2014 05: 30 PM <Dl R> nmyCl ust er. war . 145514f 4dc8
04/ 17/ 2014 05: 34 PM <Dl R> nmyd ust er. war. 1457241b5dc
04/ 11/ 2014 08: 35 AM <Dl R> sandbox. war . 145514f 4dc8
0 File(s) O bytes
5 Dir(s) 9,730,977,792 bytes free

You should see that existing cluster war files are unchanged, but the war file for
myCluster was updated (has a current timestamp).

2.8.2.5. Manually Start and Stop Apache Knox

Except for changes to ../ ../conf/topology/*.xml, changes to the Knox Gateway global
settings in $gat eway / conf/ gat eway-site. xnl cannot be loaded before the
Gateway is restarted.

To manually stop Knox:
cd $gat eway/ bi n/ gat eway. sh stop

This is known as a clean shutdown, as the gateway script cleans out all . out and . err files
in the logs directory.

To manually start Knox for the first time, or re-start Knox after a clean shutdown:
cd $gat eway /bi n/ gateway. sh start

To manually re-start Knox after an unclean shutdown:

cd $gat eway/ bi n/ gat eway. sh cl ean /bi n/ gateway. sh start

This command eliminates old . out and . err files in the logs directory.
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2.8.3. Defining Cluster Topologies

The Knox Gateway supports one or more Hadoop clusters. Each Hadoop cluster
configuration is defined in a topology deployment descriptor file in the $gat eway/ conf /
t opol ogi es directory and is deployed to a corresponding WAR file in the $gat eway/
dat a/ depl oynent s directory. These files define how the gateway communicates with
each Hadoop cluster.

The descriptor is an XML file contains the following sections:

» gat eway/ pr ovi der - configuration settings enforced by the Knox Gateway while
providing access to the Hadoop cluster.

* ser Vi ce — defines the Hadoop service URLs used by the gateway to proxy
communications from external clients.

The gateway automatically redeploys the cluster whenever it detects a new topology
descriptor file, or detects a change in an existing topology descriptor file.

The following table provides an overview of the providers and services:

Table 2.23. Cluster Topology Provider and Service Roles

Type Role Description

gateway/provider hostmap Maps external to internal node
hostnames, replacing the internal
hostname with the mapped external
name when the hostname is
embedded in a response from the
cluster.

authentication Integrates an LDAP store to
authenticate external requests
accessing the cluster via the Knox
Gateway. Refer to Set Up LDAP
Authentication for more information.

federation Defines HTTP header authentication
fields for an SSO or federation solution
provider. Refer to Set up HTTP Header
Authentication for Federation/SSO

identity-assertion Responsible for the way that the
authenticated user's identity is asserted
to the service that the request is
intended for. Also maps external
authenticated users to an internal
cluster that the gateway asserts as the
current session user or group. Refer to
Configure Identity Assertion for more
information.

authorization Service level authorization that restricts
cluster access to specified users,
groups, and/or IP addresses. Refer to
Configure Service Level Authorization
for more information.

webappspec Configures a web application security
plugin that provides protection
filtering against Cross Site Request
Forgery Attacks. Refer to Configure
Web Application Security for more
information.
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Type

Role

Description

HA provider

high availability

Syncs all Knox instances to use the
same topologies credentials keystores.

service

$service_name

Binds a Hadoop service with an internal
URL that the gateway uses to proxy
requests from external clients to the
internal cluster services. Refer to
Configure Hadoop Service URLs for
more information.

Cluster topology descriptors have the following XML format:

<t opol ogy>
<gat eway>
<provi der >
<rol e></rol e>
<nanme></ nane>
<enabl ed></ enabl ed>

</ provi der >
</ gat eway>
<servi ce></ servi ce>
</ t opol ogy>

<nane></ nane>
<val ue></val ue>

2.8.4. Configuring a Hadoop Server for Knox

2.8.4.1.

The Apache Knox Gateway redirects external requests to an internal Hadoop service using
service name and URL of the service definition.

This chapter describes:

* Setting up Hadoop Service URLs [115]

» Example Service Definitions [116]

* Validating Service Connectivity [117]

» Adding a New Service to the Knox Gateway [119]

Setting up Hadoop Service URLs

To configure access to an internal Hadoop service through the Knox Gateway:

1. Edit $gat eway/ conf / t opol ogi es$cl ust er - name. xm to add an entry similar to
the following, for each Hadoop service:

<t opol ogy>
<gat eway>
</ gat eway>
<service>
<rol e> $servi ce_nane </rol e>
<url > $schema:// $host nane: $port </ url >

</ servi ce>
</ t opol ogy>
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where:

* $servi ce_nane is either WEBHDFS, WEBHCAT, WEBHBASE, OOZIE, HIVE,
NAMENODE, AMBARI, AMBARIUI, RANGER. AMBARIUI, or JOBTRACKER.

e <ur| >is the complete internal cluster URL required to access the service, including:
e $schenm - the service protocol
» $host name - the resolvable internal host name
* $port —the service listening port
2. Save the file.

The gateway creates a new WAR file with modified timestamp in $gat eway/ dat a/
depl oynent s.

3 Note

It is not necessary to restart the Knox server after making changes to the
topology/Hadoop Cluster services.

2.8.4.2. Example Service Definitions

Configure each service that you want to expose externally, being careful to define the
internal hostname and service ports of your cluster.

The following example uses the defaults ports and supported service names.

<servi ce

<r ol e>NANMVENCDE</ r ol e>

<ur| >hdf s:// nanenode- host : 8020</ ur | >
</ service>

<servi ce>

<r ol e>JOBTRACKER</ r ol e>

<url >rpc://jobtracker-host: 8050</url>
</ service>

<servi ce>

<r ol e>RESOURCEMANAGER</ r ol e>
<url >http://red3: 8088/ ws</url >
</ service>

<servi ce>

<r ol e>\\EBHDFS</ r ol e>

<url >http://I ocal host: 50070/ webhdf s</ url >
</ service>

<servi ce>

<r ol e>WEBHCAT</ r ol e>

<url >http://webcat - host: 50111/t enpl et on</ url >
</ servi ce>

<servi ce>
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<r ol e>0ZI E</ r ol e>
<url >http://oozi e- host: 11000/ oozi e</ ur| >
</ service>

<servi ce>

<r ol e>\\EBHBASE</ r ol e>

<url >htt p://webhbase- host : 60080</ ur| >
</ servi ce>

<servi ce>

<r ol e>Hl VE</ rol e>

<url >http://hive-host: 10001/ cli servi ce</url >
</ service>

<servi ce>

<r ol e>AMBARI </ r ol e>

<url >http://knoxsso-eri et p-cl one- 1. openst ackl ocal : 8080</ ur| >
</ servi ce>

<servi ce>

<r ol e>AMBARI Ul </ r ol e>

<url >http://knoxsso-eri et p-cl one- 1. openst ackl ocal : 8080</ ur| >
</ servi ce>

<servi ce>

<r ol e>RANGER</ r ol e>

<url >http://knoxsso-eri et p-cl one- 2. openst ackl ocal : 6080</ ur| >
</ servi ce>

<servi ce>

<r ol e>RANGERUI </ r ol e>

<url >http://knoxsso-eri et p-cl one-2. openst ackl ocal : 6080</ ur| >
</ servi ce>

Validating Service Connectivity

Use the commands in this section to test connectivity between the gateway host and the
Hadoop service, and then test connectivity between an external client to the Hadoop

service through the gateway.

@ Tip
If the communication between the gateway host and an internal Hadoop
service fails, telnet to the service port to verify that the gateway is able to
access the cluster node. Use the hostname and ports you specified in the service

definition.
Testing WebHDFS by getting the home directory

* At the gateway host, enter the following command:
curl http://$webhdfs- host: 50070/ webhdf s/ v1?0p=GETHOMEDI RECTORY
The host displays:

{"Path":"/user/gopher"}

» At an external client, enter the following command:
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curl https://$gat eway- host: $gat eway_port/ $gat eway/ $cl ust er _nane/
$webhdf s_servi ce_nane/ v1?0p=GETHOVEDI RECTORY

The external client displays:
{"Pat h":"/user/gopher"}
Testing WebHCat/Templeton by getting the version
* At the gateway host, enter the following command:
curl http://$webhdfs-host: 50111/t enpl et on/ v1l/ version
The host displays:
{"supportedVersions":["v1l"], "version":"v1"}
» At an external client, enter the following command:

curl https://$gateway- host: $gat eway_port/ $gat eway/ $cl ust er _nane/
$webhcat _servi ce_nanme/ v1/version

The external client displays:
{"supportedVersions":["v1l"], "version":"v1"}
Testing Oozie by getting the version
» At the gateway host, enter the following command:
curl http://$oozi e-host: 11000/ oozi e/ v1/ adni n/ bui | d- ver si on
The host displays:
{"buil dVersion":"4.0.0.2.1. 1. 0-302"}
» At an external client, enter the following command:

curl https://$gat enay- host: $gat eway_port/ $gat eway/ $cl ust er _nanme/
$o0zi e_servi ce_nane/ vl/ adm n/ bui | d- versi on

The external client displays:
{"bui |l dVersion":"4.0.0.2.1.1.0-302"}
Testing HBase/Stargate by getting the version
* At the gateway host, enter the following command:
curl http://$hbase-host: 17000/ ver si on
The host displays:

rest 0.0.2 JVM Oracle Corporation 1.7.0 51-24.45-b08 OS: Linux 3.8.0-29-
generic and64 Server:jetty/6.1.26 Jersey: 1. 8:

» At an external client, enter the following command:
curl http://$hbase-host: 17000/ ver si on

The external client displays:
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rest 0.0.2 JVM Oacle Corporation 1.7.0_51-24.45-b08 OS: Linux 3.8.0-29-
generic anmd64 Server:jetty/6.1.26 Jersey:1.8

Testing HiveServer2
Both of the following URLs return an authentication error, which users can safely ignore.

1. At the gateway host, enter:

curl http://$hive-host: 10001/ cli service

2. At an external client, enter:

curl https://$gat eway- host: $gat eway_port/ $gat eway/ $cl ust er _nane/
$hi ve_servi ce_nane/ cli service

Adding a New Service to the Knox Gateway

Services and service additions in the Knox Gateway are defined as extensions to existing
Knox Gateway functionality that enable you to extend the gateway’s capabilities. You use
these services to convert information contained in the topology file to runtime descriptors.

The Knox Gateway supports a declarative way for you to “plug in” a new service into the
gateway simply and easily by using the following two files:

* servi ce. xm - file that contains the routes (paths) that the service will provide and the
rewrite rules to bind these paths.

erewite. xnm - file that contains the rewrite rules for the service.

3 Note

The servi ce. xnl file is required, whereas therewri t e. xnl file is optional.

Service Directory Structure

The Knox Gateway consists of a directory structure that you should become familiar with
before attempting to add a new service to the gateway.

If you navigate to the data directory in your Knox home directory ({GATEWAY_HOME}/
data}, you will see the following directory structure:

Servi ces
Servi ce nane
Ver si on
servi ce. xm
rewite. xm

For example, if you were to navigate to the WebHDFS Service directory, you would see the
following directory structure:

Servi ces
WebHDFS
2.4.0
service. xm
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rewite. xm
2.8.4.4.2. Adding a New Service to the Knox Gateway

Adding a new service to the Knox gateway is a very easy and straightforward process, only
requiring you to perform a few simple steps, which are listed below.

1. Navigate to the services directory in your Knox gateway HOME directory
({GATEWAY_HOME}/data/services)

2. Add theservice. xm andrewite.xm filesto the directory.

3 Note

If you want to add the service to the Knox build, then add the
service. xnm andrew it e files to the gateway-services-definitions
module.

2.8.5. Mapping the Internal Nodes to External URLs

Hostmapping is an advanced configuration topic. Generally, it is only required in
deployments in virtualized environments, such as Cloud deployments and some
development and testing environments.

The isolation of the Hadoop cluster is accomplished through virtualization that will

hide the internal networking details (such as IP addresses and/or hostnames) from the
outside world, while exposing other IP addresses and/or hostnames for use by clients
accessing the cluster from outside of the virtualized environment. The exposed IP addresses
and hostnames are available for use in the topology descriptor service definitions.

This configuration works great for requests that are initiated from the external clients
themselves which only ever use the Knox Gateway exposed endpoints.

Difficulties from these virtualized environments arise when the Hadoop cluster redirects
client requests to other nodes within the cluster and indicates the internal hostname
locations, rather than those designated to be exposed externally. Since the Hadoop services
don't know or care whether a request is coming from an external or internal client, it uses
its only view of the cluster, which is the internal details of the virtualized environment.

The Knox Gateway needs to know how to route a request that has been redirected by the
Hadoop service to an address that is not actually accessible by the gateway. Hostmapping
acts as an adapter that intercepts the redirects from the Hadoop service and converts the
indicated internal address to a known external address that Knox will be able to route

to once the client resends the request through the client facing gateway endpoint. The
gateway uses the hostmap to replace the internal hostname within the routing policy for
the particular request with the externally exposed hostname. This enables the dispatching
from the Knox Gateway to successfully connect to the Hadoop service within the virtualized
environment. Otherwise, attempting to route to an internal-only address will result in
connection failures.

A number of the REST API operations require multi-step interactions that facilitate the
client's interaction with multiple nodes within a distributed system such as Hadoop.
External clients performing multi-step operations use the URL provided by the gateway in
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the responses to form the next request. Since the routing policy is hidden by the gateway
from the external clients, the fact that the subsequent requests in the multi-stepped

interaction are mapped to the appropriate externally exposed endpoints is not exposed to
the client.

For example, when uploading a file with WebHDFS service:
1. The external client sends a request to the gateway WebHDFS service.
2. The gateway proxies the request to WebHDFS using the service URL.

3. WebHDFS determines which DataNodes to create the file on and returns the path for
the upload as a Location header in a HTTP redirect, which contains the datanode host
information.

4. The gateway augments the routing policy based on the datanode hostname in the
redirect by mapping it to the externally resolvable hostname.

5. The external client continues to upload the file through the gateway.

6. The gateway proxies the request to the datanode by using the augmented routing
policy.

7. The datanode returns the status of the upload and the gateway again translates the
information without exposing any internal cluster details.

Setting Up a Hostmap Provider

Add the host map provider to the cluster topology descriptor and a parameter for each
DataNode in the cluster, as follows:

1. Open the cluster topology descriptor file, $cl ust er - nane. xnl , in a text editor.

2. Add the Hostmap provider to t opol ogy/ gat eway using the following format:

<provi der >
<r ol e>host map</rol e>
<name>st at i c</ nane>
<enabl ed>t r ue</ enabl ed>
<par an»>
<nane>$ext er nal - nane</ nanme>
<val ue>$i nt er nal - dn- host </ val ue>
</ par an®
</ provi der >

where:

* $cl ust er - nane. xm is the name of the topology descriptor file, located in
$gateway /conf/topologies.

» $ext er nal - nane is the value that the gateway uses to replace $internal_host host
names in responses.

e $i nt er nal - dn- host is a comma-separated list of host names that the gateway will
replace when rewriting responses.
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3. To the host map provider, add a par amfor each additional DataNode in your cluster:

<par an® <nane> $external-name2 </ nane> <val ue> $internal-dn2-host </
val ue> </ paranp

4. Save the file.

Saving the results automatically deploys the topology with the change. The result is the
creation of a new WAR file with modified timestamp in $gateway/data/deployments.

Example of an EC2 Hostmap Provider

In this EC2 example two VMs have been allocated. Each VM has an external hostname by
which it can be accessed via the internet. However the EC2 VM is unaware of this external
host name, and instead is configured with the internal hostname.

» External hostnames - ec2-23-22-31-165.compute-1.amazonaws.com,
ec2-23-23-25-10.compute-1.amazonaws.com

* Internal hostnames - ip-10-118-99-172.ec2.internal, ip-10-39-107-209.ec2.internal

The following shows the Hostmap definition required to allow access external to the
Hadoop cluster via the Apache Knox Gateway.

<t opol ogy>
<gat eway>

<provi der >
<r ol e>host map</r ol e>
<name>st at i c</ name>
<enabl ed>t r ue</ enabl ed>
<l-- For each host enter a set of paraneters -->
<par anp
<nane>ec2- 23- 22- 31- 165. conput e- 1. amazonaws. conk/ nanme>
<val ue>i p- 10- 118-99- 172. ec2. i nt er nal </ val ue>
</ par an®>
<par anp
<name>ec2- 23- 23- 25- 10. conput e- 1. anazonaws. conk/ nanme>
<val ue>i p- 10- 39- 107- 209. ec2. i nt er nal </ val ue>
</ par an>
</ provi der >
</ gat eway>
<servi ce>
</ servi ce>
</ t opol ogy>
Example of Sandbox Hostmap Provider

Hortonwork’s Sandbox 2.x poses a different challenge for hostname mapping. This
Sandbox version uses port mapping to make Sandbox appear as though it is accessible via
localhost. However, Sandbox is internally configured to consider sandbox.hortonworks.com
as the hostname. So from the perspective of a client accessing Sandbox the external host
name is localhost.
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The following shows the host map definition required to allow access to Sandbox from the
local machine:

<t opol ogy>
<gat eway>

<provi der >
<r ol e>host map</rol e>
<nane>st ati c</ name>
<enabl ed>t r ue</ enabl ed>
<par anp
<nane>l ocal host </ nanme>
<val ue>sandbox, sandbox. hort onwor ks. conx/ val ue>
</ par an®>
</ provi der >
<gat eway>
</ t opol ogy>

2.8.5.4. Enabling Hostmap Debugging

O Warning

Changing the rootLogger value from ERROR to DEBUG generates a large
amount of debug logging.

Enable additional logging by editing the gat eway- | og4j . pr operti es file in the
directory.

1. Edit the $gat eway / conf/ gat eway-| og4j . properti esgat eway-
| og4j . properti es file to enable additional logging.

2. Change ERROR to DEBUG on the following line:

| og4j . root Logger =ERROR, drfa

o Warning

Changing the rootLogger value from ERROR to DEBUG generates a large
amount of debug logging.

3. Stop and then restart the gateway:

cd $gateway bin/gateway.sh stop bin/gateway.sh start

2.8.6. Configuring Authentication

Apache Knox Gateway supports authentication using either an LDAP or federation
provider for each configured cluster. This section explains how to configure authentication:

* Authentication Providers [124]
* Setting Up LDAP Authentication [124]

» Configuring Advanced LDAP Authentication [126]

123



hdp-security August 29, 2016

2.8.6.1.

2.8.6.2.

* Setting Up SPNEGO Authentication [129]

» LDAP Authentication Caching [131]

» Example Active Directory Configuration [133]

» Example OpenLDAP Configuration [135]

* Testing an LDAP Provider [136]

* Setting Up HTTP Header Authentication for Federation_SSO [136]
» Example SiteMinder Configuration [138]

» Testing HTTP Header Tokens [138]

* Setting Up 2-Way SSL Authentication [138]

3 Note
For information on how to configure an identity assertion provider, see
Configuring Identity Assertion.

Authentication Providers

There are two types of providers supported in Knox for establishing a user’s identity:
* Authentication Providers

* Federation Providers

Authentication providers directly accept a user’s credentials and validates them against
some particular user store. Federation providers, on the other hand, validate a token that
has been issued for the user by a trusted Identity Provider (IdP).

Providers have a name-value based configuration. There are different authentication
providers:

* Anonymous
* Used by Knox to let the proxied service or Ul do its own authentication.
* ShiroProvider

¢ For LDAP/AD authentication with username and password. No SPNEGO/Kerberos
support.

* HadoopAuth

¢ For SPNEGO/Kerberos authentication with delegation tokens. No LDAP/AD support.

Setting Up LDAP Authentication

LDAP authentication is configured by adding a "ShiroProvider" authentication provider

to the cluster's topology file. When enabled, the Knox Gateway uses Apache Shiro
(org.apache.shiro.realm.ldap.JndiLdapRealm) to authenticate users against the configured
LDAP store.
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Note

Knox Gateway provides HTTP BASIC authentication against an LDAP user
directory. It currently supports only a single Organizational Unit (OU) and does
not support nested OUs.

To enable LDAP authentication:

1. Open the cluster topology descriptor file, $cl ust er - nane. xn , in a text editor.

2. Add the Shi r oPr ovi der authentication provider to/ t opol ogy/ gat eway as
follows:

<provi der >

<r ol e>aut henti cati on</rol e>
<name>Shi r oPr ovi der </ nane>
<enabl ed>t r ue</ enabl ed>
<par an®>
<nanme>mei n. | dapReal nx/ name>
<val ue>or g. apache. shiro. real m | dap. Jndi LdapReal nx/ val ue>
<par an®
<par anr
<nane>nai n. | dapReal m user DnTenpl at e</ name>
<val ue>$USER DN</ val ue>
</ par an®>
<par an®>
<nanme>mai n. | dapReal m cont ext Fact ory. ur | </ nane>
<val ue>$pr ot ocol : / / $| daphost : $port </ val ue>
</ par an>
<par anr
<nane>nmi n. | dapReal m cont ext Fact ory. aut hent i cat i onMechani snx/ nanme>
<val ue>si npl e</ val ue>
</ par an®
<par an®>
<nanme>url s./**</ name>
<val ue>$aut h_t ype</ val ue>
</ par an>
<par anr
<nane>sessi onTi meout </ name>
<val ue>$ni nut es</ val ue>
</ par an®>

</ provi der >

where:

« $USER DN

is a comma-separated list of attribute and value pairs that define the User
Distinguished Name (DN). The first pair must be set to " $attribute_name ={0}"
indicating that the $attribute_name is equal to the user token parsed from the
request. For example, the first attribute in an OpenLdap definition is UID={0}. The
main.ldapRealm.userDnTemplate parameter is only required when authenticating
against an LDAP store that requires a full User DN.

» $protocol :// $l daphost : $port

is the URL of the LDAP service, Knox Gateway supports LDAP or LDAPS protocols.

125



hdp-security August 29, 2016

e $aut h_type

is either authcBasic, which provides basic authentication for both secured and non-
secured requests, or SSL authcBasic, which rejects non-secured requests and provides
basic authentication of secured requests.

» $mi nut es
is the session idle time in minutes, the default timeout is 30 minutes.

3. Save the file.

The gateway creates a new WAR file with modified timestamp in $gat eway/ dat a/
depl oynent s.

3 Note
If the Active Directory and Kerberos names differ in case (e.g. the Active

Directory name is in upper case and the Kerberos name is lower case), the Knox
Gateway enables you to resolve this conflict using the aut h_t o_| ocal flag.

You can also configure LDAP authentication over SSL by following the steps below.
1. Change the LDAP protocol from ladp :// to Idaps://.

2. If LDAP is using a self-signed certificate, then import the LDAP's certificate into the
CACerts file of the Java Virtual Machine (JVM) being used to run the Apache Knox
Gateway. To import the LDAP certificate, enter the following commands:

% AVA HOVE% bi n\ keyt ool

-inport -trustcerts -alias ldap_ssl -file C\tenp\Fil eFronlLDAP. cert -
keystore %AVA HOVE% jre/lib/security/cacerts -storepass "changeit"

2.8.6.3. Configuring Advanced LDAP Authentication

The default configuration computes the bind Distinguished Name (DN) for incoming user
based on userDnTemplate. This does not work in enterprises where users could belong to
multiple branches of LDAP tree. You could instead enable advanced configuration that
would compute bind DN of incoming user with an LDAP search.

2.8.6.3.1. Using Advanced LDAP Authentication

With advanced LDAP authentication, we find the bind DN of the user by searching LDAP
directory instead of interpolating bind DN from userDNTemplate.

Example 2.1. Example Search Filter to Find the Client Bind DN
Assuming:

* | dapReal m user Sear chAt tri but eNanme=ui d

* | dapReal m user Obj ect Cl ass=per son

eclient specified login id = “guest”

LDAP Filter for doing a search to find the bind DN would be:
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(&(ui d=guest ) (obj ect cl ass=per son))

This could find the bind DN to be:

ui d=guest, ou=peopl e, dc=hadoop, dc=apache, dc=or g

Please note that the user Sear chAt t ri but eNane need not be part of bindDN.
For example, you could use

* | dapReal m user SearchAt tri but eName=enmi |

* | dapReal m user hj ect Cl ass=per son

* client specified login id = "john_doe@gmail.com

"

LDAP Filter for doing a search to find the bind DN would be:

(& emai | =j ohn_doe@mei | . com) (obj ect cl ass=per son))

This could find bind DN to be

ui d=j ohnd, ou=contr act or s, dc=hadoop, dc=apache, dc=or g
2.8.6.3.2. Advanced LDAP Configuration Parameters

The table below provides a description and sample of the available advanced bind and
search configuration parameters:

Parameter Description Default Sample
princi pal Regex Parses the principal for (.%) (.*?2)\\(.*) (e.g. match
insertion into templates via US\tom: {0}=US\tom,
regex. {1}=US, {2}=tom)
user DnTenpl at e Direct user bind DN {0} cn={2}, dc={1}, dc=qga, d¢c=conpany, dc=cotr
template.
user Sear chBase Search based template. none dc={1}, dc=ga, dc=conpany, dc=com
Used with config below.
user Sear chAt t ri but eNaAttribute name for none sAMAccount Nare
simplified search filter.
user Sear chAt t ri but eTenpttibete template for {o} {2}
simplified search filter.
user Sear chFi |l ter Advanced search filter none ( &anp;
template. Note & is &amp; (obj ect cl ass=per son)
in XML. (sAMAccount Name={2}))
user Sear chScope Search scope: subtree, subtree onel evel

onelevel, object.

2.8.6.3.3. Advanced LDAP Configuration Combinations

There are a limited number of valid combinations of advanced LDAP configuration
parameters:

* User DN Template
e user DnTenpl at e (Required)

e princi pal Regex (Optional)
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* User Search by Attribute
e user Sear chBase (Required)
e userAttri but eName (Required)
e user Attri but eTenpl at e (Optional)
¢ user Sear chScope (Optional)
e princi pal Regex (Optional)
* User Search by Filter
e user Sear chBase (Required)
e user Sear chFi | t er (Required)
e user Sear chScope (Optional)
e princi pal Regex (Optional)
Advanced LDAP Configuration Precedence

The presence of multiple configuration combinations should be avoided. The rules below
clarify which combinations take precedence when present.

» user Sear chBase takes precedence over user DnTenpl at e
» user Sear chFi | t er takes precedence over user Sear chAt t ri but eName

2.8.6.3.4. Advanced LDAP Authentication Errata

2.8.6.3.4.1. Problem with userDnTemplate-Based Authentication

UserDnTemplate based authentication uses configuration parameter
| dapReal m user DnTenpl at e. Typical value of userDNTemplate would look like
ui d={ 0}, ou=peopl e, dc=hadoop, dc=apache, dc=or g.

To compute bind DN of the client, we swap the place holder {0} with login id provided by
the client. For example, if the login id provided by the client is "guest’, the computed bind
DN would be ui d=guest , ou=peopl e, dc=hadoop, dc=apache, dc=or g.

This keeps configuration simple.

However, this does not work if users belong to different branches of LDAP DIT. For
example, if there are some users under ou=peopl e, dc=hadoop, dc=apache, dc=org
and some users under ou=cont r act or s, dc=hadoop, dc=apache, dc=or g,

We can not come up with userDnTemplate that would work for all the users.
2.8.6.3.4.2. Special Note on Parameter main.ldapRealm.contextFactory.systemPassword
The value for this could have one of the following two formats:

* plaintextpassword
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2.8.6.4.

» ${ALIAS=IdcSystemPassword}

The first format specifies the password in plain text in the provider configuration. Use of
this format should be limited for testing and troubleshooting.

We strongly recommend using the second format ${ ALl AS=I dcSyst enPasswor d}
in production. This format uses an alias for the password stored in credential store. In
the example ${ ALI AS=I dcSyst enPasswor d}, IdcSystemPassword is the alias for the
password stored in credential store.

Assuming the plain text password is “hadoop”, and your topology file name is “hdp.xml”,
you would use following command to create the right password alias in credential store.

{ GATEWAY_HOVE} / bi n/ knoxcli.sh create-alias |dcSystenPassword --cluster hdp --
val ue hadoop

Setting Up SPNEGO Authentication

SNPEGO/Kerberos authentication is configured by adding a "HadoopAuth" authentication
provider to the cluster's topology file. When enabled, the Knox Gateway uses Kerberos/
SPNEGO to authenticate users to Knox.

To enable SNPEGO authentication:
1. Open the cluster topology descriptor file, $cl ust er - nane. xnl , in a text editor.

2. Add the HadoopAut h authentication provider to/ t opol ogy/ gat eway as follows:

<provi der >

<rol e>aut hent i cati on</rol e>

<nanme>HadoopAut h</ nane>

<enabl ed>t r ue</ enabl ed>

<par anp
<name>confi g. prefi x</ nane>
<val ue>hadoop. aut h. confi g</ val ue>

</ par anp

<par an»
<name>hadoop. aut h. confi g. si gnat ur e. secr et </ nanme>
<val ue>knox- si gnat ur e- secr et </ val ue>

</ par anp

<par an
<name>hadoop. aut h. confi g. t ype</ nane>
<val ue>ker ber os</ val ue>

</ par an»

<par an>
<name>hadoop. aut h. confi g. si npl e. anonynous. al | owed</ name>
<val ue>f al se</ val ue>

</ par anp

<par anp
<name>hadoop. aut h. confi g. t oken. val i di t y</ name>
<val ue>1800</ val ue>

</ par an»

<par anp
<name>hadoop. aut h. confi g. cooki e. domai n</ nane>
<val ue>noval ocal </ val ue>

</ par anp

<par anp
<name>hadoop. aut h. confi g. cooki e. pat h</ nane>
<val ue>gat eway/ def aul t </ val ue>
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</ par anp

<par an»
<name>hadoop. aut h. confi g. ker ber os. pri nci pal </ name>
<val ue>HTTP/ | ocal host @ . OCALHOST</ val ue>

</ par an>

<par ane
<name>hadoop. aut h. confi g. ker ber os. keyt ab</ name>
<val ue>/ et c/ security/ keyt abs/ spnego. servi ce. keyt ab</ val ue>

</ par anp

<par an»
<name>hadoop. aut h. confi g. ker ber os. nane. r ul es</ nane>
<val ue>DEFAULT</ val ue>

</ par an>

</ provi der >

Configuration parameter descrptions:

Name Description Default
config.prefix If specified, all other configuration none

parameter names must start with

the prefix.
si gnature. secret This is the secret used to sign the a simple random number

delegation token in the hadoop.auth
cookie. This same secret needs to

be used across all instances of the
Knox gateway in a given cluster.
Otherwise, the delegation token will
fail validation and authentication will
be repeated each request.

type This parameter needs to be set to none, would throw exception
kerberos.
si npl e. anonynous. al | owed This should always be false for a true

secure deployment.

token.validity The validity -in seconds- of the 36000 seconds
generated authentication token. This
is also used for the rollover interval
when signer.secret.provider is set to
random or zookeeper.

cooki e. domai n domain to use for the HTTP cookie | null
that stores the authentication token

cooki e. path path to use for the HTTP cookie that |null
stores the authentication token

ker beros. princi pal The web-application Kerberos null
principal name. The Kerberos
principal name must start with
HTTP/.... For example: HTTP/
localhost@LOCALHOST

ker ber os. keyt ab The path to the keytab file null
containing the credentials for the
kerberos principal. For example: /
Users/Imccay/Imccay.keytab

ker ber os. nane. rul es The name of the ruleset for DEFAULT
extracting the username from the
kerberos principal.

3. Save the file.

The gateway creates a new WAR file with modified timestamp in $gat eway/ dat a/
depl oynent s.
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2.8.6.5.

REST Invocation

Once a user logs in with kinit, their Kerberos session may be used across client requests with
things such as curl. The following curl command can be used to request a directory listing
from HDFS while authenticating with SPNEGO via the —-negotiate flag:

curl -k -i --negotiate -u : https://|ocal host: 8443/ gat eway/ sandbox/ webhdf s/ v1/
t np?op=LI STSTATUS

LDAP Authentication Caching

You can also configure the Apache Knox Gateway to cache LDAP authentication
information by leveraging built-in caching mechanisms that the Shiro EhCache Manager
provides. The ability to cache LDAP authentication information is useful in eliminating the
need to authenticate against the LDAP server each time you use.

3 Note
When the authentication information is cached, the Knox gateway will not
authenticate the user again until the cache expires.

To enable LDAP authentication caching using the Shiro Provider, follow the steps listed
below.

1. Use the or g. apache. hadoop. gat eway. Shi r oReal m knoxLdapReal min the Shiro
configuration.

2. Set the mai n. | dapr eal m aut henti cati oncachi ngEnabl ed property similar to
the example shown below.

<provi der >
<rol e>aut henti cati on</rol e>
<enabl ed>t r ue</ enabl ed>
<par an»
<nanme>nmi n. | dapReal nx/ name>
<val ue>or g. apache. hadoop. gat eway. shi r or eal m KnoxLdapReal nx/ val ue>
</ par an®>
<par an®>
<nanme>mai n. | dapG oupCont ext Fact or y</ nane>
<val ue>or g. apache. hadoop. gat eway. shi r or eal m KnoxLdapCont ext Fact or y</

val ue>
</ par an®
<par an»
<name>mai n. | dapReal m Cont ext Fact or y</ nanme>
<val ue>$l dapG oupCont ext Fact or y</ val ue>
</ par an>
<par anp
<name>mai n. | dapReal m Cont ext Fact ory. url </ name>
<val ue>$l dap: / /1 ocal host : 33389</ val ue>
</ par an»>
<par an»
<nane>nai n. | dapReal m aut hori zat i onEnabl ed</ nanme>
<val ue>true</val ue>
</ par an>
<par anp
<name>mai n. | dapReal m sear chBase</ nane>
<val ue>ou- gr oups, dc=hadoop, dc=apache, dc=or g</ val ue>
</ par an»>
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<par an®
<name>mai n. cacheManager </ nane>
<val ue>or g. apache. shiro. cache. ehcache. EnCacheManager </ val ue>
</ par an»>
<par an»>
<nanme>mmi n. secur it yManager . cacheManager </ nane>
<val ue>$cacheManager </ val ue>
</ par an»
<par ane
<name>mai n. | dapReal m aut henti cat i onCachi ngEnabl ed</ nanme>
<val ue>true</ val ue>
</ par an®>
<par an»>
<name>nai n. | dapReal m nenber At t ri but eVal ueTenpl at e</ name>
<val ue>ui d={ 0} ou=peopl e, dc=hadoop, dc=apache, dc=or g</ val ue>
</ par an»
<par an®
<name>mai n. | dapReal m cont ext Fact ory. syst enlUser nane</ nane>
<val ue>ui d=guest , ou=peopl e, dc=hadoop, dc=apache, dc=or g</ val ue>
</ par an®>
<par an»>
<nane>nmi n. | dapReal m cont ext Fact ory. syst enPasswor d</ nane>
<val ue>guest =passwor d</ val ue>
</ par an>
<par an®
<nanme>url s./**</ name>
<val ue>aut hBasi c</ val ue>
</ par an»>
</ provi der >

In this example, you need to configure these properties to set the Knox Gateway for
LDAP authentication caching. The Knox Gateway also includes several template topology
files that you can use to test the caching function. You can locate these template files in
the templates directory. To test the caching function, perform the steps listed below.

a. Navigate to the Knox gateway HOME directory.
cd { GATEWAY_HOVE}
b. Copy the templates files to your sandbox.

cp tenpl at es/ sandbox. knoxr eal m ehcache. xni
conf. t opol ogi es/ sandbox. xm

¢. Start the LDAP authentication provider.
bi n/| dap. sh start

d. Start the Knox gateway.
bi n/ gat eway. sh start

e. Once the gateway is started, make the following WebHDFS API call:

curl -ivk -u tomtom password - X GET
https:// 1 ocal host: 8443/ gat eway/ sandbox/ webhdf s/ v1?0p=GETHOVEDI RECTORY

f. To see LDAP authentication caching working, shut down the LDAP authentication
provider.
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bi n/| dap. sh stop

g. Run the WebHDFS API call again.

curl -ivk -u tomtonepassword - X GET
https://1 ocal host : 8443/ gat eway/ sandbox/ webhdf s/ v1?0p=GETHOVEDI RECTORY

2.8.6.6. Example Active Directory Configuration
Typically the AD main.ldapRealm.userDnTemplate value looks slightly different than

OpenLDAP. The value for mai n. | dapReal m user DnTenpl at e is only required if AD
authentication requires the full User DN.

S Note
If Active Directory allows authentication based on the Common
Name (CN) and password only, then no value will be required for
mai n. | dapReal m user DnTenpl at e.

<t opol ogy>
<gat eway>

<provi der >

<r ol e>aut henti cati on</rol e>

<nane>Shi r oPr ovi der </ nane>

<enabl ed>t r ue</ enabl ed>

<par an
<nanme>sessi onTi neout </ nane>
<val ue>30</ val ue>

</ par an»

<par an
<nanme>nai n. | dapReal nx/ nane>
<val ue>or g. apache. hadoop. gat eway. shi ror eal m

KnoxLdapReal nx/ val ue>
</ par an»

<!-- changes for AD/user sync -->
<par an»

<nane>nai n. | dapCont ext Fact or y</ nane>
<val ue>or g. apache. hadoop. gat eway. shi r or eal m KnoxLdapCont ext Fact or y</ val ue>

</ par anp

<!'-- main. | dapReal m cont ext Factory needs to be pl aced before other nain.
| dapReal m cont ext Factory* entries -->

<par an®

<name>nui n. | dapReal m cont ext Fact or y</ name>
<val ue>$l dapCont ext Fact or y</ val ue>
</ par anp

<l-- AD url -->
<par an
<nane>nui n. | dapReal m cont ext Fact ory. url </ nane>
<val ue>l dap: // ad01. | ab. hort onwor ks. net : 389</ val ue>
</ par an>

<l-- systemuser -->
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<par an

<nanme>mai n. | dapReal m cont ext Fact ory. syst enlUser nane</ nane>

<val ue>cn=| dap- r eader, ou=Ser vi ceUser s, dc=Il ab, dc=hor t onwor ks, dc=net </ val ue>
</ par am>

<!-- pass in the password using the alias created earlier -->
<par anp
<nane>nmi n. | dapReal m cont ext Fact ory. syst enPasswor d</ nane>
<val ue>${ ALl AS=knoxLdapSyst enPasswor d} </ val ue>
</ par ane

<par an
<nanme>nai n. | dapReal m cont ext Fact ory.
aut hent i cati onMechani sn</ name>
<val ue>si npl e</ val ue>
</ par an»
<par am>
<name>url s./**</ name>
<val ue>aut hcBasi c</ val ue>
</ par an»

<!-- AD groups of users to allow -->
<par anp
<nane>nmi n. | dapReal m sear chBase</ nanme>
<val ue>ou=Cor pUser s, dc=I ab, dc=hor t onwor ks, dc=net </ val ue>
</ par anp
<par an»
<name>nai n. | dapReal m user vj ect d ass</ name>
<val ue>per son</ val ue>
</ par anp
<par anp
<nane>nmi n. | dapReal m user Sear chAt t ri but eNane</ name>
<val ue>sAMAccount Nane</ val ue>
</ par ane

<!-- changes needed for group sync-->
<par an>
<name>nui n. | dapReal m aut hori zat i onEnabl ed</ name>
<val ue>true</ val ue>
</ par an>
<par an
<nanme>nai n. | dapReal m gr oupSear chBase</ name>
<val ue>ou=Cor pUser s, dc=I ab, dc=hor t onwor ks, dc=net </ val ue>
</ par am>
<par an>
<nane>nri n. | dapReal m gr oupObj ect A ass</ nanme>
<val ue>gr oup</ val ue>
</ par an>
<par an
<nane>mai n. | dapReal m groupl dAttri but e</ nane>
<val ue>cn</ val ue>
</ par am>

</ provi der >

<provi der >
<rol e>i dentity-assertion</rol e>
<nane>Def aul t </ name>
<enabl ed>t r ue</ enabl ed>

134



hdp-security August 29, 2016

</ provi der >

<provi der >
<r ol e>aut hori zat i on</rol e>
<nanme>XASecur ePDPKnox</ nane>
<enabl ed>t r ue</ enabl ed>

</ provi der >

</ gat eway>

<service>

<r ol e>NAMENCODE</ r ol e>

<url >hdf s: // {{namenode_host }}: {{namenode_rpc_port}}</url >
</ service>

<service>
<r ol e>JOBTRACKER</ r ol e>
<url>rpc://{{rmhost}}:{{jt_rpc_port}}</url>
</ service>

<servi ce>
<r ol e>\WEBHDFS</ r ol e>
<url >http://{{nanenode_host}}: {{ nanenode_htt p_port}}/ webhdf s</
url >
</ servi ce>

<service>
<r ol e>W\EBHCAT</ r ol e>
<url>http://{{webhcat _server_host}}: {{tenpl eton_port}}/
tenpl et on</ url >
</ servi ce>

<servi ce>
<r ol e>0OZI E</ r ol e>
<url >http://{{oozie_server_host}}:{{oozie_server_port}}/
oozi e</ url >
</ servi ce>

<servi ce>

<r ol e>WWEBHBASE</ r ol e>

<url >http://{{hbase_naster _host}}: {{hbase_naster_port}}</url>
</ service>

<servi ce>
<r ol e>Hl VE</ r ol e>
<url >http://{{hive_server_host}}:{{hive_http port}}/
{{hive_http_path}}</url>
</ servi ce>

<servi ce>
<r ol e>RESOURCEMANACER</ r ol e>
<url>http://{{rmhost}}:{{rmport}}/ws</url>
</ service>
</t opol ogy>

2.8.6.7. Example OpenLDAP Configuration

<provi der >
<r ol e>aut henti cati on</rol e>
<name>Shi r oPr ovi der </ name>
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2.8.6.8.

2.8.6.9.

<enabl ed>t r ue</ enabl ed>
<par anp
<nanme>nai n. | dapReal nx/ nane>
<val ue>or g. apache. hadoop. gat eway. shi or eal m KnoxLdapReal nx/ val ue>
</ par an»
<par anp
<nanme>nai n. | dapCont ext Fact or y</ nane>
<val ue>or g. apache. hadoop. gat eway. shi r or eal m KnoxLdapCont ect Fact or y</
val ue>
</ par an»
<par anp
<nanme>nai nLdapReal m cont ext Fact or y</ nane>
<val ue>$| dapCont ext Fact or y</ val ue>
</ par anp
</ provi der >

Testing an LDAP Provider

Using cURL, you can test your LDAP configuration as follows:

1. Open the command line on an external client.

3 Note

cURL is not a built-in command line utility in Windows.

2. Enter the following command to list the contents of the directory tmp/test:

curl -i -k -u ldap_user : password -X GET / 'https:// gateway host :8443/
gateway_path / cluster_name /webhdfs/api/vl/tnp/test?op=LI STSTATUS

If the directory exists, a content list displays; if the user cannot be authenticated, the
request is rejected with an HTTP status of 401 unauthorized.

Setting Up HTTP Header Authentication for Federation_SSO

The Knox Gateway supports federation solution providers by accepting HTTP header
tokens. This section explains how to configure HTTP header fields for SSO or Federation
solutions that have simple HTTP header-type tokens. For further information, see the
Authentication chapter of the Apache Knox 0.6.0 User's Guide.

The gateway extracts the user identifier from the HTTP header field. The gateway can also
extract the group information and propagate it to the Identity-Assertion provider.

c Important

The Knox Gateway federation plug-in, Header Pr eAut h, trusts that the
content provided in the authenticated header is valid. Using this provider
requires proper network security.

Only use the HeaderPreAuth federation provider in environments where the identity
system does not allow direct access to the Knox Gateway. Allowing direct access

exposes the gateway to identity spoofing. Hortonworks recommends defining the

preaut h. i p. addr esses parameter to ensure requests come from a specific IP addresses
only.
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To configure the HTTP header tokens:
1. Open the cluster topology descriptor file, $cl ust er - nane. xn , in a text editor.

2. Add a Header Pr eAut h federation provider to t opol ogy/ gat eway as follows:

<provi der >

<rol e>f ederati on</rol e>

<nanme>Header Pr eAut h</ nane>

<enabl ed>t r ue</ enabl ed>

<par an»
<nane>pr eaut h. val i dat i on. net hod</ nanme>
<val ue>$val i dati on_t ype</ val ue>

</ par an®

<par an>
<nanme>pr eaut h. i p. addr esses</ nanme>
<val ue>$trust ed_i p</ val ue>

</ par an>

<par an®»
<nane>pr eaut h. cust om header </ nane>
<val ue>$user fi el d</val ue>

</ par an®

<par an»
<nanme>pr eaut h. cust om gr oup. header </ name>
<val ue>$group_fi el d</ val ue>

</ par an»

</ provi der >

where the values of the parameters are specific to your environment:

e $validation_type (Optional, recommended)
Indicates the type of trust, use either preauth.ip.validation indicating to trust only
connections from the address defined in preauth.ip.addresses OR null (omitted)

indicating to trust all IP addresses.

e $trusted_i p (Required when the pre-authentication method is set to
preaut h.ip.validation)

A comma-separated list of IP addresses, addresses may contain a wild card to indicate
a subnet, such as 10.0.0.*.

» $user field
The name of the field in the header that contains the user name that the gateway
extracts. Any incoming request that is missing the field is refused with HTTP status
401, unauthorized. If not otherwise specified, the default value is SM_USER.

e $group_field (Optional)
The name of the field in the header that contains the group name that the gateway
extracts. Any incoming request that is missing the field results in no group name being

extracted and the connection is allowed.

3. Save the file.
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The gateway creates a new WAR file with modified timestamp in $gat eway/ dat a/
depl oynent s.

2.8.6.10. Example SiteMinder Configuration

The following example is the bare minimum configuration for SiteMinder (with no IP
address validation):

<provi der >
<rol e>f ederati on</rol e>
<nane>Header Pr eAut h</ name>
<enabl ed>t r ue</ enabl ed>
<par an»
<nanme>pr eaut h. cust om header </ name>
<val ue>SM USER</ val ue>
</ par anp
<par an»
<nane>pr eaut h. i p. addr esses</ nane>
<val ue>10. 10. 0. *</ val ue>
</ par an»
</ provi der >

2.8.6.11. Testing HTTP Header Tokens

Use following cURL command to request a directory listing from HDFS while passing in the
expected header SM_USER, note that the example is specific to sandbox:

curl -k -i --header "SM USER: guest" -v 'https://| ocal host: 8443/ gat eway/
sandbox/ webhdf s/ v1/t np?op=LI STSTATUS

Omitting the SM_USER: guest —header: guest” above results in a HTTP status 401
unauthorized

2.8.6.12. Setting Up 2-Way SSL Authentication

Mutual authentication with SSL provides the Knox gateway with the means to establish

a strong trust relationship with another party. This is especially useful when applications
that act on behalf of end-users send requests to Knox. While this feature does establish an
authenticated trust relationship with the client application, it does not determine the end-
user identity through this authentication. It will continue to look for credentials or tokens
that represent the end-user within the request and authenticate or federate the identity
accordingly.

To configure your Knox Gateway for 2-way SSL authentication, you must first configure
the trust related elements within gateway-site.xml file. The table below lists the different
elements that you can configure related to 2-way mutual authentication.Use following
cURL command to request a directory listing from HDFS while passing in the expected
header SM_USER, note that the example is specific to sandbox:

Table 2.24. gateway-site.xml Configuration Elements

Name Description Possible Values Default Value
gateway.client.auth.needed |Flag used to specify whether | TRUE/FALSE FALSE
authentication is required
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Name Description Possible Values Default Value
for client communications to
the server.

gateway.truststore.path The fully-qualified path to gateway.jks
the truststore that will be
used.

gateway.truststore.type The type of keystore used JKS

for the truststore.

gateway.trust.allcerts Flag used to specify TRUE/FALSE FALSE
whether certificates passed
by the client should be
automatically trusted.

ssl.include.ciphers A comma separated list of | See the JSSE Provider
ciphers to accept for SSL. docs>The SunJSSE Provider
>Cipher Suites for possible
ciphers. These can also
contain regular expressions
as shown in the Jetty
documentation.

ssl.exclude.ciphers A comma separated list of | See the JSSE Provider
ciphers to reject for SSL. docs>The SunJSSE Provider
>Cipher Suites for possible
ciphers. These can also
contain regular expressions
as shown in the Jetty
documentation.

Once you have configured the gat eway- si t e. xr file, all topologies deployed within the
Knox gateway with mutual authentication enabled will require all incoming connections to
present trusted client certificates during the SSL handshake process; otherwise, the server
will be refuse the connection request.

2.8.7. Configuring Identity Assertion

The Knox Gatewayi dent i ty-asserti on provider maps an authenticated user to an
internal cluster user and/or group. This allows the Knox Gateway accept requests from
external users without requiring internal cluster user names to be exposed.

The gateway evaluates the authenticated user against the i denti ty-assertion
provider to determine the following:

1. Does the user match any user mapping rules:

* True:The first matching $cl ust er _user is asserted, that is it becomes the
authenticated user.

* False:The authenticated user is asserted.
2. Does the authenticated user match any group mapping rules:

* True:The authenticated user is a member of all matching groups (for the purpose of
authorization).

* False:The authenticated user is not a member of any mapped groups.
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S Note

When authenticated by an SSO provider, the authenticated user is a
member of all groups defined in the request as well as any that match the
group. princi pal . mappi ng.

2.8.7.1. Structure of the Identity-Assertion Provider

All cluster topology descriptors must contain ani denti t y- asserti on providerin
thet opol ogy/ gat eway definition.

The following is the complete structure of thei dent it y-asserti on provider. The
parameters are optional.

<provi der >
<rol e>i dentity-assertion</rol e>
<nanme>Pseudo</ nanme>
<enabl ed>t r ue</ enabl ed>

<par anp

<name>pri nci pal . mappi ng</ name>

<val ue> $user_ids = $cluster_user [; $user_ids = $cluster_userl ;...]</val ue>
</ par an»>

<par an»

<name>gr oup. pri nci pal . mappi ng</ nane>

<val ue> $cl uster_users = $groupl ; $cluster_users = $group2 </val ue>
</ par an»>

</ provi der >

where:

» $user _i dsis a comma-separated list of external users or the wildcard (*) indicates all
users.

» $cl ust er _user the Hadoop cluster user name the gateway asserts, that is the
authenticated user name.

3 Note

Note that identity-assertion rules are not required; however, whenever an
authentication provider is configured ani dent i t y- asserti on provider is
also required.

2.8.7.2. Define Pseudo Identity Assertion

When you define the Pseudo i dentity-asserti on provider without parameters,
the authenticated user is asserted as the authenticated user. For example, using simple
assertion if a user authenticates as "guest", the user's identity for grouping, authorization,
and running the request is "guest".

To define a basic identify-assertion provider:
1. Open the cluster topology descriptor file, $cl ust er - nane. xni , in a text editor.

2. Add a Pseudoi denti ty-asserti on provider tot opol ogy/ gat eway as follows:
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2.8.7.3.

<pr ovi der >
<rol e>i dentity-assertion</rol e>
<nanme>Pseudo</ nane>
<enabl ed>t r ue</ enabl ed>

</ provi der >

<provi der> <rol e>identity-assertion</rol e> <nane>Pseudo</ nane>
<enabl ed>t r ue</ enabl ed> </ provi der>

3. Save the file.

The gateway creates a new WAR file with modified timestamp in $gat eway/ dat a/
depl oynent s.

Mapping Authenticated User to Cluster

The pri nci pal . mappi ng parameter of ani denti ty-asserti on provider determines
the user name that the gateway asserts (uses as the authenticated user) for grouping,
authorization, and to run the request on the cluster.

S Note

If a user does not match a principal mapping definition, the authenticated user
becomes the effective user.

To add user mapping rule to an identity-assertion provider:
1. Open the cluster topology descriptor file, $cl ust er - nane. xn , in a text editor.

2. Add a Pseudo identity-assertion provider to t opol ogy/ gat eway with the
princi pal . mappi ng parameter as follows:

<pr ovi der >
<rol e>i dentity-assertion</rol e>
<name>Pseudo</ nane>
<enabl ed>t r ue</ enabl ed>

<par an®»

<nane>pri nci pal . mappi ng</ name>

<val ue>$user _i ds=$cl ust er _user; $user _i ds=$cl ust er _user1;...</val ue>
</ par an®

</ provi der >

where the value contains a semi-colon-separated list of external to internal user
mappings, and the following variables match the names in your environment:

e $user _ids
is a comma-separated list of external users or the wildcard (*) indicates all users.
e $cl ust er _user

is the Hadoop cluster user name the gateway asserts, that is the authenticated user
name.

3. Save the file.
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2.8.7.3.1.

2.8.7.4.

The gateway creates a new WAR file with modified timestamp in $gat eway/ dat a/
depl oynent s.

Principal Mapping Enhancements

Concat Identity Assertion is a new provider for the Knox Gateway that enables you to map
principals by concatenating strings to either the front or the back of a specified username.
The Identity Assertion Provider provides the critical function of determining the Identity
Principal that you will want to use in your Hadoop cluster to represent the identity that
has been authenticated at the gateway. For more information on the Identity Assertion
Provider and how it is used in the Knox Gateway, refer to the Identity Assertion chapter

in the Apache Knox 0.6.x User Guide. If you would like to convert the user principal into a
value that represents an identity from a particular user domain, use a configuration similar
to the below example.

<provi der >
<rol e>i dentity-assertion</rol e>
<nanme>Concat </ nane>
<enabl ed>t r ue</ enabl ed>
<par an
<nanme>concat . suf f i x</ name>
<val ue>domai ni</ val ue>
</ par an»
<provi der >

Notice in this example that the i dent i ty- asserti on role has been named Concat and
has been enabled (true) for the Identity Assertion Provider, with the conact . suf fi x
parameter given a value of dormai nl and concatenation will occur at the end of the
username (concat . suf fi x). You may also use a parameter called concat . prefi x to
indicate a value to concatenate to the front of the username.

Example User Mapping

The gateway evaluates the list in order, from left to right; therefore a user matching
multiple entries, resolves to the first matching instance.

In the following example, when a user authenticates as, the gateway asserts the user and
all other users as:

<provi der >
<rol e>i dentity-assertion</rol e>
<nane>Pseudo</ nanme>
<enabl ed>t r ue</ enabl ed>
<par anp
<name>pri nci pal . mappi ng</ nane>
<val ue>guest =sanx/ val ue>
</ par an»
</ provi der >

The following example shows how to map multiple users to different cluster accounts:

<provi der >
<rol e>i dentity-assertion</rol e>
<nanme>Pseudo</ nane>
<enabl ed>t r ue</ enabl ed>
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<par an»
<name>pri nci pal . mappi ng</ name>

<val ue>guest, j oe, br enda, adm ni st rat or =sane; j anet , adam sue- dwayne</
val ue>

</ par an»
</ provi der >

2.8.7.5. Mapping Authenticated Users to Groups

The Knox Gateway uses group membership for Service Level Authorization only. The

gateway does not propagate the user's group when communicating with the Hadoop
cluster.

The gr oup. pri nci pal . mappi ng parameter of the identity-assertion provider
determines the user's group membership. The gateway evaluates this parameter
after the pri nci pal . mappi ng parameter using the authenticated user. Unlike

princi pal . mappi ng, the group mapping applies all the matching values. A user is a
member of all matching groups.

S Note

Although user and group mappings are often used together, the instructions in
this section only explain how to add group mappings.

2.8.7.6. Configuring Group Mapping
To map authenticated users to groups:
1. Open the cluster topology descriptor file, $cl ust er - nane. xn , in a text editor.

2. Add aPseudo identity-assertion providertot opol ogy/ gat eway with the
group. princi pal . mappi ng parameter as follows:

<provi der >
<rol e>i dentity-asserti on</rol e>
<name>Pseudo</ nanme>
<enabl ed>t r ue</ enabl ed>
<par an®»
<name>gr oup. pri nci pal . mappi ng</ nane>
<val ue>$gr oupl; $user 1, $user 2=gr oup2; $user 3=gr oup2, gr oup3</ val ue>
</ par an>
</ provi der >

where:

* the value is a semi-colon-separated list of user & group mappings and the variables are
specific to your environment.

* $user 1, Suser 2, Suser 3 are a comma-separated list of authenticated usernames or
the wildcard (*) indicating all users. A username can be specified only once.

e $groupl, $group2, $gr oup3 are the names of the group that the user is in for
Service Level Authorization.

3. Save the file.
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2.8.7.7.

The gateway creates a new WAR file with modified timestamp in $gat eway/ dat a/
depl oynent s.

Examples of Group Mapping

<provi der >
<rol e>i dentity-assertion</rol e>
<nane>Pseudo</ nanme>
<enabl ed>t r ue</ enabl ed>
<par ane
<nanme>pri nci pal . mappi ng</ nane>
<val ue>guest, al i ce=hdf s; mar y=hi ve</ val ue>
</ par an»
<par an»
<name>gr oup. pri nci pal . mappi ng</ nane>
<val ue>*=users; sane, dwayne, br enda- admi ns;j oe=anal yst s</ val ue>
</ par anp
</ provi der >

2.8.8. Configuring Service Level Authorization

2.8.8.1.

3 Note

Group membership is determined by the i dentity-asserti on
parametergr oup. pri nci pal . mappi ng.

Group membership is determined by the i dentity-asserti on
parametergr oup. pri nci pal . mappi ng.

Setting Up an Authorization Provider

The ACLAuUt hz provider determines who is able to access a service through the Knox
Gateway by comparing the authenticated user, group, and originating IP address of the
request to the rules defined in the authorization provider.

Configure the AclsAuthz provider as follows:
1. Open the cluster topology descriptor file, $cl ust er - nane . xnl , in a text editor.

2. Add a Acl sAut hz authorization provider to t opol ogy/ gat eway with a parameter
for each service as follows:

<provi der >

<rol e>aut hori zati on</rol e>

<nanme>Ac| sAut hz</ name>

<enabl ed>t r ue</ enabl ed>

<par an»
<nane>$ser vi ce_nane. acl . nrode</ nane>
<val ue>$node</ val ue>

</ par an®>

<par an®>
<nane>$ser vi ce_Nane. acl </ name>
<val ue>$cl ust er _users; $groups_fi el d; | P_fi el d</val ue>

</ par an>
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</ provi der >
where:
» $servi ce_nane matches the name of a service element. For example,webhdf s.

* $node determines how the identity context (the effective user, their associated
groups, and the original IP address) is evaluated against the fields as follows:

* AND specifies that the request must match an entry in all three fields of the
corresponding $ser vi ce_nane . acl parameter.

* ORspecifies that the request only needs to match an entry in any field,
$users_fiel d ORSgroups_field, ORSIP_field.

S Note

The $servi ce_nane . acl . node parameter is optional. When it is not
defined, the default mode is AND ; therefore requests to that service must
match all three fields.

» $cl ust er _user s is a comma-separated list of authenticated users. Use a wildcard
(*) to match all users.

» $groups_fi el dis a comma-separated list of groups. Use a wildcard (*) to match all
groups.

* $I P_fiel disacomma-separated list of IPv4 or IPv6 addresses. An IP address in the
list can contain wildcard at the end to indicate a subnet (for example: 192.168.*). Use
a wildcard (*) to match all addresses.

3. Save the file.

The gateway creates a new WAR file with modified timestamp in $gat eway/ dat a/
depl oynent s.

2.8.8.2. Examples of Authorization

The following examples illustrate how to define authorization rule types to restrict access
to requests matching:

* Only users in a specific group and from specific IP addresses

The following rule is restrictive. It only allows the guest user in the admin group to access
WebHDFS from a system with the IP address of either 127.0.0.2 or 127.0.0.3:

<pr ovi der >
<rol e>aut hori zati on</rol e>
<nane>Acl| sAut hz</ nane>
<enabl ed>t r ue</ enabl ed>
<par an®
<nanme>webhdf s. acl </ nane>
<val ue>guest ; admi n; 127. 0. 0. 2, 127. 0. 0. 3</ val ue>
</ par ane
</ provi der >
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When the parameter acl . node is not defined the default behavior is ALL, therefore
following rule is the same as the one above:

<provi der >
<rol e>aut hori zati on</rol e>
<nane>Acl sAut hz</ name>
<enabl ed>t r ue</ enabl ed>
<par an®
<nanme>webhdf s. acl . node</ nane>
<val ue>AND</ val ue>
</ par am>
<par anp
<nanme>webhdf s. acl </ nane>
<val ue>guest ; admi n; 127. 0. 0. 2, 127. 0. 0. 3</ val ue>
</ par ane
</ provi der >

3 Note
If Guest is not in the admin group, the request is denied.
* Two of the three conditions

The following rule demonstrates how to require two conditions, user and group but not
IP address, using the Wildcard. The rule allows the guest user that belongs to the admin
group to send requests from anywhere because the IP field contains an asterisk which
matches all IP addresses:

<pr ovi der >
<rol e>aut hori zati on</rol e>
<nane>Acl sAut hz</ name>
<enabl ed>t r ue</ enabl ed>
<par an®
<name>webhdf s. acl </ nane>
<val ue>guest ; admi n; *</ val ue>
</ par anm>
</ provi der >

¢ One of the three conditions

When the $servi ce . acl . nbde parameter is set to OR, the request only needs
to match one entry in any of the fields. The request fails with HTTP Status 403
unauthorized, if no conditions are met.

The following example allows:
e guest to send requests to WebHDFS from anywhere.
¢ Any user in the admin group to send requests to WebHDFS from anywhere.

¢ Any user, in any group, to send a request to WebHDFS from 127.0.0.2 or 127.0.0.3.

<provi der >
<rol e>aut hori zati on</r ol e>
<nanme>Acl| sAut hz</ nanme>
<enabl ed>t r ue</ enabl ed>
<par an®
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<nanme>webhdf s. acl . nbde</ nane>
<val ue>0OR</ val ue>
</ par an»
<par ane
<nanme>webhdf s. acl </ nanme>
<val ue>guest; admi n; 127. 0. 0. 2, 127. 0. 03</ val ue>
</ par an®>
</ provi der >

* Allow all requests

The following rule grants all users, in any group, and from any IP addresses to access
WebHDFS:

3 Note

When a wildcard is used in a field it matches any value. Therefore the Allow
all requests example is the same as not defining an ACL.

<provi der >
<rol e>aut hori zati on</ rol e>
<nane>Acl sAut hz</ name>
<enabl ed>t r ue</ enabl ed>
<par an®
<name>webhdf s. acl </ nane>
<val ue>*, * *</val ue>
</ par anm>
</ provi der >

2.8.9. Audit Gateway Activity

The Knox Gateway Audit Facility tracks actions that are executed by Knox Gateway per
user request or that are produced by Knox Gateway internal events, such as topology
deployments.

@ Tip
The Knox Audit module is based on the Apache log4j. You can customize
the logger by changing the log4j.appender.auditfile.Layout property in
$gat eway /conf/gat eway-| og4j. properti es to another class that

extends Log4j. For detailed information see Apache's log4j.
2.8.9.1. Audit Log Fields

Auditing events on the gateway are informational, the default auditing level is
informational (INFO) and it cannot be changed.

The Audit logs located at C. / hadoop/ | ogs/ knox/ gat eway- audi t . | og have the
following structure:

EVENT_PUBLISHING_TIMEROOT_REQUEST_ID | PARENT_REQUEST_ID | REQUEST_ID
| LOGGER_NAME | TARGET_SERVICE_NAME | USER_NAME | PROXY_USER_NAME |
SYSTEM_USER_NAME | ACTION | RESOURCE_TYPE | RESOURCE_NAME | OUTCOME |
LOGGING_MESSAGE
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2.8.9.2.

where:

* EVENT_PUBLISHING_TIME : contains the timestamp when record was written.
* ROOT_REQUEST_ID : Reserved, the field is empty.

* PARENT_REQUEST_ID : Reserved, the field is empty.

* REQUEST_ID : contains a unique value representing the request.

* LOGGER_NAME : contains the logger name. For example audi t .

* TARGET_SERVICE_NAME : contains the name of Hadoop service. Empty indicates that

the audit record is not linked to a Hadoop service. For example, an audit record for
topology deployment.

* USER_NAME : contains the ID of the user who initiated session with Knox Gateway.
e PROXY_USER_NAME : contains the authenticated user name.
» SYSTEM_USER_NAMIE : Reserved, field is empty.

* ACTION : contains the executed action type. The value is either authentication,

authorization, redeploy, deploy, undeploy, identity-mapping, dispatch, or access.

* RESOURCE_TYPE contains the resource type of the action. The value is either uri ,

t opol ogy, or pri nci pal .

e RESOURCE_NAME : contains the process name of the resource. For example, t opol ogy

shows the inbound or dispatch request path and pri nci pal shows the name of
mapped user.

» OUTCOME contains the action results, success, f ai | ur e, orunavai | abl e.

* LOGGING_MESSAGE contains additional tracking information, such as the HTTP status

code.

Change Roll Frequency of the Audit Log

Audit records are written to the log file /var/log/knox/gateway-audit.log and by default roll
monthly. When the log rolls, the date that it rolled is appended to the end of the current
log file and a new one is created.

To change the frequency:

1. Open the $gat eway / conf/ gat eway-| og4j . properti es file in a text editor.

2. Change the | 0og4j . appender. auditfil e. Dat ePatt er n as follows:

| og4j . appender. auditfile. DatePattern = $interval

where $i nt er val is one of the following:
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Setting Description

yyyy-MM Rollover at the beginning of each month

YYYy-ww Rollover at the first day of each week. The first day of
the week depends on the locale.

yyyy-MM-dd Rollover at midnight each day.

yyyy-MM-dd-a Rollover at midnight and midday of each day.

yyyy-MM-dd-HH Rollover at the top of every hour.

yyyy-MM-dd-HH-mm Rollover at the beginning of every minute.

@ Tip
For more examples, see Apache log4j: Class DailyRollingFileAppender.
3. Save the file.
4. Restart the gateway:

cd $gat eway bin/gateway.sh stop bin/gateway.sh start

2.8.10. Gateway Security

The Knox Gateway offers the following security features:
* Implementing Web Application Security [149]

» Configuring Knox With a Secured Hadoop Cluster [151]

2.8.10.1. Implementing Web Application Security

The Knox Gateway is a Web APl (REST) Gateway for Hadoop clusters. REST interactions are
HTTP based, and therefore the interactions are vulnerable to a number of web application
security vulnerabilities. The web application security provider allows you to configure
protection filter plugins.

3 Note

The initial vulnerability protection filter is for Cross Site Request Forgery (CSRF).
Others will be added in future releases.

2.8.10.2. Configuring Protection Filter Against Cross Site Request
Forgery Attacks

A Cross Site Request Forgery (CSRF) attack attempts to force a user to execute functionality
without their knowledge. Typically the attack is initiated by presenting the user with a link
or image that when clicked invokes a request to another site with which the user already
has an established an active session. CSRF is typically a browser based attack.

The only way to create a HTTP request from a browser with a custom HTTP header is
to use Javascript XMLHttpRequest or Flash, etc. Browsers have built-in security that
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prevent web sites from sending requests to each other unless specifically allowed by
policy. This means that a website www.bad.com cannot send a request to http://
bank.example.com with the custom header X-XSRF-Header unless they use a technology
such as a XMLHttpRequest. That technology would prevent such a request from being
made unless the bank.example.com domain specifically allowed it. This then results in a
REST endpoint that can only be called via XMLHttpRequest (or similar technology).

3 Note
After enabling CSRF protection within the gateway, a custom header is
required for all clients that interact with it, not just browsers.

To add a CSRF protection filter:
1. Open the cluster topology descriptor file, $cl ust er - nane . xm , in a text editor.

2. Add a WebAppSec webappsec provider to t opol ogy/ gat eway with a parameter for
each service as follows:

<provi der >
<r ol e>webappsec</rol e>
<name>WebAppSec</ nane>
<enabl ed>t r ue</ enabl ed>
<par an»>
<nane>csr f . enabl ed</ name>
<val ue>$csrf _enabl ed</ val ue>
</ par an>
<paranmp<!-- Optional -->
<nanme>csr f . cust onHeader </ name>
<val ue>$header nane</ val ue>
</ par an®>
<paranp<!-- Optional -->
<nane>csr f. net hodsTol gnor e</ name>
<val ue>$HTTP_net hods</ val ue>
</ par an®
</ provi der >

where:
e $csrf_enabl ed is either true or false.

* $header _nane when the optional parameter csrf.customHeader is present the value
contains the name of the header that determines if the request is from a trusted
source. The default, X-XSRF-Header, is described by the NSA in its guidelines for
dealing with CSRF in REST.

$ht t p_net hods when the optional parameter csr f . met hodsTol gnor e is present
the value enumerates the HTTP methods to allow without the custom HTTP header.
The possible values are GET, HEAD, POST, PUT, DELETE, TRACE, OPTIONS, CONNECT,
or PATCH. For example, specifying GET allows GET requests from the address bar of a
browser.

3. Save the file.

The gateway creates a new WAR file with modified timestamp in $gateway /data/
deployments.
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S Note

Make sure you have properly set your $JAVA_HOME variable in your user
environment.

2.8.10.3. Validate CSRF Filtering

The following curl command can be used to request a directory listing from HDFS while
passing in the expected header X-XSRF-Header.

curl -k -i --header "X-XSRF-Header: valid" -v -u guest:guest-password https://
| ocal host : 8443/ gat eway/ sandbox/ webhdf s/ v1/t np?op=LI STSTATUS

S Note

The above LISTSTATUS request only works if you remove the GET method from
the csrf.methodsTolgnore list.

Omitting the ~header “X-XSRF-Header: valid” above results in an HTTP 400 bad_request.
Disabling the provider, by setting csrf.enabled to false allows a request that is missing the
header.

2.8.10.4. Configuring Knox With a Secured Hadoop Cluster

Once you have a Hadoop cluster that uses Kerberos for authentication, you must configure
Knox to work with that cluster.

To enable the Knox Gateway to interact with a Kerberos-protected Hadoop cluster, add a
knox user and Knox Gateway properties to the cluster.

Do the following:

1. Find the fully-qualified domain name of the host running the gateway:

host nane -f

If the Knox host does not have a static IP address, you can define the knox host as * for
local developer testing.

2. At every Hadoop Master:

e Create a UNIX account for Knox:

useradd -g hadoop knox

e Editcore-site. xm toinclude the following lines (near the end of the file):

<property>
<nane>hadoop. pr oxyuser . knox. gr oups</ nane>
<val ue>users</val ue>

</ property>

<property>
<nane>hadoop. pr oxyuser . knox. host s</ name>
<val ue>$knox- host </ val ue>

</ property>
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3.

where $knox- host is the fully-qualified domain name of the host running the
gateway.

» Editwebhcat - si t e. xm to include the following lines (near the end of the file):

<property>
<nanme>hadoop. pr oxyuser . knox. gr oups</ nane>
<val ue>user s</ val ue>

</ property>

<property>
<nane>hadoop. pr oxyuser . knox. host s</ name>
<val ue>$knox- host </ val ue>

</ property>

where $knox_host is the fully-qualified domain name of the host running the
gateway.

At the Oozie host, edit 00zi e- si t e. xm to include the following lines (near the end of
the file):

<property>
<nane>00zi e. ser Vi ce. ProxyUser Ser vi ce. proxyuser . knox. gr oups</ nanme>
<val ue>user s</ val ue>

</ property>

<property>
<nane>00zi e. servi ce. ProxyUser Ser vi ce. pr oxyuser . knox. host s</ name>
<val ue>$knox- host </ val ue>

</ property>

where $knox- host is the fully-qualified domain name of the host running the gateway.

. At each node running HiveServer2, edit hi ve-si t e. xnl to include the following

properties and values:

<property>
<nane>hi ve. server 2. enabl e. doAs</ nane>
<val ue>t rue</ val ue>

</ property>

<property>
<nanme>hi ve. server 2. al | ow. user. substituti on</ nane>
<val ue>t rue</ val ue>

</ property>

<property>

<nane>hi ve. server 2. transport . node</ nane>

<val ue>ht t p</ val ue>

<descri pti on>Server transport mode. "binary" or "http".</description>
</ property>

<property>

<nane>hi ve. server 2. thrift. http. port</name>

<val ue>10001</ val ue>

<descri pti on>Port nunber when in HTTP node. </ descri pti on>
</ property>
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<property>

<nanme>hi ve. server2.thrift. http. pat h</ name>

<val ue>cl i servi ce</ val ue>

<descri ption>Pat h conponent of URL endpoi nt when in HTTP node. </
descri ption>
</ property>

2.8.11. Setting Up Knox Services for HA

This chapter describes how to set up the Knox Gateway for HA (high availability). Knox
provides connectivity based failover functionality for service calls that can be made to more
than one server instance in a cluster. Knox supports HA for HBase, Hive, Oozie, WebHCat,
and WebHDFS.

Example:

<provi der >
<rol e>ha</r ol e>
<nanme>HaPr ovi der </ nane>
<enabl ed>t r ue</ enabl ed>
<par an
<name>0Z| E</ nanme>
<val ue>nmaxFai | over At t enpt s=3; f ai | over S| eep=1000; enabl ed=t r ue</ val ue>
</ par an®
<par anme
<nanme>HBASE</ name>
<val ue>nmaxFai | over At t enpt s=3; f ai | over Sl eep=1000; enabl ed=t r ue</ val ue>
</ par an>
<par an
<nanme>WEBHCAT</ nanme>
<val ue>nmaxFai | over At t enpt s=3; f ai | over S| eep=1000; enabl ed=t r ue</ val ue>
</ par an®
<par anme
<nane>WEBHDFS</ name>
<val ue>nmaxFai | over At t enpt s=3; f ai | over Sl eep=1000; naxRet r yAt t enpt s=
300; retrySl eep=1000; enabl ed=t r ue</ val ue>
</ par an®
<par an»
<nanme>Hl VE</ nane>
<val ue>maxFai | over Att enpt s=3; f ai | over S| eep=1000; enabl ed=
true; zookeeper Ensenbl e=nachi nel: 2181, machi ne2: 2181, nachi ne3: 2181
zookeeper Nanespace=hi veser ver 2</ val ue>
</ par an»>
</ provi der >

<servi ce>
<r ol e>0ZI E</ r ol e>
<url >http://sandbox1: 11000/ oozi e</ ur| >
<url >http://sandbox2: 11000/ oozi e</ ur| >
</ service>
<servi ce>
<r ol e>HBASE</ r ol e>
<url >http://sandbox3: 22000/ hbase</ ur| >
<url >http://sandbox4: 22000/ hbase</ ur| >
</ servi ce>
<servi ce>
<r ol e>\V\EBHCAT</ r ol e>
<url >htt p://sandbox5: 33000/ webhcat </ ur | >
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<url >http://sandbox6: 33000/ webhcat </ ur | >
</ service>
<servi ce>
<r ol e>\V\EBHDFS</ r ol e>
<url >htt p://sandbox7: 44000/ webhdf s</ ur| >
<url >http://sandbox8: 44000/ webhdf s</ ur | >
</ service>
<servi ce>
<r ol e>Hl VE</ rol e>
</ service>

2.8.11.1. Prerequisites

Add the following configuration to the Knox>Configs>Advanced>Topology file:

<provi der >
<r ol e>ha</rol e>
<nanme>HaPr ovi der </ nane>
<enabl ed>t r ue</ enabl ed>

2.8.11.2. Configure WebHDFS for Knox

REST API access to HDFS in a Hadoop cluster is provided by WebHDFS. The WebHDFS REST
API documentation is available online. The following properties for Knox WebHDFS must
be enabled in the / et ¢/ hadoop/ conf/ hdf s- si t e. xm configuration file. The example
values shown in these properties are from an installed instance of the Hortonworks
Sandbox.

<property>
<nane>df s. webhdf s. enabl ed</ nane>
<val ue>t rue</ val ue>
</ property>
<property>
<nane>df s. namenode. r pc- addr ess</ nane>
<val ue>sandbox. hort onwor ks. com 8020</ val ue>
</ property>
<property>
<nane>df s. nanenode. htt p- addr ess</ name>
<val ue>sandbox. hort onwor ks. com 50070</ val ue>
</ property>
<property>
<nane>df s. htt ps. nanmenode. ht t ps- addr ess</ nane>
<val ue>sandbox. hort onwor ks. com 50470</ val ue>
</ property>

The values above must be reflected in each topology descriptor file deployed to the
gateway. The gateway by default includes a sample topology descriptor file located at

{ GATEWAY_HOMVE} / depl oynent s/ sandbox. xml . The values in the following sample
are also configured to work with an installed Hortonworks Sandbox VM.

<servi ce>
<r ol e>NANMVENCDE</ r ol e>
<url >hdfs:/ /| ocal host: 8020</ ur| >
</ service>
<servi ce>
<r ol e>\V\EBHDFS</ r ol e>
<url >http://I ocal host: 50070/ webhdf s</ url >
</ service>
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The URL provided for the NAMENODE role does not result in an endpoint being exposed
by the gateway. This information is only required so that other URLs can be rewritten that
reference the Name Node’s RPC address. This prevents clients from needing to be aware of
the internal cluster details.

2.8.11.3. Configure Knox for HA

Knox provides basic failover and retry functionality for REST API calls made to a service
when service HA has been configured and enabled.

To enable HA functionality in Knox the following configuration must be added to the

topology file:
Service Parameter
WebHDFS <param>
<name>WEBHDFS</ name>
<val ue>nmaxFai | over At t enpt s=3; f ai | over Sl eep=
1000; maxRet r yAt t enpt s=300; r et r ySl eep=1000; enabl ed=
true</val ue>
</ par an>
HBase <paranp
<name>HBASE</ name>
<val ue>maxFai | over Att enpt s=
3; fail over Sl eep=1000; enabl ed=t r ue</ val ue>
</ par an>
Hive <paran®
<name>Hl VE</ nane>
<val ue>naxFai | over At t enpt s=
3; fail over Sl eep=1000; enabl ed=
true; zookeeper Ensenbl e=machi nel: 2181,
machi ne2: 2181, machi ne3: 2181;
zookeeper Nanespace=hi veser ver 2</ val ue>
</ par an>
QOozie <par anm>
<nanme>00ZI E</ nane>
<val ue>naxFai | over At t enpt s=
3; fail over Sl eep=1000; enabl ed=t r ue</ val ue>
</ par an>
WebHCat <par anm>
<name>WEBHCAT</ name>
<val ue>nmaxFai | over At t enpt s=
3; fail over Sl eep=1000; enabl ed=t r ue</ val ue>
</ par an>

The various configuration parameters are described below:

maxFai | over At t enpt s — The maximum number of times a failover will be attempted.
The current failover strategy is very simplistic in that the next URL in the list of URLs
provided for the service is used, and the one that failed is put at the bottom of the list.

If the list is exhausted and the maximum number of attempts has not been reached,

the first URL that failed will be tried again (the list will start again from the original top
entry).

fail over Sl eep — The amount of time in milliseconds that the process will wait or sleep
before attempting to failover.

maxRet r yAt t enpt s — The maximum number of times that a retry request will be
attempted. Unlike failover, the retry is done on the same URL that failed. This is a special
case in HDFS when the node is in safe mode. The expectation is that the node will come
out of safe mode, so a retry is desirable here as opposed to a failover.
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* retrySl eep — The amount of time in milliseconds that the process will wait or sleep
before a retry is issued.

» enabl ed - Flag to turn the particular service on or off for HA.
The additional configuration parameters for Hive are described below:

» zookeeper Ensenbl e — A comma separated list of host names (or IP addresses) of
the zookeeper hosts that consist of the ensemble that the Hive servers register their
information with. This value can be obtained from Hive's config file hive-site.xml as the
value for the parameter ‘hive.zookeeper.quorum’.

» zookeeper Nanespace - This is the namespace under which HiveServer2 information is
registered in the ZooKeeper ensemble. This value can be obtained from Hive's config file
hive-site.xml as the value for the parameter ‘hive.server2.zookeeper.namespace’.

For the service configuration itself, the additional URLs for standby nodes should be added
to the list. The active URL (at the time of configuration) should ideally be added at the top
of the list. Example for HBase, Oozie, WebHCat, and WebHDFS:

<servi ce>
<r ol e>{ COVPONENT} </ r ol e>
<url >http://{host 1}: 50070/ { conponent } </ ur| >
<url >http://{host2}:50070/{conponent}</url >
</ service>

Example for Hive:

<servi ce>
<r ol e>Hl VE</ rol e>
</ service>

Please note that there is no <url> tag specified here as the URLs for the Hive servers are
obtained from ZooKeeper.

2.8.12. Knox CLI Testing Tools

This section describes how to use the Knox CLI (Command Line Interface) to run diagnostic
tests.

The Knox CLI is a command line utility that can be used to manage and test various aspects
of a Knox deployment.

The knoxcl i . sh command line utility script is located in the { GATEWAY_HOVE} / bi n
directory.

2.8.12.1. Knox CLI LDAP Authentication and Authorization Testing

You can use the following command format to authenticate a user name and password
against LDAP.

bi n/ knoxcli.sh user-auth-test [--cluster c] [--u usernane] [--p password] [--
gl [--d] [--help]

This command will test a topology’s ability to connect, authenticate, and authorize a user
with an LDAP server. The only required argument is the - - ¢l ust er argument to specify
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the name of the topology you wish to use. The topology must be valid (passes a validate-
topology command). If the —u and —p arguments are not specified, you will be prompted
for a user name and password.

If authentication is successful, the command will attempt to use the topology to do

an LDAP group lookup. The topology must be configured correctly to do this. If it is
not, groups will not be returned and no errors will be printed unless the - - g argument
is specified. Currently this command only works if a topology supports the use of
ShiroProvider for authentication.

Table 2.25. LDAP Authentication and Authorization Arguments

Argument Description Required?

—cluster The name of the cluster to Yes
authenticate.

-u The user name to authenticate with. |No

-p The password to authenticate with. No

-g Specifies that you want to return a No

user’s groups. If not specified, group
lookup errors will not be returned.

-d Print extra debug information for a No
failed authentication.

2.9. Knox SSO

Authentication of the Hadoop component Uls, and those of the overall ecosystem,

is usually limited to Kerberos (which requires SPNEGO to be configured for the user’s
browser) and simple/psuedo. This often results in the Uls not being secured - even in
secured clusters. This is where KnoxSSO provides value by providing WebSSO capabilities to
the Hadoop cluster.

By leveraging the hadoop-auth module in Hadoop common, we have introduced the
ability to consume a common SSO cookie for web Uls while retaining the non-web
browser authentication through Kerberos/SPNEGO. We do this by extending the

Al t Ker ber osAut hent i cat i onHandl er class which provides the useragent-based
multiplexing.

The flexibility of the Apache Knox authentication and federation providers allows KnoxSSO
to provide normalization of authentication events through token exchange. resulting in a
common JWT (JSON WebToken)-based token.

KnoxSSO provides an abstraction for integrating any number of authentication systems and
SSO solutions, and enables participating web applications to scale to those solutions more
easily. Without the token exchange capabilities offered by KnoxSSO, each component Ul
would need to integrate with each desired solution on its own. With KnoxSSO, they only
need to integrate with the single solution and common token.

2.9.1. Identity Providers (I1dP)

Knox has two identity providers: form-based and SAML. It requires that LDAP
authentication be configured for Ambari and that it be the same LDAP server as Knox S5O
is using for form-based IdP.
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2.9.1.1. Form-based Identity Provider (IdP)

The form-based identity provider (IdP) is the default identity provider for KnoxSSO out of
the box and is installed by Ambari.

The installed configuration of the provider leverages the Shiro provider which attempts to
authenticate a request by looking for HTTP basic credentials.

Instead of responding with an HTTP basic challenge, however, the browser is redirected to
the KnoxAuth application to present the user with a form in which to submit username and
password.

Example 2.2. knoxsso.xml with Shiro provider

The following knosso.xml topology file illustrates the use of the Shiro provider, the hosting
of the knoxauth application, and the configuration of the KNOXSSO service itself.

The typical Shiro provider configuration is augmented with new parameters for achieving
the behavior described above.

Therestri ct edCooki es parameter is used to add the WWW-Authenticate header in
order to suppress the HTTP basic challenge.

Theredi rect ToUr| parameter is used to indicate where to redirect the browser rather,
than issuing an HTTP basic challenge.

Note, also, the appl i cat i on element which is used to indicate that a given application is
to be hosted by the Knox gateway and how it relates to the r edi r ect ToUr | parameter
in the Shiro provider.

The knoxsso.xml topology describes the manner in which a client acquires a KnoxSSO
websso cookie/token. The Shiro provider allows the integration LDAP/AD with HTTP Basic
Auth credentials.

<t opol ogy>
<gat eway>
<provi der >
<r ol e>webappsec</rol e>
<nanme>WebAppSec</ nanme>
<enabl ed>t r ue</ enabl ed>
<par anp
<name>xfr ane. opti ons. enabl ed</ nane>
<val ue>t rue</ val ue>
</ par an®>
</ provi der >
<provi der >
<rol e>aut hent i cati on</rol e>
<name>Shi r oPr ovi der </ nane>
<enabl ed>t r ue</ enabl ed>
<par an»>
<nane>sessi onTi meout </ name>
<val ue>30</ val ue>
</ par an>
<par anp
<name>r edi r ect ToUr | </ nanme>
<val ue>/ gat eway/ knoxsso/ knoxaut h/ | ogi n. ht m </ val ue>
</ par an®
<par an»>
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val ue>

<nane>r estri ct edCooki es</ name>
<val ue>r emenber ne, WAV Aut hent i cat e</ val ue>
</ par an>
<par an»
<nane>mai n. | dapReal nx/ name>
<val ue>or g. apache. hadoop. gat eway. shi r or eal m KnoxLdapReal nx/

</ par an
<par an
<nanme>mai n. | dapCont ext Fact or y</ nane>
<val ue>or g. apache. hadoop. gat eway. shi r or eal m

KnoxLdapCont ext Fact or y</ val ue>

nane>

</ par ane
<par an>
<nanme>mai n. | dapReal m cont ext Fact or y</ name>
<val ue>$l dapCont ext Fact or y</ val ue>
</ par anp
<par an>
<nane>nai n. | dapReal m user DnTenpl at e</ nane>
<val ue>ui d={ 0}, ou=peopl e, dc=hadoop, dc=apache, dc=or g</ val ue>
</ par ane
<par an>
<nanme>mai n. | dapReal m cont ext Fact ory. ur | </ nane>
<val ue>l dap: / /| ocal host : 33389</ val ue>
</ par anp
<par an>
<nane>nai n. | dapReal m aut henti cati onCachi ngEnabl ed</ name>
<val ue>f al se</ val ue>
</ par ane>
<par an
<nanme>mai n. | dapReal m cont ext Fact ory. aut hent i cati onMechani sn</

<val ue>si npl e</ val ue>
</ par an»>
<par anp
<nane>url s./**</ nane>
<val ue>aut hcBasi c</ val ue>
</ par an>

</ provi der >
<provi der >

<rol e>i dentity-assertion</rol e>
<nane>Def aul t </ nane>
<enabl ed>t r ue</ enabl ed>

</ provi der >
<pr ovi der >

<r ol e>host map</rol e>

<nane>st at i c</ name>

<enabl ed>t r ue</ enabl ed>

<par an><nane>| ocal host </ name><val ue>sandbox, sandbox. hor t onwor ks.

conx/ val ue></ par an»

</ provi der >

</ gat eway>

<appl i cati on>

<nane>knoxaut h</ name>

</ appl i cati on>

<servi ce>

<r ol e>KNOXSSO</ r ol e>
<par anp
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2.9.1.2.

<name>knoxsso. cooki e. secur e. onl y</ nane>
<val ue>t r ue</ val ue>
</ par an»
<par anp
<name>knoxsso. t oken. tt| </ name>
<val ue>30000</ val ue>
</ par an®>
<par anp
<nane>knoxsso. redi rect. whitelist.regex</nane>
<val ue>*https?:\/\/(c64\d\d\. anmbari\. apache\. org| | ocal host| 127\. 0\.
0\.1]0:0:0:0:0:0:0:1|::1):[0-9].*%$</val ue>
</ par an®>
</ service>
</ t opol ogy>

SAML-based Identity Provider (IdP)

Apache Knox with KnoxSSO + pacdj provider enables the use of a number of new
authentication and SSO solutions for accessing and developing KnoxSSO-enabled
applications (including Ambari, Ranger, Hadoop Uls and custom built applications that
utilize REST APIs through Knox.)

This section illustrates the integration of the Okta identity service offering by leveraging the
pac4j provider SAML capabilities in Apache Knox. A similar flow to what is described below
would be available for Ambari and Ranger, or any KnoxSSO participating application.

As opposed to the KnoxSSO form-based IdP, where the actual form is hosted by a Knox
hosted authentication app, SAML IdPs need to have KnoxSSO instances configured

within the SAML solution as participating in the SAML SSO flow as a service provider. This
generally requires the creation of an “Application” in Okta and other providers which will
contain the required endpoints and metadata required for verifying requests for login and
redirecting users back to KnoxSSO after the authentication event is successful.

Okta information on SAML-based SSO. KnoxSSO is the Service Provider, not the end
application that is participating with KnoxSSO.

Configuring the SAML application using the Okta SAML App Wizard.

Example 2.3. knoxsso.xml with Okta

The knoxsso.xml topology file will need to be changed from the form-based IdP
configuration to the SAML-based IdP by swapping the Shiro provider with the pac4j
provider for Knox.

The knoxsso.xml topology describes the manner in which a client acquires a KnoxSSO
websso cookie/token. The pacdj federation provider allows the integration of a number of
authentication solutions. In this case, the openid connect capability is being leveraged to
integrate the cloud-based PrivaKey identity service.

The following topology file is an example for use with Okta.

<t opol ogy>
<gat eway>
<pr ovi der >
<r ol e>f eder ati on</rol e>
<name>pac4j </ name>
<enabl ed>t r ue</ enabl ed>
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<par anm»
<nanme>pac4j . cal | backUr | </ name>
<val ue>https://ww. | ocal . com 8443/ gat eway/ knoxsso/ api / vl/ websso</ val ue>
</ par am>

<par anp
<nane>cl i ent Nane</ nane>
<val ue>SAM.2Cl i ent </ val ue>
</ par anm>

<par an>
<nanme>san . i dentityProvi der Met adat aPat h</ nane>
<val ue>ht t ps://dev-122415. okt apr evi ew. com app/ exk5nc5z1xbFKb7nHOh7/
sso/ sam / met adat a</ val ue>
</ par anm>

<par anp

<nanme>sanl . servi ceProvi der Met adat aPat h</ name>
<val ue>/t np/ sp- met adat a. xm </ val ue>
</ par ane>

<par anp
<nane>san . servi ceProvi der Enti tyl d</ nane>
<val ue>htt ps://ww. | ocal . com 8443/ gat eway/ knoxsso/ api / vl/ websso?
pac4j Cal | back=t rue&anp; cl i ent _name=SAM_2Cl i ent </ val ue>
</ par an>
</ provi der >
<pr ovi der >
<rol e>i dentity-assertion</rol e>
<nane>Def aul t </ name>
<enabl ed>t r ue</ enabl ed>
<par an>
<nanme>pri nci pal . mappi ng</ nanme>
<val ue>guest @xanpl e. conrguest ; </ val ue>
</ par am>
</ provi der >
</ gat enway>

<servi ce>
<r ol e>KNOXSSO</ r ol e>
<par an®
<nanme>knoxsso. cooki e. secur e. onl y</ nane>
<val ue>true</val ue>
</ par ane>
<par anp
<nanme>knoxsso. t oken. tt| </ nane>
<val ue>100000</ val ue>
</ par anm>
<par anp
<nanme>knoxsso. redi rect.whitelist.regex</nane>
<val ue>"htt ps?:\/\/(wwW\ . | ocal \. conj | ocal host| 127\.0\.0\. 1
0:0:0:0:0:0:0:1]::1):[0-9].*$</val ue>
</ par an>
</ servi ce>
</ t opol ogy>
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S Note

You must encode the ampersand within the saml.serviceProviderEntityld
parameter as &np; and include a value for the

sam . servi ceProvi der Met adat aPat h - the file location

here doesn't need to exist. There is a bug that will throw an NPE if

samnl . servi ceProvi der Met adat aPat h is not included even though the
actual metadata will be served up to the IdP via request.

In the above example, we have configured the Okta application to assert the user’s ID
as their email address. In order to leverage this as the identity, we need to map it to a
username that will be valid within the Hadoop cluster. The identity assertion provider
above does a simple mapping from a known email address to a known username. More
appropriate assertion provider usage would likely be to use the regex assertion provider
that would allow you to extract the username from the email address.

We currently do not have support for establishing groups from the SAML assertion and
must rely on the participating applications to do a group lookup based on the username.

2.9.2. Setting up Knox SSO for Ambari

This section describes how to configure Ambari to use Knox SSO (Single Sign-on) to
authenticate users. With this configuration, unauthenticated users who try to access
Ambari are redirected to the Knox SSO login page for authentication.

Use the following steps to configure Knox SSO for Ranger:
1. Log in as the root user

2. Run the following command:

anmbari - server setup-sso
3. When prompted, enter y.

4. For the provider URL, enter: ht t ps: // <host nane>: 8443/ gat eway/ knoxsso/
api / vl/ websso.

5. Run the following CLI command to export the Knox certificate:

JAVA HOVE/ bi n/ keyt ool -export -alias gateway-identity -rfc -file <cert.pen>
-keystore /usr/hdp/current/knox-server/datal/security/keystores/gateway. ks

* When prompted, enter the Knox master password.
* Note the location where you save the cer t . pemfile.

6. When prompted to configure advanced properties, enter n.

7. Leave JWI' Cooki e nane (hadoop-jwt) and JW audi ences |i st empty.
The prompt returns Anbari Server 'setup-sso’ conpl eted successfully.

8. Restart the Ambari Server: anbari -server restart.
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2.9.3.

Example 2.4. Example Knox SSO for Ambari

anbari - server setup-sso

Setting up SSO aut hentication properties...

Do you want to configure SSO authentication [y/n] (y)?y

Provider URL [URL] (http://exanple.com:https://c6402. anbari.apache. org: 8443/
gat eway/ knoxsso/ api / vl/ websso

Public Certificate pem (enpty) (enpty line to finish input):

M | CYTCCAcqgAW BAgl | Hd3j 94bX91 MMDQYJKoZI hvc NAQEFBQAWE z EL MAk GAT UEBhMCVVIVK DTAL
BgNVBAgTBFRI c3QxDTALBgNVBAC TBFR ¢ 3Qx Dz ANBgNVBA0TBk hhZG9v c DENVAs GA1UECX MEVGVz

dDENMMCQGALUEAXxMda25veHNzby1za29uZXJ1LTI t M 5ub3Zhb@j YWwiHhc NMTYwivE Ax MTEz MTQD
Whc NMTcwive Ax MTEz MTQOW Bz MQs wCQYDVQQGEW] VUz ENVAs GA1 UECBVEVGVz d DENVAs GA1 UEBX VE
VGVz d DEPMAO GA1 UECh MGSGFk b2 9w wCwY DVQQL EWRUZXNOMSYwJ AYDVQQDEX 1r brB4 ¢ 3Nv LXNr

b25| cnUt M Oy LnbvdnFsb2NnhbDCBnz ANBgk ghki GOWOBAQEFAACBj QAwg YkCgYEAI VOJt d8znzVZ
UZRbgx XvKOM/50YI OM X9/ FM hwr 99eCl Hp3JdZ1x3ut Yr 9nwdZ6f j ZaUl i hzu8a8SGoi pbW2ZVU
TShGZ/ 5VKt u96Yc SA0B3VTy c 3WNRDGERRs 7aKAl EQnURDk Qz 7KRs 2t vI t JpBBj r TXZpHKFTCQecL4
hCkaal UCAWEAATANBgk ghki GCOWOBAQUFAAOBgQAQV P | 4f i vozd+4Q 4ZBohFHHvf 1z4Y7+Dx| Y7
i NAnj nau4VBwgwTt 6 CQLBOf Sx3z VTl hu2Pf DIwunBbuKut h/ MtKXp&8AbKI oj r L20d| v+cftrJ

YeJC6Q ee+5Pf 2P9Gwd9f ahWF+aQpr 50YI MZSU+VM TQRa2FSAXv(dj vA==

Do you want to configure advanced properties [y/n] (n) ?y
JWI' Cooki e name (hadoop-jw):

JWI audi ences |ist (comm-separated), enpty for any ():
Anmbari Server 'setup-sso’ conpl eted successfully.

anbari -server restart

Setting up Knox SSO for Ranger
This section describes how to configure Ranger to use Knox SSO (Single Sign-on) to

authenticate users on an Ambari cluster. With this configuration, unauthenticated users
who try to access Ranger are redirected to the Knox SSO login page for authentication.

3 Note

* Knox SSO is only applied to web Ul users.

* Internal Ranger users have the option to bypass Knox SSO and log
in to the Ranger Ul directly by using the "locallogin" URL: ht t p: //
<ranger _host >: 6080/ 1 ocal | ogi n.

Use the following steps to configure Knox SSO for Ranger:
1. Install Ambari with HDP-2.5 or higher. Install Knox along with the other services.
2. Install Ranger using Ambari.

3. The Knox SSO topology settings are preconfigured in Knox > Configs > Advanced
knoxsso-topology.

4. Run the following CLI command to export the Knox certificate:

JAVA HOVE/ bi n/ keyt ool -export -alias gateway-identity -rfc -file <cert.penr
-keystore /usr/hdp/current/knox-server/datal/security/keystores/gateway.jks

* When prompted, enter the Knox master password.
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* Note the location where you save the cer t . pemfile.

5. Select Ranger > Configs > Advanced > Knox SSO Settings and set the following
properties:

Enable Ranger SSO - Select this check box to enable Ranger SSO.

¢ SSO provider url - ht t ps: // <knox_host >: 8443/ gat eway/ knoxsso/ api / v1/
websso

SSO public key - Paste in the contents of the cer t . pemcertificate file exported from
Knox.

When you paste the contents, exclude the header and footer.

* SSO browser useragent - Preconfigured with Mozi | | a, chr orre.

]
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&
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- i a—
& Ak b
4 Auiranical |
2 e
& HaMa
LA = 1)
2 Hrs
2 Log Sasrch
v I
B Bk S50 provider wi hitipe! sandbor hororweorio oo Bdd Vgateway. inoxssa npety | ‘websso a
& Fappair S50 publs iy WMICErOCARCg AW BAGIIAP « S0 1CIGMMADGCS OGS In SOOEBBCLUAM KGR e C oY
Mo DAL v AL E HMABLA LB RO e YU em U E pAHBgRIAD TOI0pE 1 phraDb o
Sl AR NVEAG T RS #rbild T BRSOl oSG BTV LF De'WHusS hena L g LA LI L
OO Wt | L harmidr Acsioh) MVTLAR | FibwBAYT A Mas il n B By heetrmowr i M LCw LI,
ACROnE = S50 browser useragent Wazil, cheome o ¢

* Advanced sodmin-kgd)

L AheRndid ranger-admr-ane

6. Click Save to save the new configuration, then click through the confirmation pop-ups.

7. Restart Ranger. Select Actions > Restart All Required to restart all other services that
require a restart.
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8. Knox SSO should now be enabled. Users who try to access Ranger are redirected to the
Knox SSO login page for authentication.
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3. Configuring Authorization in Hadoop
3.1. Installing Ranger Using Ambari

3.1.1. Overview

Apache Ranger can be installed either manually using the Hortonworks Data Platform
(HDP) or the Ambari 2.1 User Interface (Ul). Unlike the manual installation process, which
requires you to perform a number of installation steps, installing Ranger using the Ambari
Ul is simpler and easier. The Ranger service option will be made available through the Add
Service wizard after the HDP cluster is installed using the installation wizard.

Once Ambari has been installed and configured, you can use the Add Service wizard to
install the following components:

* Ranger Admin
* Ranger UserSync
» Ranger Key Management Service

After these components are installed and started, you can enable Ranger plugins by
navigating to each individual Ranger service (HDFS, HBase, Hiveserver2, Storm, Knox,
YARN, and Kafka) and modifying the configuration under advanced ranger-<service>-
plugin-properties.

Note that when you enable a Ranger plugin, you will need to restart the component.

S Note
Enabling Apache Storm or Apace Kafka requires you to enable Kerberos. To
enable Kerberos on your cluster, see Enabling Kerberos Authentication Using

Ambari.

3.1.2. Installation Prerequisites

Before you install Ranger, make sure your cluster meets the following requirements:

2 Important

As of HDP-2.5, Audit to DB is no longer supported. If you previously used Audit
to DB, you can migrate the logs to Solr using the instructions in Migrating Audit
Logs from DB to Solr in Ambari Clusters.

* Itis recommended that you store audits in both HDFS and Solr. The default configuration
for Ranger Audits to Solr uses the shared Solr instance provided under the Ambari Infra
service. For more information about Audits to Solr, see Ranger Audit Settings and Using
Apache Solr for Ranger Audits.

* To ensure that LDAP/AD group level authorization is enforced in Hadoop, you should set
up Hadoop group mapping for LDAP.

166


https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.5.0/bk_security/content/install_ranger_kms.html
https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.5.0/bk_security/content/configuring_amb_hdp_for_kerberos.html
https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.5.0/bk_security/content/configuring_amb_hdp_for_kerberos.html
https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.5.0/bk_security/content/migrating_audit_logs_from_db_to_solr_in_ambari_clusters.html
https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.5.0/bk_security/content/migrating_audit_logs_from_db_to_solr_in_ambari_clusters.html
https://docs.hortonworks.com/HDPDocuments/Ambari-2.4.2.0/bk_ambari-user-guide/content/ch_ambari_infra.html
https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.5.0/bk_security/content/using_apache_solr_for_ranger_audits.html
https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.5.0/bk_security/content/using_apache_solr_for_ranger_audits.html

hdp-security August 29, 2016

* A MySQL, Oracle, or PostgreSQL database instance must be running and available to be
used by Ranger.

The Ranger installation will create two new users (default names: rangeradmin and
rangerlogger) and two new databases (default names: ranger and ranger_audit).

» Configuration of the database instance for Ranger is described in the following sections
for some of the databases supported by Ranger.

* Configuring MySQL for Ranger [169]
* Configuring PostgreSQL for Ranger [170]
¢ Configuring Oracle for Ranger [172]

* If you choose not to provide system Database Administrator (DBA) account details
to the Ambari Ranger installer, you can use the dba_scri pt. py Python script to
create Ranger DB database users without exposing DBA account information to the
Ambari Ranger installer. You can then run the normal Ambari Ranger installation
without specifying a DBA user name and password. For more information see Setting up
Database Users Without Sharing DBA Credentials.

3.1.2.1. Setting Up Hadoop Group Mapping for LDAP/AD

To ensure that LDAP/AD group level authorization is enforced in Hadoop, you should set
up Hadoop group mapping for LDAP/AD.

Prerequisites: Access to LDAP and the connection details. Note that LDAP settings can vary
depending on what LDAP implementation you are using.

There are three ways to set up Hadoop group mapping:
» Configure Hadoop Group Mapping for LDAP/AD Using SSSD (Recommended) [167]
» Configure Hadoop Group Mapping in core-site.xml [168]

* Manually Create the Users and Groups in the Linux Environment [169]

3.1.2.1.1. Configure Hadoop Group Mapping for LDAP/AD Using SSSD (Recommended)

The recommended method for group mapping is to use SSSD or one of the following
services to connect the Linux OS with LDAP:

* Centrify
* NSLCD

* Winbind
* SAMBA

Note that most of these services allow you to not only look up a user and enumerate their
groups, but also allow you to perform other actions on the host. None of these features
are required for LDAP group mapping on Hadoop — all that is required is the ability to
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lookup (or "validate") a user within LDAP and enumerate their groups. Therefore, when
evaluating these services, take the time to understand the difference between the NSS
module (which performs user/group resolution) and the PAM module (which performs user
authentication). NSS is required. PAM is not required, and may represent a security risk.

3.1.2.1.2. Configure Hadoop Group Mapping in core-site.xml

You can use the following steps to configure Hadoop to use LDAP-based group mapping in
core-site.xm.

1. Add the properties shown in the example below to the cor e- si t e. xm file. You will
need to provide the value for the bind user, the bind password, and other properties
specific to you LDAP instance, and make sure that object class, user, and group filters
match the values specified in your LDAP instance.

<property>

<name>hadoop. security. gr oup. mappi ng</ nane>

<val ue>or g. apache. hadoop. security. LdapG oupsMappi ng</ val ue>
</ property>

<property>

<nanme>hadoop. security. gr oup. mappi ng. | dap. bi nd. user </ nane>
<val ue>cn=Manager, dc=hadoop, dc=apache, dc=or g</ val ue>

</ property>

<! —

<property>

<nanme>hadoop. security. group. mappi ng. | dap. bi nd. passwor d. fi | e</ name>
<val ue>/ et c/ hadoop/ conf /| dap- conn- pass. t xt </ val ue>

</ property>

—>

<property>

<nanme>hadoop. securi ty. group. mappi ng. | dap. bi nd. passwor d</ name>
<val ue>hadoop</ val ue>

</ property>

<property>

<name>hadoop. security. group. mappi ng. | dap. url </ name>
<val ue>| dap:/ /| ocal host : 389/ </ val ue>

</ property>

<property>

<nane>hadoop. securi ty. group. mappi ng. | dap. base</ nane>
<val ue></ val ue>

</ property>

<property>

<nanme>hadoop. security. group. mappi ng. | dap. search. filter. user</nanme>

<val ue>( &anp; (| (obj ect cl ass=per son) (obj ect cl ass=appl i cati onProcess)) (cn=
{0})) </ val ue>

</ property>

<property>

<name>hadoop. security. group. mappi ng. | dap. search. filter. group</name>
<val ue>( obj ect cl ass=gr oupOf Nanes) </ val ue>

</ property>

<property>
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<name>hadoop. security. group. mappi ng. | dap. search. attr. menber </ name>
<val ue>nenber </ val ue>

</ property>

<property>

<nanme>hadoop. security. group. mappi ng. | dap. search. attr. gr oup. nane</ nane>
<val ue>cn</ val ue>

</ property>

2. Depending on your configuration, you may be able to refresh user and group mappings
using the following HDFS and YARN commands:

hdf s df sadmi n -refreshUser ToG oupsMappi ngs
yarn rmadm n -refreshUser ToG oupsMappi ngs

If a restart is required, you can use the applicable instructions on this page to re-start the
HDFS NameNode and the YARN ResourceManager.

3. Verify LDAP group mapping by running the hdf s gr oups command. This command
will fetch groups from LDAP for the current user. Note that with LDAP group mapping
configured, the HDFS permissions can leverage groups defined in LDAP for access
control.

3.1.2.1.3. Manually Create the Users and Groups in the Linux Environment

You can also manually create users and groups in your Linux environment.

3.1.2.2. Configuring MySQL for Ranger

Prerequisites

When using MySQL, the storage engine used for the Ranger admin policy store tables
MUST support transactions. InnoDB is an example of engine that supports transactions. A
storage engine that does not support transactions is not suitable as a policy store.

Steps
1. The MySQL database administrator should be used to create the Ranger databases.

The following series of commands could be used to create the r anger dba user with
password r anger dba.

a. Log in as the root user, then use the following commands to create the r anger dba
user and grant it adequate privileges.

CREATE USER 'rangerdba' @I ocal host' | DENTI FI ED BY ' rangerdba';

GRANT ALL PRI VILEGES ON *.* TO 'rangerdba' @I ocal host ' ;

CREATE USER ' rangerdba' @% | DENTI FI ED BY 'rangerdba’;

GRANT ALL PRI VILEGES ON *.* TO 'rangerdba' @ % ;

GRANT ALL PRI VILEGES ON *.* TO 'rangerdba' @I ocal host' W TH GRANT OPTI ON\;

GRANT ALL PRI VILEGES ON *.* TO 'rangerdba' @% W TH GRANT OPTI O\;
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FLUSH PRI VI LEGES
b. Use the exi t command to exit MySQL.

¢. You should now be able to reconnect to the database as r anger dba using the
following command:

nmysgl -u rangerdba -prangerdba

After testing the r anger dba login, use the exi t command to exit MySQL.

. Use the following command to confirm that the nysql - connect or-j ava. j ar file

is in the Java share directory. This command must be run on the server where Ambari
server is installed.

I's /usr/share/javal mysqgl -connector-java.j ar

If the file is not in the Java share directory, use the following command to install the
MySQL connector .jar file.

RHEL/CentOS/Oracle Linux
yuminstall mysqgl-connector-java*

SLES

zypper install nysql-connector-java*

. Use the following command format to set the j dbc/ dri ver/ pat h based on the

location of the MySQL JDBC driver .jar file.This command must be run on the server
where Ambari server is installed.

anmbari - server setup --jdbc-db={dat abase-type} --jdbc-driver={/jdbc/driver/
pat h}

For example:

anmbari - server setup --jdbc-db=nysql --jdbc-driver=/usr/share/javal nmysql -
connector-java.jar

3.1.2.3. Configuring PostgreSQL for Ranger

1.

3.

On the PostgreSQL host, install the applicable PostgreSQL connector.
RHEL/CentOS/Oracle Linux

yuminstal |l postgresql-jdbc*

SLES

zypper install -y postgresql-jdbc

. Confirm that the .jar file is in the Java share directory.

I's /usr/sharel/javal postgresql-jdbc.jar

Change the access mode of the .jar file to 644.
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chnod 644 /usr/share/javal postgresqgl-jdbc.jar
4. The PostgreSQL database administrator should be used to create the Ranger databases.

The following series of commands could be used to create the r anger dba user and
grant it adequate privileges.

echo "CREATE DATABASE $dbnane;" | sudo -u $postgres psqgl -U postgres

echo "CREATE USER $rangerdba W TH PASSWORD ' $passwd’ ;" | sudo -u $postgres
psql -U postgres

echo "GRANT ALL PRI VI LEGES ON DATABASE $dbnane TO $rangerdba; " | sudo -u

$post gres psql -U postgres
Where:
e $post gr es is the Postgres user.
» $dbnane is the name of your PostgreSQL database

5. Use the following command format to set the j dbc/ dri ver/ pat h based on the
location of the PostgreSQL JDBC driver .jar file. This command must be run on the server
where Ambari server is installed.

anbari - server setup --jdbc-db={dat abase-type} --jdbc-driver={/jdbc/driver/
pat h}

For example:

anbari - server setup --jdbc-db=postgres --jdbc-driver=/usr/share/javal
post gresql -j dbc. j ar

6. Run the following command:

export HADOOP_CLASSPATH=${ HADOOP_CLASSPATH} : ${ JAVA JDBC LI BS}:/connector jar
pat h

7. Add Allow Access details for Ranger users:

e changel i sten_addresses='|ocal host' tolisten_addresses="*' ('*"
= any) to listen from all IPs in post gr esql . conf.

* Make the following changes to the Ranger db user and Ranger audit db user in the
pg_hba. conf file.

local all postgres,rangeradmin,rangerlogger trust

Host all postgres,rangeradmin,rangerlogger 0.0.6.0/8

host all postgres,rangeradmin,rangerlogger i: /8
" fvar flib/pgsql/data/pg_hba.conf" 74L, 3445C

8. After editing the pg_hba. conf file, run the following command to refresh the
PostgreSQL database configuration:
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sudo -u postgres /usr/bin/pg_ctl -D $PCGDATA rel oad

For example, if the pg_hba. conf file is located inthe/ var/1i b/ pgsql / dat a
directory, the value of $PGDATAIs/ var/ | i b/ pgsql / dat a.

3.1.2.4. Configuring Oracle for Ranger

1. On the Oracle host, install the appropriate JDBC .jar file.

* Download the Oracle JDBC (OJDBC) driver from http://www.oracle.com/
technetwork/database/features/jdbc/index-091264.html.

* For Oracle Database 11g: select Oracle Database 11g Release 2 drivers > ojdbcé6.jar.
* For Oracle Database 12c: select Oracle Database 12c Release 1 driver > ojdbc7.jar.
* Copy the .jar file to the Java share directory. For example:

cp ojdbc7.jar /usr/share/java

S Note

Make sure the .jar file has the appropriate permissions. For example:

chnmod 644 [usr/share/javal/ojdbc7.jar
2. The Oracle database administrator should be used to create the Ranger databases.

The following series of commands could be used to create the RANGERDBA user and
grant it permissions using SQL*Plus, the Oracle database administration utility:

# sql pl us sys/root as sysdba

CREATE USER $RANGERDBA | DENTI FI ED BY $RANGERDBAPASSWORD;

GRANT SELECT_CATALOG ROLE TO $RANGERDBA;

GRANT CONNECT, RESOURCE TO $RANGERDBA;

QUIT,

3. Use the following command format to set the j dbc/ dri ver/ pat h based on the
location of the Oracle JDBC driver .jar file. This command must be run on the server
where Ambari server is installed.

anmbari - server setup --jdbc-db={dat abase-type} --jdbc-driver={/jdbc/driver/
pat h}

For example:

anmbari - server setup --jdbc-db=oracle --jdbc-driver=/usr/share/]javal oj dbcé6.
jar

3.1.3. Ranger Installation

To install Ranger using Ambari:

1. Start the Installation [ ]
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2. Customize Services [177]

3. Complete the Ranger Installation [206]

Related Topics

¢ Setting up Database Users Without Sharing DBA Credentials [210]

¢ Updating Ranger Admin Passwords [211]

3.1.3.1. Start the Installation

1. Log into your Ambari cluster with your designated user credentials. The main Ambari
Dashboard page will be displayed.

Figure 3.1. Installing Ranger - Main Dashboard View
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Figure 3.2. Installing Ranger - Add Service

& HOFS Matrica Haatrraps Conflg Matory
S Mapiscucs? R —
& YARM
= Tex HDFS Disk Lisage DataMicden Live HOFS Links Memary Unsge Batwork
& Hevn | 4 Hametiods o Diats Thaes wan ng cats. Mo Dt Thars was ro data
[P —— risdatia Poubie remen memiafe Pomudia manona
© Hbase 6% 3/3 5 i ke
o Py R A R DO L ]
el e merves e BarEE.
& Zookssper
& S
CPU Unage Cluster Logd Hamahods Heap Hamehiods RPC MamaMode CPU WIO
S Hrow
= s D Treies s T (0 i Dl Trers wid ") 040
Has s b Fvalabie Frantus manons
rouse ks 2% 0.18 ms
Ations = P D el A D Pl AT ]
—JL__
b Saaet A Piarratiocks Liptime Hibuse Master Heap HBusa Links Hibama Ave Losd HDass Muster Upbims
W Stop A ] oflaay Bt
H 3 Fagionianay H
18.7 min 2% 1.5 17.6 min
ehini WD UL
[reve
RasourteMarige ] i gers Live YARH Memory YARN Links
Haap Upsirme
I e
2% 8725s 3/3 o% me—
o=
Supardicn L

3. On the Choose Services page, select Ranger, then click Next.
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Figure 3.3. Installing Ranger - Choose Service
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The Ranger Requirements page appears. Ensure that you have met all of the installation
requirements, then select the "I have met all the requirements above" check box and
click Proceed.
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Figure 3.4. Installing Ranger - Ranger Requirements

—_A _______—_—_—_——.

Ranger Requirements

1. You must have an MySQL/Oracle/Postgres/MSSQL/SQL Anywhere Server
database instance running to be used by Ranger.

2. In Assign Masters step of this wizard, you will be prompted to specify which
host for the Ranger Admin. On that host, you must have DB Client installed for
Ranger to access to the database. (Note: This is applicable for only Ranger
0.4.0)

3. Ensure that the access for the DB Admin user is enabled in DB server from any
host.

4. Execute the following command on the Ambari Server host. Replace database-
type with mysqglloracle]postgres|mssql|sglanywhere and
/jdbc/driver/path based on the location of corresponding JOBG driver:

ambari-server setup --jdbc-db={database-type} --jdbc-driver={/
jdbc/driver/path}

| have met all the requirements above.

. You are then prompted to select the host where Ranger Admin will be installed. This

host should have DB admin access to the Ranger DB host and User Sync. Notice in the
figure below that both the Ranger Admin and Ranger User Sync services will be installed
on the primary node in the cluster (c6401.ambari.apache.org in the example shown
below).

Make a note of the Ranger Admin host for use in subsequent installation steps. Click
Next when finished to continue with the installation.

S Note

The Ranger Admin and Ranger User Sync services must be installed on the
same cluster node.
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Figure 3.5. Installing Ranger Assign Masters
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6. The Customize Services page appears. These settings are described in the next section.

3.1.3.2. Customize Services

The next step in the installation process is to specify Ranger settings on the Customize
Services page.

* Ranger Admin Settings [177]

¢ Ranger Audit Settings [187]

¢ Configure Ranger User Sync [189]

e Configure Ranger Authentication [198]

3.1.3.2.1. Ranger Admin Settings

1. On the Customize Services page, select the Ranger Admin tab, then use the DB Flavor
drop-down to select the database type that you are using with Ranger.
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2. Enter the database server address in the Ranger DB Host box.

Table 3.1. Ranger DB Host

DB Flavor Host Example
MySQL <HOST[:PORT]> ¢6401.ambari.apache.org
or

c6401.ambari.apache.org:3306

Oracle <HOST:PORT:SID> c6401.ambari.apache.org:1521:0RCL
<HOST:PORT/Service> c6401.ambari.apache.org:1521/XE
PostgreSQL <HOST[:PORT]> c6401.ambari.apache.org
or

c6401.ambari.apache.org:5432
MS sQL <HOST[:PORT]> c6401.ambari.apache.org
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DB Flavor Host Example
or
¢6401.ambari.apache.org: 1433
SQLA <HOST[:PORT]> ¢6401.ambari.apache.org
or
c6401.ambari.apache.org:2638

3. Ranger DB name — The name of the Ranger Policy database, i.e. ranger_db. Please not
that if you are using Oracle, you must specify the Oracle tablespace name here.

4. Driver class name for a JDBC Ranger database — the driver class name is automatically
generated based on the selected DB Flavor. The table below lists the default driver class

settings. Currently Ranger does not support any third party JDBC driver.

Table 3.2. Driver Class Name

DB Flavor Driver class name for a JDBC Ranger database
MySQL com.mysgl.jdbc.Driver

Oracle oracle.jdbc.driver.OracleDriver

PostgreSQL org.postgresql.Driver

MS SQL com.microsoft.sqlserver.jdbc.SQLServerDriver
SQLA sap.jdbc4.sqlanywhere.|Driver

5. Ranger DB username and Ranger DB Password — Enter the user name and passwords
for your Ranger database server. The following table describes these settings in more
detail. You can use the MySQL database that was installed with Ambari, or an external
MySQL, Oracle, PostgreSQL, MS SQL or SQL Anywhere database.

Table 3.3. Ranger DB Username Settings

Property Description Default Value Example Value Required?
Ranger DB username |The username for the |rangeradmin rangeradmin Yes

Policy database.
Ranger DB password |The password for PassWORd Yes

the Ranger Policy

database user.

6. JDBC connect string

c Important
Currently the Ambari installer generates the JDBC connect string using the
jdbc:oracle:thin: @/ host: port/db_name format. You must replace
the connection string as described in the following table:

Table 3.4. JDBC Connect String

DB Flavor Syntax Example Value
MySQL jdbc:mysqgl://DB_HOST:PORT/ jdbc:mysql://
db_name ¢6401.ambari.apache.org:3306/
ranger_db
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.org:1521:0RCL

eName=ranger_db

DB Flavor Syntax Example Value
Oracle For Oracle SID: jdbc:oracle:thin:@c6401.ambari.apacheg
jdbc:oracle:thin:@DB_HOST:PORT:SID
For Oracle Service Name: jdbc:oracle:thin:@//
¢6401.ambari.apache.org:1521/XE
jdbc:oracle:thin:@//DB_HOST[:PORT]
[/ServiceName]
PostgreSQL jdbc:postgresql://DB_HOST/ jdbc:postgresql://
db_name ¢6401.ambari.apache.org:5432/
ranger_db
MS SQL jdbc:sqlserver:// jdbcisqlserver://
DB_HOST;databaseName=db_name |c6401.ambari.apache.org:1433;databa
SQLA jdbc:sglanywhere:host=DB_HOST; datajzisesdlanyavhere:host=c6401.ambari.a

pache.org:2638;data

7. Setup Database and Database User

* If set to Yes — The Database Administrator (DBA) user name and password will need
to be provided as described in the next step.

Note

N

Ranger does not store the DBA user name and password after setup.

Therefore, you can clear these values in the Ambari Ul after the Ranger
setup is complete.

* If set to No — A No indicates that you do not wish to provide Database Administrator
(DBA) account details to the Ambari Ranger installer. Setting this to No continues the
Ranger installation process without providing DBA account details. In this case, you
must perform the system database user setup as described in Setting up Database
Users Without Sharing DBA Credentials, and then proceed with the installation.

Note

N

If No is selected and the Ul still requires you to enter a user name and

password in order to proceed, you can enter any value — the values do not
need to be the actual DBA user name and password.

8. Database Administrator (DBA) username and Database Administrator (DBA)
password — The DBA username and password are set when the database server is
installed. If you do not have this information, contact the database administrator who

installed the database server.

Table 3.5. DBA Credential Settings

Property Description Default Value Example Value Required?
Database The Ranger database |root root Yes
Administrator (DBA) |user that has
username administrative

privileges to create

database schemas

and users.
Database The root password root Yes
Administrator (DBA) |for the Ranger
password database user.
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If the Oracle DB root user Role is SYSDBA, you must also specify that in the Database
Administrator (DBA) username parameter. For example, if the DBA user name is
orcl _root you must specify or cl _r oot AS SYSDBA.

3 Note

As mentioned in the note in the previous step, if Setup Database and
Database User is set to No, a placeholder DBA username and password may
still be required in order to continue with the Ranger installation.

The following images show examples of the DB settings for each Ranger database type.

3 Note

To test the DB settings, click Test Connection. If a Ranger database has not
been pre-installed, Test Connection will fail even for a valid configuration.

MySQL
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Ranger Adrmen  Aanger User info  Aanger Plugin  Ranger Audit  Ranger Tagsyne  Advancsd

Ranger Admin

D8 FLAVDR Ranger D8 host

MYS0L - ol ambariapache.ong

Ranger DB name Driver class name for & JOBC Ranger database
Aanger DB usermame Fanger DS pasgword

rangeradmin e L ®
JDEC connect string for & Ranger database

JAbC Sl AcBA02 armban. spahe. org 330

Setup Dtatees s Diatsboves | e

Databass Adrinstrator [DEA) ubsas Dertataiig Adrrurustrator (DBA) pirswond
rangendba e @ e =

JOBC connect string for ot user

jdbe:mysqlyc6402 ambar. apache. orgr330

Oracle - if the Oracle instance is running with a Service name.
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Fanger Admin  Ranger User info  Ranger Plugin

Ranger Admin

DB FLANOR

ORACLE -

Aanger DB nams

Fanger

Ranger D8 usemama

rangerademin

JDBC eannect string for a Fanger databass

cBa02 ambar.apache.ong: 1521 MErangear

Satup Databass and Database User

Database Admenstraior (DBA) usermame

rangendiba

JDBG connect string for root user

ctinina@eB402 . ambar . apache.ong: 152 1/XE

Aanger Tagsyne  Advanced

Featizer DB hesst

cB402_ambarl.apacha.org:1521/XE

Driver class ramd for 4 JDBC Ranger database

oracle. jdbe. driver OracleDriver

Ranger DB passwond
........... (H ssereseee %)

&

:

£
=

Oracle - if the Oracle instance is running with a SID.
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Fanger Admin  Ranges User Infe  Ranger Plugen  Ranger At Fanger Tageyne  Advanced

Ranger Admin

DB FLAVDR [Fargper DB ot

ORACLE - 5402 amibari apache ong 1521:08CL
Ranger DB rame Diwer s reiemee S @ JOBC Ranger catabase
Panger DB ussmame [Ranger DB passwort

w-n s g ........ aa @

JDEC connect string for a Ranger database

jdbcoomache:thin: @ cbii? amban.apache.os

Setup Database and Database User

Databass Adminstraio? [DEA) usemams Databass Adminstrasor [DBA) passewond
rangerdba R @ seesseren @
JDEC connect string for root user

pibcooracke:thin:@\cE402 ambar apache o

PostgreSQL
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Ranger Admin  Aanger User Info  Ranger Plugin - Ranger Audit  Ranger Tagsyne  Advanced

Ranger Admin
OB FLAVCA Ranger DB hast
POSTGRES = 5402 ambari. apache ong:5432
Ranger DB name Driver class name for a JOBC Ranger database
ranger ong.posigresgl. Driver
Ranger DB usemama HAanger DB password
mn 0 eesessess a {El ------ A IEI

JOBG connect string for a Ranger database

aqlieg402 amban. apache.ong:5432  ranger

Satup Database and Database User

Databass Adrministrator [DBA) usamame Datahase Administrator (DBA) password

JDBC connect string for rooft user

|eB402 . ambari, apachs, org-B432 posigres

MS SQL
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Ranger Admin  Ranger User Info  Ranger Plugin _ Ranger Audit  Ranger Tagmync  Advanced

Ranger Admin

DB FLAVOR Ranger DS host

MSS0L - 5402 ambari apache.org: 1433

Ranger DB rame Driver ciirts rare for 8 JDBC Ranger database
rangear comumicnosoft sqiserver jdbe. SOLSanwerl
Ranger DB usemame Ranger DS paswwond

mrmmin [P — @ pa——— @

JDET cornect trirg for B Ranger databeass

ari.apache. ong- 1433 databaseMarme=ranger

Setup Database and Databhase Lser

Database Adminstrator [DE&) usemarme Cizbome Admnsiraior (DBA) pesseond
rangendba —— @ —— ?
JDBC connect string for roof user

sqlsarvercB402 ambar apache ong: 1433;

SQL Anywhere
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Ranger Admin Ranger User info  Ramgar Plugn

Ranger Admin

E FLAVOR

50L Arywhem  ~

Ranger DB name

ranger

Aanger DE uspmame

rangamdmin

JDBC connect string for a Ranger database

_amban.apache . ong 2636, datADaSE=TANE"

Setup Database and Database Liser

Datatiase Admnstrator [DEA) usermams

rangerdba

JDBC connect string for root user

rnarechost=ch40Z amban apache.ong.2633

3.1.3.2.2. Ranger Audit Settings

A

Important

Fanger Akt

Ranger Tagsync  Advanced

Rarger D5 Fost

cE402 ambariapache. org: 2638

Drwer clzss narme for 2 JOBC Ranger database

saip b solanywhane |Driver

Oesatess Adrmwrestrasor (DEA) passwo

;;;;;;;;;

As of HDP-2.5, Audit to DB is no longer supported. If you previously used Audit

to DB, you can migrate the logs to Solr using the instructions in Migrating Audit

Logs from DB to Solr in Ambari Clusters.

Apache Ranger uses Apache Solr to store audit logs and provides Ul searching through the
audit logs. Solr must be installed and configured before installing Ranger Admin or any of
the Ranger component plugins. The default configuration for Ranger Audits to Solr uses
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the shared Solr instance provided under the Ambari Infra service. Solr is both memory and
CPU intensive. If your production system has high volume of access requests, make sure
that the Solr host has adequate memory, CPU, and disk space.

SolrCloud is the preferred setup for production usage of Ranger. SolrCloud, which is
deployed with the Ambari Infra service, is a scalable architecture that can run as a single
node or multi-node cluster. It has additional features such as replication and sharding,
which is useful for high availability (HA) and scalability. You should plan your deployment
based on your cluster size. Because audit records can grow dramatically, plan to have at
least 1 TB of free space in the volume on which Solr will store the index data. Solr works
well with a minimum of 32 GB of RAM. You should provide as much memory as possible
to the Solr process. It is highly recommended to use SolrCloud with at least two Solr nodes
running on different servers with replication enabled. SolrCloud also requires Apache
ZooKeeper.

1. On the Customize Services page, select the Ranger Audit tab.

It is recommended that you store audits in Solr and HDFS. Both of these options are set
to ON by default. Solr provides the capability to index and search on the most recent
logs while HDFS is used as the more permanent or longer term store. By default, Solr is
used to index the preceding 30 days of audit logs.

2. Under Audit to Solr, click OFF under SolrCloud to enable SolrCloud. The button label will
change to ON, and the SolrCloud configuration settings will be loaded automatically.
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3.1.3.2.3. Configure Ranger User Sync

Add Service Wizard

Audit to Soir

2

g wal i e

Audit to HOFS

This section describes how to configure Ranger User Sync for either UNIX or LDAP/AD.

* Test Run Ranger Usersync [189]

» Configuring Ranger User Sync for UNIX [190]

» Configuring Ranger User Sync for LDAP/AD [191]

3.1.3.2.3.1. Test Run Ranger Usersync

Steps

Before committing to usersync changes, it is recommended that you test-run that users and
groups are being retrieved as intended.

To test-run loading User and Group data into Ranger before committing to the changes:

1. Setranger . user sync. pol i cymanager . nockr un=t r ue. This parameter can be
found in Anbari > Ranger > Confi gs> Advanced> Advanced ranger-ugsync-

site.
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2. View the Users and Groups that will be loaded into Ranger:tail -f /var/log/
ranger/ usersync/ usersync. | og.

3. After confirming that the users and groups are retrieved as intended, set
ranger. usersync. pol i cymanager . nockr un=f al se and restart Ranger Usersync.

This will sync the users shown in the usersync log to the Ranger database.

3.1.3.2.3.2. Configuring Ranger User Sync for UNIX

Before you begin

Before committing to usersync changes, it is recommended that you test-run that users and
groups are being retrieved as intended: Test Run Ranger Usersync [189].

Steps

Use the following steps to configure Ranger User Sync for UNIX.

1. On the Customize Services page, select the Ranger User Info tab.

2. Click Yes under Enable User Sync.

3. Use the Sync Source drop-down to select UNIX, then set the following properties.

Table 3.6. UNIX User Sync Properties

Linux server.

Property Description Default Value

Sync Source Only sync users above this user ID. 500

Password File The location of the password file on |/etc/passwd
the Linux server.

Group File The location of the groups file on the | /etc/group
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3.1.3.2.3.3. Configuring Ranger User Sync for LDAP/AD
Important

A

To ensure that LDAP/AD group level authorization is enforced in Hadoop, you
should set up Hadoop group mapping for LDAP/AD.

S Note

You can use the LDAP Connection Check tool to determine User Sync settings

for LDAP/AD.

Before you begin

Before committing to usersync changes, it is recommended that you test-run that users and
groups are being retrieved as intended: Test Run Ranger Usersync [189].

Steps
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Use the following steps to configure Ranger User Sync for LDAP/AD.

1. On the Customize Services page, select the Ranger User Info tab.

2. Click Yes under Enable User Sync.

3. Use the Sync Source drop-down to select LDAP/AD.

4. Set the following properties on the Common Configs tab.

Table 3.7. LDAP/AD Common Configs

Property

Description

Default Value

Sample Values

LDAP/AD URL

Add URL depending upon
LDAP/AD sync source

Idap://{host}:{port}

Idap://
Idap.example.com:389
or Idaps://
Idap.example.com:636

Bind Anonymous

If Yes is selected, the
Bind User and Bind User

Password are not required.

NO

Bind User

The location of the groups
file on the Linux server.

The full distinguished name
(DN), including common
name (CN), of an LDAP/
AD user account that has
privileges to search for
users. The LDAP bind DN

is used to connect to LDAP
and query for users and
groups.

cn=admin,dc=example,dc=cg
or admin@example.com

Bind User Password

The password of the Bind
User.
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5. Set the following properties on the User Configs tab.

Table 3.8. LDAP/AD User Configs

Property Description Default Value Sample Values

Group User Map Sync Sync specific groups for Yes Yes
users.

Username Attribute The LDAP user name sAMAccountName for AD,
attribute. uid or cn for OpenLDAP

User Object Class

Object class to identify user
entries.

person

top, person,
organizationalPerson, user,
or posixAccount

User Search Base

Search base for users.

Ranger can search multiple
OUs in AD. Ranger
UserSync module performs
a user search on each
configured OU and adds
all the users into single

list. Once all the OUs are
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Property

Description

Default Value

Sample Values

processed, a user’s group
membership is computed

based on the group search.

User Search Filter

Optional additional filter
constraining the users
selected for syncing.

Sample filter to retrieve all
the users: cn=*

Sample filter to retrieve all
the users who are members
of groupA or groupB: (|
(memberof=CN=GroupA,OU|
(memberof=CN=GroupB,OU

=groups,DC=exampl
=groups,DC=example

User Search Scope

This value is used to limit
user search to the depth
from search base.

sub

base, one, or sub

User Group Name Attribute

Attribute from user entry
whose values would be
treated as group values

to be pushed into the
Access Manager database.
You can provide multiple
attribute names separated
by commas.

memberof,ismemberof

memberof, ismemberof, or
gidNumber

Enable User Search

This option is available
only when the "Enable
Group Search First" option
is selected.

No

Yes
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6. Set the following properties on the Group Configs tab.

Table 3.9. LDAP/AD Group Configs

Property Description Default Value Sample Values

Enable Group Sync If Enable Group Syncis set |No Yes
to No, the group names the
users belong to are derived
from “User Group Name
Attribute”. In this case no
additional group filters are
applied.
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Property

Description

Default Value

Sample Values

If Enable Group Sync is set
to Yes, the groups the users
belong to are retrieved
from LDAP/AD using the
following group-related
attributes.

Group Member Attribute

The LDAP group member
attribute name.

member

Group Name Attribute

The LDAP group name
attribute.

distinguishedName for AD,
cn for OpenLdap

Group Object Class

LDAP Group object class.

group, groupofnames, or
posixGroup

Group Search Base

Search base for groups.

Ranger can search multiple
OUs in AD. Ranger
UserSync module performs
a user search on each
configured OU and adds
all the users into single

list. Once all the OUs are
processed, a user’s group
membership is computed
based on the group search
configuration. Each OU
segment needs to be
separated by a ; (semi-
colon).

ou=groups,DC=example,DC

Group Search Filter

Optional additional filter
constraining the groups
selected for syncing.

Sample filter to retrieve all
groups: cn=*

Sample filter to retrieve
only the groups whose
cn is Engineering or
Sales: (| (cn=Engineering)
(cn=Sales))

Enable Group Search First

When Enable Group
Search First is selected,
there are two possible ways
of retrieving users:

¢ |f Enable User Search
is not selected: users
are retrieved from the
“member” attribute of
the group.

If Enable User Search

is selected: user
membership is computed
by performing an LDAP
search based on the user
configuration.

No

Yes

com;ou=group1;0u=
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3.1.3.2.4. Configure Ranger Tagsync

To configure Ranger Tagsync, select Ranger Tagsync on the Customize Services page, then
specify a Tagsync source. You can use Atlas, AtlasREST, or a file as the Tagsync source.

Table 3.10. Atlas Tag Source Properties

Property Description
Atlas Source: Kafka endpoint The Kafka endpoint: <kaf ka_server _url >: 6667
Atlas Source: ZooKeeper endpoint The ZooKeeper endpoint:

<zookeeper _server _url >:2181

Atlas Source: Kafka consumer group The Ranger entities consumer.
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Table 3.11. AtlasREST Source Properties

Property

Description

AtlasREST Source: Atlas endpoint

The AtlasREST source endpoint.

AtlasREST Source: Atlas source download interval

The AtlasREST source download interval (milliseconds).

Table 3.12. File Tag Source Properties

3.1.3.2.5. Configure Ranger Authentication

Property Description
File Source: File update polling interval The file update polling interval (milliseconds).
File Source: Filename The tag source file name.
Add Service Wizard
Ranger Admin 1anger L Ranger Fiugy Aanger fafii Ranger Tegeyne  Advanced
Atlas Tag Source AtlasRest Tag Source
Eratzin Afm Tag Sourre Enabin Atimsitey! Tag S
Adaa Spsve Ky snopoint AR 5T Sowrce  Adaa. eraipoe
BT, ik o g BRE T
L e e e | AV 0T Benrtn ATad Biarid iwrsu] #liry
WX o mpaoha o FI81
Adaa Srove Eaha OOPRUITER RO
" T
File Tag Source
W rabyis Fid Lag Somdts
Fia Source Fia updals podvyg Slerval
Via Souce Fisrame
» Al :.:-':'4“"' 3 Puirom Pasen dalcl-veiosd

This section describes how to configure Ranger authentication for UNIX, LDAP, and AD.

¢ Configuring Ranger UNIX Authentication [199]

¢ Configuring Ranger LDAP Authentication [200]
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» Configuring Ranger Active Directory Authentication [203]
3.1.3.2.5.1. Configuring Ranger UNIX Authentication

Use the following steps to configure Ranger authentication for UNIX.

1. Select the Advanced tab on the Customize Services page.

2. Under Ranger Settings, specify the Ranger Access Manager/Service Manager host
address in the External URL box in the format ht t p: // <your _r anger _host >: 6080.

3. Under Ranger Settings, select UNIX.
HTTP is enabled by default — if you disable HTTP, only HTTPS is allowed.

4. Under UNIX Authentication Settings, set the following properties.

Table 3.13. UNIX Authentication Settings

Property Description Default |Example Value
Value
Allow remote Login Flag to enable/ true true
disable remote
login. Only

applies to UNIX
authentication.

ranger.unixauth.service.hostname | The address {{ugsync_Hdstdgync_host}}
of the host
where the UNIX
authentication
service is running.

ranger.unixauth.service.port The port number 5151 5151
on which the UNIX
authentication
service is running.

3 Note

Properties with value { { xyz}} are macro variables that are derived from
other specified values in order to streamline the configuration process.
Macro variables can be edited if required — if you need to restore the original
value, click the Set Recommended symbol at the right of the property box.
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3.1.3.2.5.2. Configuring Ranger LDAP Authentication

S Note
You can use the LDAP Connection Check tool to determine authentication
settings for LDAP.

Use the following steps to configure Ranger authentication for LDAP.
1. Select the Advanced tab on the Customize Services page.

2. Under Ranger Settings, specify the Ranger Access Manager/Service Manager host
address in the External URL box in the format ht t p: / / <your _r anger _host >: 6080.

3. Under Ranger Settings, select LDAP.

4. Under LDAP Settings, set the following properties.

Table 3.14. LDAP Authentication Settings

Property Description Default Value Example Value

ranger.ldap.base.dn | The dc=example,dc=com dc=example,dc=com
Distinguished
Name (DN) of
the starting
point for
directory
server
searches.

Bind User The full {{ranger_ug_ldap_bind_dr}{}anger_ug_ldap_bind_dn}}
Distinguished
Name (DN),
including
Common
Name (CN) of
an LDAP user
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Property

Description

Default Value

Example Value

account that
has privileges
to search for
users. This

is @ macro
variable value
that is derived
from the Bind
User value
from Ranger
User Info

> Common
Configs.

Bind User Password

Password

for the Bind
User. This is a
macro variable
value that is
derived from
the Bind User
Password
value from
Ranger

User Info

> Common
Configs.

ranger.ldap.group.
roleattribute

The LDAP
group role
attribute.

cn

ranger.ldap.referral

See
description
below.

ignore

follow | ignore | throw

LDAP URL

The LDAP
server URL.
This is a macro
variable value
that is derived
from the
LDAP/AD
URL value
from Ranger
User Info

> Common
Configs.

{{ranger_ug_ldap_url}}

{{ranger_ug_ldap_url}}

ranger.ldap.user.
dnpattern

The user DN
pattern is
expanded
when a user
is being
logged in.
For example,
if the user
"ldapadmin”
attempted
to login,

the LDAP
Server would
attempt to
bind against
the DN
"uid=ldapadmin
using the

password

uid={0},ou=users,

dc=xasecure,dc=net

,ou=users,dc=example,dc=

com

cn=Idapadmin,ou=Users,
dc=example,dc=com
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Property

Description

Default Value

Example Value

the user
provided>

User Search Filter

The search
filter used

for Bind
Authentication
This is a macro
variable value
that is derived
from the User
Search Filter
value from
Ranger User
Info > User
Configs.

{{ranger_ug_ldap_user_s¢

dfcafiger}yig_ldap_user_searchfilter}}

N

Note

Properties with value { { xyz} } are macro variables that are derived from
other specified values in order to streamline the configuration process.
Macro variables can be edited if required — if you need to restore the original
value, click the Set Recommended symbol at the right of the property box.

There are three possible values for r anger . | dap. referral :fol | ow, t hr ow, and

i gnor e. The recommended setting is f ol | ow.

When searching a directory, the server might return several search results, along with a
few continuation references that show where to obtain further results. These results and
references might be interleaved at the protocol level.

* When this property is set to f ol | ow, the LDAP service provider processes all of the

normal entries first, and then follows the continuation references.

* When this property is set to t hr ow, all of the normal entries are returned in the
enumeration first, before the Ref er r al Except i on is thrown. By contrast, a
"referral" error response is processed immediately when this property is set to f ol | ow

ort hr ow.

* When this property is set to i gnor e, it indicates that the server should return referral
entries as ordinary entries (or plain text). This might return partial results for the

search.
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3.1.3.2.5.3. Configuring Ranger Active Directory Authentication

You can use the LDAP Connection Check tool to determine authentication
settings for Active Directory.

Use the following steps to configure Ranger authentication for Active Directory.

1.

2.

Select the Advanced tab on the Customize Services page.

. Under Ranger Settings, select ACTIVE_DIRECTORY.

. Under AD Settings, set the following properties.

Under Ranger Settings, specify the Ranger Access Manager/Service Manager host
address in the External URL box in the format ht t p: // <your _r anger _host >: 6080.
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Table 3.15. AD Sett

ings

Property

Description

Default Value

Example Value

ranger.ldap.ad.base.dn

The Distinguished Name
(DN) of the starting
point for directory server
searches.

dc=example,dc=com

dc=example,dc=com

ranger.ldap.ad.bind.dn

The full Distinguished
Name (DN), including
Common Name (CN) of

an LDAP user account

that has privileges to
search for users. This is a
macro variable value that is
derived from the Bind User
value from Ranger User
Info > Common Configs.

{{ranger_ug_ldap_bind_dn}

X{ranger_ug_ldap_bind_dn

ranger.ldap.ad.bind.passwo

d®assword for the bind.dn.
This is a macro variable
value that is derived from
the Bind User Password
value from Ranger User
Info > Common Configs.

Domain Name (Only for
AD)

The domain name of the
AD Authentication service.

dc=example,dc=com

ranger.ldap.ad.referral

See description below.

ignore

follow | ignore | throw

ranger.ldap.ad.url

The AD server URL. This is
a macro variable value that
is derived from the LDAP/
AD URL value from Ranger
User Info > Common
Configs.

{{ranger_ug_ldap_url}}

{{ranger_ug_ldap_url}}

ranger.ldap.ad.user.searchfil

t€he search filter used for
Bind Authentication. This is
a macro variable value that
is derived from the User
Search Filter value from
Ranger User Info > User

Configs.

{{ranger_ug_ldap_user_sea

dHfitbegk)_ug_ldap_user_sea

Note

N

Properties with value { { xyz} } are macro variables that are derived from

other specified values in order to streamline the configuration process.
Macro variables can be edited if required — if you need to restore the original
value, click the Set Recommended symbol at the right of the property box.

There are three possible values for ranger . | dap. ad. referral :fol | ow, t hrow,
and i gnor e. The recommended setting is f ol | ow.

When searching a directory, the server might return several search results, along with a
few continuation references that show where to obtain further results. These results and
references might be interleaved at the protocol level.

* When this property is set to f ol | ow, the AD service provider processes all of the
normal entries first, and then follows the continuation references.
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* When this property is set to t hr ow, all of the normal entries are returned in the
enumeration first, before the Ref er r al Except i on is thrown. By contrast, a
"referral" error response is processed immediately when this property is set to f ol | ow
ort hrow.

* When this property is set to i gnor e, it indicates that the server should return referral
entries as ordinary entries (or plain text). This might return partial results for the
search. In the case of AD, a Parti al Resul t Excepti on is returned when referrals
are encountered while search results are processed.

Add Service Wizard
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When you have finished configuring all of the Customize Services Settings, click Next at
the bottom of the page to continue with the installation.

5. When you save the authentication method as Active Directory, a Dependent
Configurations pop-up may appear recommending that you set the authentication
method as LDAP. This recommended configuration should not be applied for AD, so you
should clear (un-check) the ranger.authentication.method check box, then click OK.

Dependent Configurations

Progeriy Service Config Growp File HName Curent Value

Defauk

D ranger authenbicaion method Ranger rEnger - admin-sin UNIE LD&pP

Recommernded Value

Cancal m
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3.1.3.3. Complete the Ranger Installation

1. On the Review page, carefully review all of your settings and configurations. If
everything looks good, click Deploy to install Ranger on the Ambari server.

Add Service Wizard
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s WAKEters Pleass neview e configuration befors instalaton
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Fn - rep- 1 .'-.-_“..;r ;.-\c\r-.\ comyHDP-UTILS-1.1.0 20 nepson/onnton]
-1 Bt trraeras cor WD cartanlfe ) wiusdaten? 2 A
51 Ferttrwoncn comyHDP-UTILS-1.1.0. 20 epon/'cantont
-1 Fertomwono comHDPsuse ) 1apl R nipadsten 7 2 8.0

g1 horomaoro comHDPUTILE- 1.1 0 Mivenca/suma | 18p3

1 horiomworo comyHDPubuntu | 22 upoetes? 7 8.3

2. When you click Deploy, Ranger is installed on the specified host on your Ambari server.
A progress bar displays the installation progress.

Add Service Wizard

Install, Start and Test

Prisnng i whis T aacted Berices are instates and stared

i W W W 24 % overn
e D
Host Sawhu i ]
| ot St Tt ot . [
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A0 rabciob I | Xy

3. When the installation is complete, a Summary page displays the installation details. You
may need to restart services for cluster components after installing Ranger.
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3 Note

If the installation fails, you should complete the installation process, then
reconfigure and reinstall Ranger.

3.1.3.4. Advanced Usersync Settings

To access Usersync settings, select the Advanced tab on the Customize Service page.
Usersync pulls in users from UNIX, LDAP, or AD and populates Ranger's local user tables
with these users.

2 Important

To ensure that LDAP/AD group level authorization is enforced in Hadoop, you
must first set up Hadoop group mapping for LDAP.

Before committing to usersync changes, it is recommended that you test-run that users and
groups are being retrieved as intended: Test Run Ranger Usersync [189].

3.1.3.4.1. UNIX Usersync Settings

If you are using UNIX authentication, the default values for the Advanced ranger-ugsync-
site properties are the settings for UNIX authentication.

Before committing to usersync changes, it is recommended that you test-run that users and
groups are being retrieved as intended: Test Run Ranger Usersync [189].
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¥  Advanced ranger-ugsync-site

ranger.usersync. idap. B ©
bindkeystore

ranger.usersync.ldap. Type password @ | Retype Password @ &

Idapbindpasswaord

FANQar. USarsync. group. e o C
memberattributename

ranger.usersync.group. @ o C
nameatiribute

Fanger. usersync.group. @ o C
objectclass

ranger.usersync.group. @ o C
searchbase

Fanger.usersync.group. falee a@ o C
searchenabled

ranger.usersync.group. Ea & C
searchfilter

ranger.usersync.group. @ o C
searchscope

ranger.usersync.group. false - o C

usermapsyncenabled

ranger.usersync.idap. de=hadoop,de=apache,dc=org E @ C
searchBase

FANQEr. USBrSYNc. SOUrce. org.apache.ranger. unixusersync. process. LinixUserGroupBuilder E o C
impl.class

FRNgEer.usersync. fusrhdp/curent/ranger-usersync/conf/ugsync. joeks i o C

credstore.filename

ranger.usersync.enabled true E o C
ranger. usersync. Ampfusergroup.txt a o C
filesource. file

FANGEr. Usersync. . -@ o c

fibesource. ext. celmiter

Fanger. usersync. fusrhdp/currentiranger-usaersync/conf/unixauthservice. jks B 2 C
keystore file

3.1.3.4.2. Required LDAP and AD Usersync Settings

If you are using LDAP authentication, you must update the following Advanced ranger-
ugsync-site properties.

Before committing to usersync changes, it is recommended that you test-run that users and
groups are being retrieved as intended: Test Run Ranger Usersync [189].
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Table 3.16. LDAP Advanced ranger-ugsync-site Settings

Property Name

LDAP Value

ranger.usersync.ldap.bindkeystore

Set this to the same value as the
ranger . usersync. credstore. fil enane property,
i.e, the default value is / usr/ hdp/ current/ ranger -

user sync/ conf/ugsync. j ceks

ranger.usersync.ldap.bindalias

ranger.usersync.ldap.bindalias

ranger.usersync.source.impl.class Idap

Table 3.17. AD Advanced ranger-ugsync-site Settings

Property Name

LDAP Value

ranger.usersync.source.impl.class ldap

3.1.3.4.3. Additional LDAP and AD Usersync Settings

If you are using LDAP or Active Directory authentication, you may need to update the

following properties, depending upon your specific deployment characteristics.

Before committing to usersync changes, it is recommended that you test-run that users and

groups are being retrieved as intended: Test Run Ranger Usersync [189].

Table 3.18. Advanced ranger-ugsync-site Settings for LDAP and AD

Property Name

LDAP ranger-ugsync-site
Value

AD ranger-ugsync-site
Value

ranger.usersync.ldap.url

Idap://127.0.0.1:389

Idap://ad-conrowoller-
hostname:389

ranger.usersync.ldap.binddn

cn=Idapadmin,ou=users,
dc=example,dc=com

cn=adadmin,cn=Users,
dc=example,dc=com

ranger.usersync.ldap.ldapbindpassword

secret

secret

ranger.usersync.ldap.searchBase

dc=example,dc=com

dc=example,dc=com

ranger.usersync.source.impl.class

org.apache.ranger.
ladpusersync.
process.LdapUserGroupBy

ilder

ranger.usersync.ldap.user.searchbase

ou=users, dc=example,
dc=com

dc=example,dc=com

ranger.usersync.ldap.user.searchscope

sub

sub

ranger.usersync.ldap.user.objectclass

person

person

ranger.usersync.ldap.user.searchfilter

Set to single empty space
if no value. Do not leave
it as “empty”

(objectcategory=person)

ranger.usersync.ldap.user.nameattribute

uid or cn

sAMAccountName

ranger.usersync.ldap.user.groupnameattribute

memberof,ismemberof

memberof,ismemberof

ranger.usersync.ldap.username.caseconversion

none

none

ranger.usersync.ldap.groupname.caseconversion

none

none
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3.1.3.5.

3.1.3.6.

Property Name

LDAP ranger-ugsync-site
Value

AD ranger-ugsync-site
Value

ranger.usersync.group.searchenabled *

false

false

ranger.usersync.group.usermapsyncenabled *

false

false

ranger.usersync.group.searchbase *

ou=groups, dc=example,
dc=com

dc=example,dc=com

ranger.usersync.group.searchscope *

sub

sub

ranger.usersync.group.objectclass *

groupofnames

groupofnames

ranger.usersync.group.searchfilter *

needed for AD
authentication

(member=CN={0},
OU=MyUsers, DC=AD-

HDP, DC=COM)
ranger.usersync.group.nameattribute * cn cn
ranger.usersync.group.memberattributename * member member
ranger.usersync.pagedresultsenabled * true true
ranger.usersync.pagedresultssize * 500 500
ranger.usersync.user.searchenabled * false false
ranger.usersync.group.search.first.enabled * false false

* Only applies when you want to filter out groups.

After you have finished specifying all of the settings on the Customize Services page, click

Next at the bottom of the page to continue with the installation.

Configuring Ranger for LDAP SSL

You can use the following steps to configure LDAP SSL using self-signed certs in the default

Ranger User Sync TrustStore.

1. The default locationis / usr/ hdp/ current/ ranger - user sync/ conf/

nmytrust store. j ks fortheranger. usersync.truststore. fil e property.

2. Alternatively, copy and edit the self-signed ca certs.

3. Settheranger. usersync.truststore. fil e property to that new cacert file.

cd /usr/ hdp/ <versi on>/ ranger - user sync

servi ce ranger-usersync stop
servi ce ranger-usersync start

Where cert . pemhas the LDAPS cert.

Setting up Database Users Without Sharing DBA Credentials

If do not wish to provide system Database Administrator (DBA) account details to the
Ambari Ranger installer, you can use the dba_scri pt. py Python script to create Ranger
DB database users without exposing DBA account information to the Ambari Ranger
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installer. You can then run the normal Ambari Ranger installation without specify a DBA
user name and password.

To create Ranger DB users using the dba_scri pt . py script:

1. Download the Ranger rpm using the yum install command.

yuminstall ranger-admn

2. You should see one file named dba_scri pt. py inthe/ usr/ hdp/ current/
ranger - adm n directory.

3. Get the script reviewed internally and verify that your DBA is authorized to run the
script.

4. Execute the script by running the following command:

pyt hon dba_scri pt. py

5. Pass all values required in the argument. These should include db fl avor,JDBC j ar,
db host, db nane, db user, and other parameters.

* If you would prefer not to pass runtime arguments via the command prompt, you can
update the / usr/ hdp/ current/ranger-adni n/install.properti es file and
then run:

o python dba_script.py -q

When you specify the - q option, the script will read all required information from the
install.properties file

* You can use the - d option to run the script in "dry" mode. Running the script in dry
mode causes the script to generate a database script.

pyt hon dba_script.py -d /tnp/generated-script.sq

Anyone can run the script, but it is recommended that the system DBA run the script
in dry mode. In either case, the system DBA should review the generated script, but
should only make minor adjustments to the script, for example, change the location
of a particular database file. No major changes should be made that substantially alter
the script — otherwise the Ranger install may fail.

The system DBA must then run the generated script.

6. Run the Ranger Ambari install procedure, but set Setup Database and Database User to
No in the Ranger Admin section of the Customize Services page.

3.1.3.7. Updating Ranger Admin Passwords

For the following users, if you update the passwords on the Ranger Configs page, you
must also update the passwords on the Configs page of each Ambari component that
has the Ranger plugin enabled. Individual Ambari component configurations are not
automatically updated — the service restart will fail if you do not update these passwords
on each component.
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» Ranger Admin user — The credentials for this user are set in Configs > Advanced ranger-
env in the fields labeled admin_username (default value: adni n) and admin_password
(default value: admi n).

* Admin user used by Ambari to create repo/policies — The user name for this user is set
in Configs > Admin Settings in the field labeled Ranger Admin username for Ambari
(default value: anb_r anger _admi n). The password for this user is set in the field
labeled Ranger Admin user's password for Ambari. This password is specified during the
Ranger installation.

The following image shows the location of these settings on the Ranger Configs page:

L
amb_ranger_admin
= 3 »
=" user delails
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Ranger ‘Bdmin’___—— s smimen _—
user detalls T - . o
- -
P o
" _.-"'-F-
o

3.1.4. Enabling Ranger Plugins

Ranger plugins can be enabled for several HDP services. This section describes how to
enable each of these plugins. For performance reasons, it is recommended that you store
audits in Solr and HDFS, and not in a database.

If you are using a Kerberos-enabled cluster, there are a number of additional steps you
must follow to ensure that you can use the Ranger plugins on a Kerberos cluster.

The following Ranger plugins are available:
« HDFS [213]

* Hive [217]
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3.1.4.1.

HBase [220]

Kafka [224]

Knox [227]

YARN [230]

Storm [234]

Atlas [237]

HDFS

Use the following steps to enable the Ranger HDFS plugin.

1. On the Ranger Configs page, select the Ranger Plugin tab.
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2. Under HDFS Ranger Plugin, select On, then click Save in the black menu bar.
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3. A Save Configuration pop-up appears. Type in a note describing the changes you just
made, then click Save.

Save Configuration

Notes | Enabled Ranger for HDFS|

Cancel Discard

4. A Dependent Configuration pop-up appears. Click OK to confirm the configuration
updates.
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5. Click OK on the Save Configuration Changes pop-up.

Save Configuration Changes

Service configuration changes saved successfully.

6. Select HDFS in the navigation menu, then select Restart > Restart All Affected to restart

the HDFS service and load the new configuration.
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7. Click Confirm Restart All on the confirmation pop-up to confirm the HDFS restart.

Confirmation

You are about to restart HDFS

This will trigger alerts as the service is restarted. To suppress alerts, tum on
Maintenance Mode for HDFS prior to running restart all

Cancel Confirm Restart All

e

8. After HDFS restarts, the Ranger plugin for HDFS will be enabled. Other components may
also require a restart.
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3.1.4.2. Hive

Use the following steps to enable the Ranger Hive plugin.

1. On the Ranger Configs page, select the Ranger Plugin tab.
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2. Under Hive Ranger Plugin, select On, then click Save in the black menu bar.
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Knox Ranger Plugin

Kafka Ranger Plugin

3. A Save Configuration pop-up appears. Type in a note describing the changes you just
made, then click Save.

Save Configuration

Notes | Enabled Ranger for Hive|

Cancel

Discard

4. A Dependent Configuration pop-up appears. Click OK to confirm the configuration
updates.
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5. Click OK on the Save Configuration Changes pop-up.

Save Configuration Changes

Service configuration changes saved successfully.

6. Select Hive in the navigation menu, then select Restart > Restart All Affected to restart

the Hive service and load the new configuration.
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7. Click Confirm Restart All on the confirmation pop-up to confirm the Hive restart.
= =

Confirmation

You are about to restart Hive

This will trigger alerts as the service is restarted. To suppress alerts, tumn on
Maintenance Mode for Hive prior to running restart all

Cancel Confirm Restart All

8. After Hive restarts, the Ranger plugin for Hive will be enabled.

3.1.4.3. HBase

3 Note
When HBase is configured with Ranger, and specifically XASecure Authorizer,
you may only grant and revoke privileges.
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Use the following steps to enable the Ranger HBase plugin.

1. On the Ranger Configs page, select the Ranger Plugin tab.
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2. Under HBase Ranger Plugin, select On, then click Save in the black menu bar.

Ranger Plugin

HOFS Ranger Plugin Hbase Ranger Plugin Knox Ranger Plugin

YARN Ranger Plugin Storm Ranger Plugin Kafka Rangar Plugin

(on o

M i-t:m_r;ur l—"il,:glr‘
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3. A Save Configuration pop-up appears. Type in a note describing the changes you just
made, then click Save.

Save Configuration

Notes | Enabled Ranger for HBase

Cancel Discard

4. A Dependent Configuration pop-up appears. Click OK to confirm the configuration

updates.
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5. Click OK on the Save Configuration Changes pop-up.
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Save Configuration Changes

Service configuration changes saved successfully.

6. Select HBase in the navigation menu, then select Restart > Restart All Affected to restart
the HBase service and load the new configuration.
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7. Click Confirm Restart All on the confirmation pop-up to confirm the HBase restart.
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Confirmation

You are about to restart HBase

This will trigger alerts as the service is restarted. To suppress alerts, tumn on
Maintenance Mode for HBase prior to running restart all

Cancel Confirm Restart All

e |

8. After HBase restarts, the Ranger plugin for HBase will be enabled.

3.1.4.4. Kafka

Use the following steps to enable the Ranger Kafka plugin.

1. On the Ranger Configs page, select the Ranger Plugin tab.
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2. Under Kafka Ranger Plugin, select On, then click Save in the black menu bar.

Ranger Plugin

HDFS Ranger Plugin Hbase Ranger Plugin
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Kafka Ranger Plugin

3. A Save Configuration pop-up appears. Type in a note describing the changes you just

made, then click Save.

Save Configuration

Notes | Enabled Ranger for Kafka

Cancel

4. A Dependent Configuration pop-up appears. Click OK to confirm the configuration

updates.
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5. Click OK on the Save Configuration Changes pop-up.

Save Configuration Changes

Service configuration changes saved successfully.

6. Select Kafka in the navigation menu, then select Restart > Restart All Affected to restart
the Kafka service and load the new configuration.
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7. Click Confirm Restart All on the confirmation pop-up to confirm the Kafka restart.
F . |

Confirmation

You are about to restart Kafka

This will trigger alerts as the service is restarted. To suppress alerts, tumn on
Maintenance Mode for Kafka prior to running restart all

Cancel Confirm Restart All

8. After Kafka restarts, the Ranger plugin for Kafka will be enabled.

3.1.4.5. Knox

Use the following steps to enable the Ranger Knox plugin.

1. On the Ranger Configs page, select the Ranger Plugin tab.
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2. Under Knox Ranger Plugin, select On, then click Save in the black menu bar.
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Kafka Ranger Plugin

3. A Save Configuration pop-up appears. Type in a note describing the changes you just

made, then click Save.
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Save Configuration

Notes | Enabled Ranger for Knox

Cancel Discard
L |
4. A Dependent Configuration pop-up appears. Click OK to confirm the configuration
updates.
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5. Click OK on the Save Configuration Changes pop-up.

Save Configuration Changes

Service configuration changes saved successfully.
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6. Select Knox in the navigation menu, then select Restart > Restart All Affected to restart
the Knox service and load the new configuration.
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7. Click Confirm Restart All on the confirmation pop-up to confirm the Knox restart.
| 4 . |

Confirmation

You are about to restart Knox

This will trigger alerts as the service is restarted. To suppress alerts, tum on
Maintenance Mode for Knox prior to running restart all

| Cancel Confirm Restart All

8. After Knox restarts, the Ranger plugin for Knox will be enabled.

3.1.4.6. YARN

Use the following steps to enable the Ranger YARN plugin.

1. On the Ranger Configs page, select the Ranger Plugin tab.
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2. Under YARN Ranger Plugin, select On, then click Save in the black menu bar.

Ranger Plugin

HOFS Ranger Plugin Hbase Ranger Plugin Knoo Ranger Plugin

YARN Ranger Plugin Storm Ranger Plugin Kafka Ranger Plugin

(o OFF El

Hivie Ranger Plugin

3. A Save Configuration pop-up appears. Type in a note describing the changes you just
made, then click Save.
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Save Configuration

Notes | Enabled Ranger for YARN

Cancel Discard m
|
4. A Dependent Configuration pop-up appears. Click OK to confirm the configuration
updates.
Dependent Configurations
B oy Bevien Cprafiy [hesmg Filg Rarsy Gl Wghsh Hepprwrmrabed Yalpn
[ TSR e ST (2578 [ R - S REC- DR O Yol a
@ conies Hmax Dar'man aascgy i P O

vl W e e 1
nc-ShiroProyides<arse: cerabis
IR A T MR e
wopmmee Trmowd <nerees- vl
eI v Sy Ty & DT
iR KPR <
AT, S NI O ey
Ferpipigh' Ky ol oS ey’ migh .
PN RN, CTETECTAN i
P LU O e Vol
oy 1o = pecce. dos hado
el e i e i il e
TECTE- AN M idepfle
B ST A L T
v e puroe, e reeres | 233

maE T e Sk o P @
a=-ShircProsicer<narec- <snabia

Ha R i TRENTCr -« Bl

Rt i el < e o
MRS e, T gL
Srgriniiy Fyim L i oHdis « Sl
ST ~FEETC, RN
B e LT [ Y

<rm Ui =)0} ouspeopie, o shada
M TN ), 511
T CRERST CraTEcTn gl
ETLLEeREF ACNTy LSO RETE vl
ez fhree_host samei{c3Im
TR LTI, - DA TR
AT e D Ry

"

e
T T ST
T LTS T vl

=CART

. Click OK on the Save Configuration Changes pop-up.

Save Configuration Changes

Service configuration changes saved successfully.
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6. Select YARN in the navigation menu, then select Restart > Restart All Affected to restart
the YARN service and load the new configuration.
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7. Click Confirm Restart All on the confirmation pop-up to confirm the YARN restart.

Confirmation

You are about to restart YARN

This will trigger alerts as the service is restarted. To suppress alerts, tum on
Maintenance Mode for YARN prior to running restart all

Cancel Confirm Restart All

e |

8. After YARN restarts, the Ranger plugin for YARN will be enabled. Other components
may also require a restart.

233



hdp-security August 29, 2016

3.1.4.7. Storm

Before you can use the Storm plugin, you must first enable Kerberos on your cluster. To
enable Kerberos on your cluster, see Enabling Kerberos Authentication Using Ambari.

Use the following steps to enable the Ranger Storm plugin.

1. On the Ranger Configs page, select the Ranger Plugin tab.

& HOFS Summary  Configs Cuiok Linim: = Barviea AZliond =

: Ranger Plugin
& N W——— [r e
L o | oW | 0w |
s e Py g Py Farna Plarge Puy
B = (o -
. &a

2. Under Storm Ranger Plugin, select On, then click Save in the black menu bar.
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Ranger Plugin

HDFS Ranger Plugin Hbase Ranger Plugin Knox Ranger Plugin

YARN Ranger Plugin

Jgin Kafka Ranger Plugin

Hive Ranger Plugin

3. A Save Configuration pop-up appears. Type in a note describing the changes you just
made, then click Save.

Save Configuration

Notes | Enabled Ranger for Storm|

Cancel Discard

4. A Dependent Configuration pop-up appears. Click OK to confirm the configuration

updates.
Dependent Configurations
tha :
0 Racommanded Vaa y I I o i Caserant Vislua
B Propety Eadrvicn Canlig Qroup Fils Mama Currant Vilue Racommanded Vil
B ranger-sionr-plugin-enablec o Dfoui rangar-stom-plugin-proper Mo Yo
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e [

5. Click OK on the Save Configuration Changes pop-up.
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Save Configuration Changes

Service configuration changes saved successfully.

6. Select Storm in the navigation menu, then select Restart > Restart All Affected to restart
the Storm service and load the new configuration.
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7. Click Confirm Restart All on the confirmation pop-up to confirm the Storm restart.
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Confirmation

You are about to restart Storm

This will trigger alerts as the service is restarted. To suppress alerts, tum on
Maintenance Mode for Storm prior to running restart all

Cancel l Confirm Restart All

8. After Storm restarts, the Ranger plugin for Storm will be enabled.

3.1.4.8. Atlas

Use the following steps to enable the Ranger Atlas plugin.

1. On the Ranger Configs page, select the Ranger Plugin tab.
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2. Under Atlas Ranger Plugin, select On, then click Save in the black menu bar.
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3. A Save Configuration pop-up appears. Type in a note describing the changes you just
made, then click Save.

Save Configuration

Notes| Enabled Ranger for Atlas

Cancel Discard E

4. A Dependent Configurations pop-up appears. Click OK to confirm the configuration
updates.
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5. Click OK on the Save Configuration Changes pop-up.

Save Configuration Changes

Service configuration changes saved successfully.

6. Select Actions in the navigation menu, then select Restart All Required to restart all

services that require a restart.
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7. Click Confirm Restart All on the confirmation pop-up to confirm the Storm restart.

Confirmation

You are about to restart Atlas, Storm, Falcon, Hive, Sqoop

This will trigger alerts as the service is restarted. To suppress alerts, turm on
Maintenance Mode for services listed above prior to running Restart All
Required

| Cancel Confirm Restart All

8. After the services restart, the Ranger plugin for Atlas will be enabled.
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3.1.5. Ranger Plugins - Kerberos Overview

If you are using a Kerberos-enabled cluster, there are a number of steps you need to follow
in order use the following Ranger plugins on a Kerberos cluster:

1

. HDFS [241]

2. Hive [242]

3. HBase [243]

4. Knox [243]

3 Note

These procedures assume that you have already enabled Ranger plugins.

3.1.5.1. HDFS

To enable the Ranger HDFS plugin on a Kerberos-enabled cluster, perform the steps
described below.

1.

Create the system (OS) user r anger hdf sl ookup. Make sure this user is synced to
Ranger Admin (under Settings>Users/Groups tab in the Ranger Admin User Interface).

. Create a Kerberos principal for r anger hdf sl ookup by entering the following

command:

e kadm n.l ocal -q 'addprinc -pw rangerhdfsl ookup
r anger hdf sl ookup@xanpl e. com

3 Note

A single user/principal (e.g., rangerrepouser) can also be created and used
across services.

. Navigate to the HDFS service.
. Click the Config tab.

. Navigate to advanced ranger-hdfs-plugin-properties and update the properties listed in

the table shown below.
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Table 3.19. HDFS Plugin Properties

Configuration Property Name Value

Ranger repository config user rangerhdfslookup@example.com
Ranger repository config password rangerhdfslookup
common.name.for.certificate blank

6. After updating these properties, click Save and restart the HDFS service.
Hive

To enable the Ranger Hive plugin on a Kerberos-enabled cluster, perform the steps
described below.

1. Create the system (OS) user r anger hi vel ookup. Make sure this user is synced to
Ranger Admin (under Settings>Users/Groups tab in the Ranger Admin Ul).

2. Create a Kerberos principal for r anger hi vel ookup by entering the following
command:

e kadm n.local -q 'addprinc -pw rangerhivel ookup
r anger hi vel ookup@xanpl e. com

3. Navigate to the Hive service.
4. Click the Config tab and navigate to advanced ranger-hive-plugin-properties.

5. Update the following properties with the values listed in the table below.

Table 3.20. Hive Plugin Properties

Configuration Property Name Value

Ranger service config user rangerhivelookup@example.com
Ranger service config password rangerhivelookup
common.name.for.certificate blank
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6. After updating these properties, click Save and then restart the Hive service.

3.1.5.3. HBase

To enable the Ranger HBase plugin on a Kerberos-enabled cluster, perform the steps
described below.

1. Create the system (OS) user r anger hbasel ookup. Make sure this user is synced to
Ranger Admin (under users/groups tab in the Ranger Admin Ul).

2. Create a Kerberos principal for r anger hbasel ookup by entering the following
command:

e« kadm n.local -qg 'addprinc -pw rangerhbasel ookup
r anger hbasel ookup@xanpl e. com

3. Navigate to the HBase service.
4. Click the Config tab and go to advanced ranger-hbase-plugin-properties.

5. Update the following properties with the values listed in the table below.

Table 3.21. HBase Plugin Properties

Configuration Property Name Value

Ranger service config user rangerhbaselookup@example.com
Ranger service config password rangerhbaselookup
common.name.for.certificate blank

6. After updating these properties, click Save and then restart the HBase service.

3.1.5.4. Knox

To enable the Ranger Knox plugin on a Kerberos-enabled cluster, perform the steps
described below.

1. Create the system (OS) user r anger knoxl ookup. Make sure this user is synced to
Ranger Admin (under Settings>Users/Groups tab in the Ranger Admin Ul).

2. Create a Kerberos principal for r anger knox!| ookup by entering the following
command:

e kadm n.local -qg 'addprinc -pw rangerknoxl ookup
r anger knox|l ookup@xanpl e. com

3. Navigate to the Knox service.
4. Click the Config tab and navigate to advanced ranger-knox-plugin-properties.

5. Update the following properties with the values listed in the table below.

Table 3.22. Knox Plugin Properties

Configuration Property Name Value

Ranger service config user rangerknoxlookup@example.com
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Configuration Property Name Value
Ranger service config password rangerknoxlookup
common.name.for.certificate blank

6. After updating these properties, click Save and then restart the Knox service.
7. Open the Ranger Admin Ul by entering the following information:
* http://ranger-host>:6080
* username/password - admin/admin. or use username as shown in advanced ranger-
env under the Config tab of the Ranger service, and password as shown in Admin

Settings.

8. After you have successfully logged into the system, you will be redirected to the Access
Manager page.

Figure 3.6. Knox Service Manager
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9. Click the repository (clusterName_hadoop) Edit option under the HDFS box.

Figure 3.7. Knox Service Edit

......
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10Update the following properties listed in the table below under the Config Properties
section:

Table 3.23. Knox Configuration Properties

Configuration Property Name Value
fs.default.name hdfs

hadoop.rpc.protection blank
common.name.for.certificate blank

11Click Named Test Connection. You should see a Connected Successfully dialog box
appears.

12Click Save.

3.2. Using Ranger to Provide Authorization in
Hadoop

Once a user has been authenticated, their access rights must be determined. Authorization
defines user access rights to resources. For example, a user may be allowed to create a
policy and view reports, but not allowed to edit users and groups. You can use Ranger to
set up and manage access to Hadoop services.

Ranger enables you to create services for specific Hadoop resources (HDFS, HBase, Hive,
etc.) and add access policies to those services. You can also create tag-based services and
add access policies to those services. Using tag-based policies enables you to control access
to resources across multiple Hadoop components without creating separate services and
policies in each component. You can also use Ranger TagSync to synchronize the Ranger
tag store with an external metadata service such as Apache Atlas.

* Using the Ranger Console [250]
* Configuring Resource-Based Services [254]

» Resource-Based Policy Management [270]

Users/Groups and Permissions Administration [311]

Reports Administration [322]

For more information on Ranger authorization, see the Authorization overview.

3.2.1. About Ranger Policies

3.2.1.1. Ranger Resource-Based Policies

Ranger enables you to create services for specific Hadoop resources (HDFS, HBase, Hive,
etc.) and add access policies to those services.
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3.2.1.2.

3.2.1.2.1.

Ranger Tag-Based Policies

Ranger also enables you to create tag-based services and add access policies to those
services.

* An important feature of Ranger tag-based authorization is the separation of resource-
classification from access-authorization. For example, resources (HDFS file/directory, Hive
database/table/column etc.) containing sensitive data such as social security numbers,
credit card numbers, or sensitive health care data can be tagged with PII/PCI/PHI -
either as the resource enters the Hadoop ecosystem or at a later time. Once a resource is
tagged, the authorization for the tag would be automatically enforced, thus eliminating
the need to create or update policies for the resource.

* Using tag-based policies also enables you to control access to resources across multiple
Hadoop components without creating separate services and policies in each component.

» Tag details are stored in a tag store. Ranger TagSync can be used to synchronize the tag
store with an external metadata service such as Apache Atlas.

Tag Store

Details of tags associated with resources are stored in a tag store. Apache Ranger plugins
retrieve the tag details from the tag store for use during policy evaluation. To minimize the
performance impact during policy evaluation (in finding tags for resources), Apache Ranger
plugins cache the tags and periodically poll the tag store for any changes. When a change

is detected, the plugins update the cache. In addition, the plugins store the tag details in a
local cache file - just as the policies are stored in a local cache file. On component restart,
the plugins will use the tag data from the local cache file if the tag store is not reachable.

Apache Ranger plugins download the tag details from the store managed by Ranger
Admin. Ranger Admin persists the tag details in its policy store and provides a REST
interface for the plugins to download the tag details.

3.2.1.2.2. TagSync

Ranger TagSync is used to synchronize the tag store with an external metadata service such
as Apache Atlas. TagSync is a daemon process similar to the Ranger UserSync process.

Ranger TagSync receives tag details from Apache Atlas via change notifications. As tags are
added to, updated, or deleted from resources in Apache Atlas, Ranger TagSync receives
notifications and updates the tag store.

3.2.1.2.3. Tags

Ranger Tags can have attributes. Tag attribute values can be used in Ranger tag-based
policies to influence the authorization decision.

For example, to deny access to a resource after a specific date:
1. Add the EXPIRES_ON tag to the resource.
2. Add an exi pry_dat e tag attribute and set its value to the expiry date.

3. Create a Ranger policy for the EXPIRES_ON tag.
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4. Add a condition in this policy to deny access when the date specified the in
expi ry_dat e tag attribute is later than the current date.

Note that the EXPIRES_ON tag policy is created as the default policy in tag service
instances.

3.2.1.3. Tags and Policy Evaluation

When authorizing an access request, an Apache Ranger plugin evaluates applicable Ranger
policies for the resource being accessed. The following diagram shows the details of the
policy evaluation flow. More details on the steps in this workflow are provided in the
subsequent sections.

Re st d = lequest denied by . souest allow
tequest denied —No—3» Request Dy No— Request allowed by a ~—No—3» Request all

— a resource policy?
tag policy? el LI !

No

by a tag policy? a resource policy?
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Apache Ranger Policy Evaluation Flow with Tags

3.2.1.3.1. Finding Tags

Apache Ranger supports a service to register context enrichers, which are used to update
context data to the access request.

The Ranger Tag service, which is part of the tag-based policies feature, adds a context
enricher named RangerTagEnricher. This context enricher is responsible for finding tags
for the requested resource and adding the tag details to the request context. This context
enricher keeps a cache of the available tags; while processing an access request, it finds
the tags applicable for the requested resource and adds the tags to the request context.
The context enricher keeps the cache updated by periodically polling Ranger Admin for
changes.

3.2.1.3.2. Evaluating Tag-Based Policies

Once the list of tags for the requested resource is found, the Apache Ranger policy engine
evaluates the tag-based policies applicable to the tags. If a policy for one of these tag
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3.2.1.3.3.

3.2.1.4.

3.2.1.4.1.

results in a deny, access will be denied. If none of the tags are denied, and if a policy allows
for one of the tags, access will be allowed. If there is no result for any tag, or if there are no
tags for the resource, the policy engine will evaluate the resource-based policies to make
the authorization decision.

Using Tags in Conditions
Apache Ranger allows the use of custom conditions while evaluating authorization policies.
The Apache Ranger policy engine makes various request details — such as user, groups,
resource, and context — available to the conditions. Tags in the request context, which are
added by the enricher, are available to the conditions and can be used to influence the
authorization decision.
The default policy in tag service instances, the EXPIRES_ON tag, uses such condition to

check to see if the request date is later than the value specified in tag attribute expiry_date.
This default policy does not work unless an EXPIRES_ON tag has been created in Atlas.

Apache Ranger Access Conditions

The Apache Ranger access policy model consists of two major components:

* Specification of the resources a policy is applied to, such as HDFS files and directories,
Hive databases. tables. and columns, HBase tables, column-families, and columns, and so
on.

* Specification of access conditions for specific users and groups.

Allow, Deny, and Exclude Conditions

Apache Ranger supports the following access conditions:

* Allow

* Exclude from Allow

* Deny

* Exclude from Deny

These access conditions enable you to set up fine-grained access control policies.

For example, you can allow access to a "finance" database to all users in the "finance"

group, but deny access to all users in the "interns" group. Let's say that one of the members

of the "interns" group, "scott", needs to work on an assignment that requires access to the

"finance" database. In that case, you can add an Exclude from Deny condition that will

allow user "scott" to access the "finance" database. The following image shows how this
policy would be set up in Apache Ranger:
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If Deny Conditions does not appear on your Policy Details page, you must first Enable

Deny Conditions for Policies.

3.2.1.4.1.1. Enable Deny Conditions for Policies

The deny condition in policies is optional by default and must be enabled for use. To enable
it, set enabl eDenyAndExcepti onsl nPol i ci es tot r ue in the Service Definition for
each of the Ranger Repository via the REST API.

For example:

{

"name": "hdfs",
"description": "HDFS Repository",
"options": {

}
}

"enabl eDenyAndExcept i onsl nPol i ci es":

"true"
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3.2.1.4.2. Policy Evaluation of Access Conditions

Apache Ranger policies are evaluated in a specific order to ensure predictable results (if
there is no access policy that allows access, the authorization request will typically be
denied). The following diagram shows the policy evaluation work-flow:

Apache Ranger Policy Evaluation Flow

3.2.2. Using the Ranger Console

3.2.2.1. Opening and Closing the Ranger Console

To open the Ranger Console, log in to the Ranger portal at htt p: //
<your _ranger _server _addr ess>: 6080. To log in, enter your user name and
password, then click Sign In.

Ranger

& Usermame

Ranger Console Home Page
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Ranger Login Console

After you log in, your user name is displayed at the top right of the Ranger Console.
Ranger Cacmideage 0O At O fesieg iy asmin

To log out of the Ranger Console, click your user name, then select Log Out.
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3.2.2.2. Ranger Console Navigation

¢ The Service Manager for Resource Based Policies page is displayed when you log in to the
Ranger Console. You can use this page to create services for Hadoop resources (HDFS,
HBase, Hive, etc.) and add access policies to those resources.

Ranger Ohcoms Mg [OAsdt & Seting & sdmin
ErrmTTe
Service anager
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o

Clicking Access Manager in the top menu opens the Service Manager for Resource Based
Policies page, and also displays a submenu with links to Resource Based Policies, Tag
Based Policies, and Reports (this submenu is also displayed when you pass the mouse
over the Access Manager link).
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» Access Manager > Resource Based Policies — Opens the Service Manager for Resource
Based Policies page. You can use this page to create services for resources (HDFS, HBase,
Hive, etc.) and add access policies to those services.

Ra nger UAccess Manager [O Audit & Settings

m B Resource Based Policies

W Tag Based Policies
& Reports

Service Mani

= HDFS + [= HBASE

¢ Access Manager > Tag Based Policies — Opens the Service Manager for Tag Based
Policies page. You can use this page to create tag-based services and add access policies
to those services. Using tag-based policies enables you to control access to resources
across multiple Hadoop components without creating separate services and policies in
each component.

Ra nger UAccessManager [ Audit & Settings

m B Resource Based Policies
. W Tag Based Policies
service Mand

& Reports

= TAG +

¢ Access Manager > Reports — Opens the Reports page. You can use this page to generate
user access reports for resource and tag-based policies based on policy name, resource,
group, and user name.
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Ranger UAccessManager [ Audit & Settings

B Resource Based Policies

W Tag Based Policies

Search Criteria

Reports

¢ Audit — You can use the Audit page to monitor user activity at the resource level, and
also to set up conditional auditing based on users, groups, or time. The Audit page
includes the Access, Admin, Login Sessions, and Plugins tabs.

. Ranger UAccessManager [ Audit & Settings

Access Admin Login Sessions Plugins

Q sTarTDaTE: 03/23/2016

¢ Settings — Enables you to manage and assign policy permissions to users and groups.

Clicking or passing the mouse over Settings displays a submenu with links to the Users/
Groups and Permissions pages.
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Ra nger UAccessManager [ Audit & Settings
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3.2.3. Configuring Resource-Based Services

The Service Manager for Resource Based Policies page is displayed when you log in to the
Ranger Console. You can also access this page by selecting Access Manager > Resource
Based Policies. You can use this page to create services for Hadoop resources (HDFS,
HBase, Hive, etc.) and add access policies to those resources.

S Note

The Ambari Ranger installation procedure automatically configures these
services, so there should be no need to a add a service manually.

¢ To add a new resource-based service, click the Add icon

( )
in the applicable box on the Service Manager page. Enter the required configuration
settings, then click Add.

* To edit a resource-based service, click the Edit icon

( )

at the right of the service. Edit the service settings, then click Save to save your changes.

* To delete a resource-based service, click the Delete icon

(E )

at the right of the service. Deleting a service also deletes all of the policies for that
service.
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3.2.3.1.

Ranger Uhosmadsnager ©hsit 0 Seting i iy
ETTe
Service Manager
% HOFS + [ HBASE + [y HIVE +
e - | - | ¢ |
- | o
= YARN + [ KNOX + [ S5TORM +
e - | : - |
B SOLR + [ HAFKA 4+ Mp——Add Service
wn . @ 4—— Delete Service
ke —Edit Service

This section describes how to configure resource-based services for the following Hadoop
components:

¢ Configure an HBase Service [255]
* Configure an HDFS Service [257]
* Configure a Hive Service [259]

* Configure a Kafka Service [261]
* Configure a Knox Service [262]

* Configure a Solr Service [264]

¢ Configure a Storm Service [265]

¢ Configure a YARN Service [267]

Configure an HBase Service

Use the following steps to add a service to HBase:

1. On the Service Manager page, click the Add icon
(

next to HBase.

The Create Service page appears.
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Ranger UAcessManager [ Audit & Settings

Create Service

Service Datalls :

Servioe Namae *

Desoription

Acthve Status @ Enabled O Disabled

Select Tag Serdoe

Conflig Properties :

Usernamae * admin
Paawword ® | see
FadSah B0ty authentication Senple
e, rantes. kesbser s prind pal
hbase.securiy. authentication * Sample
Fhase rookeeper property ClertPort * 2181

bESE TODEE pErguonam *

rookeepser 2node. parent * fhbase

Comemon Kame for Certificate

Add New Configurations Mame

Teit Connection

& admin

Walue

2. Enter the following information on the Create Service page:

Table 3.24. Service Details

Field name

Description

Service Name

The name of the service; required when configuring
agents.

Description

A description of the service.

Active Status

Enabled or Disabled.

Select Tag Service

Select a tag-based service to apply the service and its tag-

based policies to HBase.

Table 3.25. Config Properties

Field name Description

Username The end system username that can be used for
connection.

Password The password for the username entered above.
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Field name

Description

hadoop.security.authorization

The complete connection URL, including port and
database name. (Default port: 10000.) For example, on
the sandbox, jdbc:hive2://sandbox:10000/.

hbase.master.kerberos.principal

The Kerberos principal for the HBase Master. (Required
only if Kerberos authentication is enabled.)

hbase.security.authentication

As noted in the hadoop configuration file hbase-site.xml.

hbase.zookeeper.property.clientPort

As noted in the hadoop configuration file hbase-site.xml.

hbase.zookeeper.quorum

As noted in the hadoop configuration file hbase-site.xml.

zookeeper.znode.parent

As noted in the hadoop configuration file hbase-site.xml.

Common Name for Certificate

The name of the certificate.

This field is interchangeably named Common Name For
Certificate and Ranger Plugin SSL CName in Create
Service pages.

Add New Configurations

Add any other new configuration(s).

3. Click Test Connection.

4. Click Add.

3.2.3.2. Configure an HDFS Service

Use the following steps to add a service to HDFS:

1. On the Service Manager page, click the Add icon

(
next to HDFS.

The Create Service page appears.
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Ranger vacessMansger [©Audt o Seming

Servios Manager »  Creace Senvice

Create Servioe

Service Details ;

fervice Name *

Deicription

Secthen Statue ) Enabled ) Dissbsbed
Lolect Tag Lerice

Config Properties :

Ussrname * admin
Panwword * e
M LEL *
Aigthaiization Enabied o
Jasheniication Type * Simple
hadoop. securitysuth_fo_local
i datancde kerkaod grincipal
s navraivedie ks prindipal
s secondany narenode kerberos principal
RPE Proection Type Bathartication
Coffmon Narsa for Cortificate

At New Confpur ationm Mame

Tasl CEAneson

¥ admin

Wl

2. Enter the following information on the Create Service page:

Table 3.26. Service Details

Field name

Description

Service Name

The name of the service; required when configuring
agents.

Description

A description of the service.

Active Status

Enabled or Disabled.

Select Tag Service

Select a tag-based service to apply the service and its tag-
based policies to HDFS.

Table 3.27. Config Properties

Field name Description

Username The end system username that can be used for
connection.

Password The password for the username entered above.
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Field name

Description

NameNode URL

hdfs://NAMENCDE_FQDN:8020

The location of the Hadoop HDFS service, as noted in the
hadoop configuration file core-site.xml OR (if this is a HA
environment) the path for the primary NameNode.

This field was formerly named fs.defaultFsS.

Authorization Enabled

Authorization involves restricting access to resources. If
enabled, user need authorization credentials.

Authentication Type

The type of authorization in use, as noted in the hadoop
configuration file core-site.xml; either si npl e or
Ker ber 0s. (Required only if authorization is enabled).

This field was formerly named
hadoop.security.authorization.

hadoop.security.auth_to_local

Maps the login credential to a username with Hadoop;
use the value noted in the hadoop configuration file,
core-site.xml.

dfs.datanode.kerberos.principal

The principal associated with the datanode where the
service resides, as noted in the hadoop configuration file
hdfs-site.xml. (Required only if Kerberos authentication is
enabled).

dfs.namenode.kerberos.principal

The principal associated with the NameNode where the
service resides, as noted in the hadoop configuration file
hdfs-site.xml. (Required only if Kerberos authentication is
enabled).

dfs.secondary.namenode.kerberos.principal

The principal associated with the secondary NameNode
where the service resides, as noted in the hadoop
configuration file hdfs-site.xml. (Required only if
Kerberos authentication is enabled).

RPC Protection Type

Only authorised user can view, use, and contribute to
a dataset. A list of protection values for secured SASL
connections. Values: Authentication, Integrity, Privacy

Common Name For Certificate

The name of the certificate.

This field is interchangeably named Common Name For
Certificate and Ranger Plugin SSL CName in Create
Service pages.

Add New Configurations

Add any other new configuration(s).

Click Test Connection.

Click Add.

3.2.3.3. Configure a Hive Service

Use the following steps to add a service to Hive:

1. On the Service Manager page, click the Add icon

(

next to Hive.

The Create Service page appears.
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2. Enter the following information on the Create Service page:

Table 3.28. Service Details

Field name

Description

Service Name

The name of the service; required when configuring
agents.

Description

A description of the service.

Active Status

Enabled or Disabled.

Select Tag Service

Select a tag-based service to apply the service and its tag-
based policies to Hive.

Table 3.29. Config Properties

Field name Description

Username The end system username that can be used for
connection.

Password The password for the username entered above.

jdbc.driver ClassName

The full classname of the driver used for Hive
connections. Default: org.apache.hive.jdbc.HiveDriver

jdbc.url

The complete connection URL, including port and
database name. (Default port: 10000.) For example, on
the sandbox, jdbc:hive2://sandbox:10000/.

Common Name For Certificate

The name of the certificate.
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Field name Description

This field is interchangeably named Common Name For
Certificate and Ranger Plugin SSL CName in Create
Service pages.

Add New Configurations Add any other new configuration(s).

3. Click Test Connection.

4. Click Add.

3.2.3.4. Configure a Kafka Service

Use the following steps to add a service to Kafka:

1. On the Service Manager page, click the Add icon
(

next to Kafka.

The Create Service page appears.
Ranger vacessManager [ Audit  © Settings s admin
| Sercn banager ) _Crmain tervce

Croate Service

Service Detalls :

Serdice Mame *

Description

Arthee Stanus O Unabied Dot ved
Config Proparies |
----------- . d aderin
Paswpid * wsn L]
Tenksaper Connect Sirng * ceaitsar 71 RE
Banger Plugin §51 CHame
A3 W Configurationm Hamae Valua
]
Tiest Diwnnmion
2. Enter the following information on the Create Service page:
Table 3.30. Service Details
Field name Description
Service Name The name of the service; required when configuring
agents.
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Field name

Description

Description

A description of the service.

Active Status

Enabled or Disabled.

Select Tag Service

Select a tag-based service to apply the service and its tag-
based policies to Kafka.

Table 3.31. Config Properties

Field name Description

Username The end system username that can be used for
connection.

Password The password for the username entered above.

ZooKeeper Connect String

Defaults to localhost:2181 (Provide FQDN of zookeeper
host : 2181).

Ranger Plugin SSL CName

Provide common.name.for.certificate which is registered
with Ranger (in Wire Encryption environment).

This field is interchangeably named Common Name For
Certificate and Ranger Plugin SSL CName in Create
Service pages.

Add New Configurations

Add any other new configuration(s).

3. Click Test Connection.

4. Click Add.

3.2.3.5. Configure a Knox Service

Use the following steps to add a service to Knox:

1. On the Service Manager page, click the Add icon

(

next to Knox.

The Create Service page appears.
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2. Enter the following information on the Create Service page:

Table 3.32. Service Details

Field name Description

Service Name The name of the service; required when configuring
agents.

Description A description of the service.

Active Status Enabled or Disabled.

Select Tag Service Select a tag-based service to apply the service and its tag-
based policies to Knox.

Table 3.33. Config Properties

Field name Description

Username The end system username that can be used for
connection.

Password The password for the username entered above.

knox.url The Gateway URL for Knox.

Common Name For Certificate The name of the certificate.
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Field name Description

This field is interchangeably named Common Name For
Certificate and Ranger Plugin SSL CName in Create
Service pages.

Add New Configurations Add any other new configuration(s).

3. Click Test Connection.

4. Click Add.

3.2.3.6. Configure a Solr Service
Use the following steps to add a service to Solr:

1. On the Service Manager page, click the Add icon
(

next to Solr.

The Create Service page appears.

Ranger vacessManager [ Audk O Senings & sdmin
| Service Manager ) _Crsate ServceJ
Create Service
Servioe Detalls :
Tarvice Narme
Dascription
Aetivw St ) Enabled | Disabled
Select Tag Servior
Config Propertien
Lipsreams § wiminy
Paddwind * s L
Solr UAL*
Ranger Pugin 551 Chame
Add Mew Confligurations LTE ] Valua
[ - |
+
Tirit Conifsction
2. Enter the following information on the Create Service page:
Table 3.34. Service Details
Field name Description
Service Name The name of the service; required when configuring
agents.
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Field name

Description

Description

A description of the service.

Active Status

Enabled or Disabled.

Select Tag Service

Select a tag-based service to apply the service and its tag-
based policies to Solr.

Table 3.35. Config Properties

Field name Description

Username The end system username that can be used for
connection.

Password The password for the username entered above.

Solr URL For HDP Search's Solr Instance: http://Sol r _host :8983

For Ambari Infra's Solr Instance:
http://Sol r _host :8886

Ranger Plugin SSL CName

Provide common.name.for.certificate which is registered
with Ranger (in Wire Encryption environment).

This field is interchangeably named Common Name For
Certificate and Ranger Plugin SSL CName in Create
Service pages.

Add New Configurations

Add any other new configuration(s).

Click Test Connection.

Click Add.

3.2.3.7. Configure a Storm Service

Use the following steps to add a service to Storm:

1. On the Service Manager page, click the Add icon

(

next to Storm.

The Create Service page appears.
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2. Enter the following information on the Create Service page:

Table 3.36. Service Details

Field name

Description

Service Name

The name of the service; required when configuring
agents.

Description

A description of the service.

Active Status

Enabled or Disabled.

Select Tag Service

Select a tag-based service to apply the service and its tag-
based policies to Storm.

Table 3.37. Config Properties

Field name Description

Username The end system username that can be used for
connection.

Password The password for the username entered above.

Nimbus URL Host name of nimbus format, in the form:

http://i paddr ess:8080.

This field was formerly named nimbus.url.

Common Name For Certificate

The name of the certificate.

This field is interchangeably named Common Name For
Certificate and Ranger Plugin SSL CName in Create
Service pages.
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Field name

Description

Add New Configurations

Add any other new configuration(s).

3. Click Test Connection.

4. Click Add.

3.2.3.8. Configure a YARN Service

Use the following steps to add a service to YARN:

1. On the Service Manager page, click the Add icon

(
next to YARN.

The Create Service page appears.

Ranggr Uhcoess Manager [ Audit O Setiings
Sendce Manager Create Sandoe
Create Service
Service Detalls @
Sarvice Kame *
Drescription
Bias Suans ) Inabled Dduablad
Salnct Tag Sonvice
Config Properties |
Username * admin
Faepword = =

WARN REST UAL*
durtarexation Type Simple
Commaon Name for Certicane

Actd M Corfigurations Hama

Teest Connection

o admin

Yalos

2. Enter the following information on the Create Service page:

Table 3.38. Service Details

Field name

Description

Service Name

The name of the service; required when configuring
agents.

Description

A description of the service.
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Field name

Description

Active Status

Enabled or Disabled.

Select Tag Service

Select a tag-based service to apply the service and its tag-
based policies to YARN.

Table 3.39. Config Properties

Field name Description

Username The end system username that can be used for
connection.

Password The password for the username entered above.

YARN REST URL

Http or https://RESOURCEMANAGER_FQDN:8088.

Authentication Type

The type of authorization in use, as noted in the hadoop
configuration file core-site.xml; either si npl e or
Ker ber os. (Required only if authorization is enabled).

This field was formerly named
hadoop.security.authorization.

Common Name For Certificate

The name of the certificate.

This field is interchangeably named Common Name For
Certificate and Ranger Plugin SSL CName in Create
Service pages.

Add New Configurations

Add any other new configuration(s).

Click Test Connection.

Click Add.

3.2.3.9. Configure an Atlas Service

Use the following steps to add an Atlas service:

1. On the Service Manager page, click the Add icon

(

next to Storm.

The Create Service page appears.
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2. Enter the following information on the Create Service page:

Table 3.40. Service Details

Field name

Description

Service Name

The name of the service; required when configuring
agents.

Description

A description of the service.

Active Status

Enabled or Disabled.

Select Tag Service

Select a tag-based service to apply the service and its tag-
based policies to Atlas.

Table 3.41. Config Properties

Field name Description

Username The end system username that can be used for
connection.

Password The password for the username entered above.

atlas.rest.address

Atlas host and port: :
http://at | as_host _FQDN:21000.

Common Name For Certificate

The name of the certificate.

This field is interchangeably named Common Name For
Certificate and Ranger Plugin SSL CName in Create
Service pages.

Add New Configurations

Add any other new configuration(s).

3. Click Test Connection.
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4. Click Add.

3.2.4. Resource-Based Policy Management

To view the policies associated with a service, click the service name on the Resource Based
Policies Service Manager page. The policies for that service will be displayed in a list, along
with a search box.

* To add a new resource-based policy to the service, click Add New Policy.

* To edit a resource-based policy, click the Edit icon

(

at the right of the entry for that service. Edit the policy settings, then click Save to save
your changes.

¢ To delete a resource-based policy, click the Delete icon

a

at the right of the entry for that service.

Ranner UAccess Manager [ Audit € Settings W admin
p cB801_TEST_lmom Poliches Add new pﬂ"w
List of Policies : c6401_TEST_knox ¢
Palicy 10 Pullcy Name Status Awdit Logging Groups Users Action
401 _TES 1301 BOROEIS 20 [ Enabted | [ Enanbed | o ﬂ Delete
b0l _TEST_knea-1-20 60203153208 -
policy
Edit policy

This section describes how to configure resource-based policies for the following Hadoop
components:

¢ Create an HBase Policy [270]
¢ Create an HDFS Policy [273]
¢ Create a Hive Policy [275]

¢ Create a Kafka Policy [278]

¢ Create a Knox Policy [280]

¢ Create a Solr Policy [282]

¢ Create a Storm Policy [284]

¢ Create a YARN Policy [286]
3.2.4.1. Create an HBase Policy

To add a new policy to an existing HBase service:

1. On the Service Manager page, select an existing service under HBase.
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= HBASE
hbase-teEE

c6401_TEST_hbase

The List of Policies page appears.
2. Click Add New Policy.

The Create Policy page appears.
Ranger ©acessmanager [ Audit

Sarvice Marager ) Fliae serdce] Poicis

Create Policy

© Settings

Policy Details :

Folicy Type
Policy Mame *

Hibass Table *

Filliae Column-armily *

Fallave Column *

Dienerigicon

PP .

Allow Conditens @

Select Group

ea

3. Complete the Create Policy page as follows:

Table 3.42. Policy Details

= ||
@ | o
o admin

adcliedil padmisssona

[DRead
Wirite
Crams

Ademin

Select/Deseiect All
Delegate

-
Admin
Add Permiszioes n

Label Description

Policy Name Enter an appropriate policy name. This name cannot be
duplicated across the system. This field is mandatory.

HBase Table Select the appropriate database. Multiple databases
can be selected for a particular policy. This field is
mandatory.
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Label

Description

HBase Column-family

For the selected table, specify the column families to
which the policy applies.

HBase Column

For the selected table and column families, specify the
columns to which the policy applies.

Description

(Optional) Describe the purpose of the policy.

Audit Logging

Specify whether this policy is audited. (De-select to
disable auditing).

Table 3.43. Allow Conditions

Label

Description

Select Group

Specify the group to which this policy applies. To
designate the group as an Administrator for the chosen
resource, specify Admin permissions. (Administrators can
create child policies based on existing policies).

The public group contains all users, so granting access to
the public group grants access to all users.

Select User Specify a particular user to which this policy applies
(outside of an already-specified group) OR designate a
particular user as Admin for this policy. (Administrators
can create child policies based on existing policies).

Permissions Add or edit permissions: Read, Write, Create, Admin,

Select/Deselect All.

Delegate Admin

When a policy is assigned to a user or a group of users
those users become the delegated admin. The delegated
admin can update, delete the policies. It can also create
child policies based on the original policy (base policy).

Wildcard characters can be included in the resource path, the database name, the table

name, or the column name:

* * indicates zero or more occurrences of characters

¢ ? indicates a single character

4. You can use the Plus (+) symbol to add additional conditions. Conditions are evaluated in
the order listed in the policy. The condition at the top of the list is applied first, then the

second, then the third, and so on.

5. Click Add.

3.2.4.2. Provide User Access to HBase Database Tables from the

Command Line

HBase provides the means to manage user access to HBase database tables directly from
the command line. The most commonly-used commands are:

* GRANT

Syntax:

grant '<user-or-group>','<pernissions>,'<table>
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For example, to create a policy that grants user1 read/write permission on the table
usertable, the command would be:

grant 'userl','RW, 'usertabl e’

The syntax is the same for granting CREATE and ADMIN rights.
* REVOKE

Syntax:

revoke ' <user-or-group>','<usertabl e>'

For example, to revoke the read/write access of user1 to the table usertable, the
command would be:

revoke 'userl','usertable'

S Note
Unlike Hive, HBase has no specific revoke commands for each user privilege.

3.2.4.3. Create an HDFS Policy

Through configuration, Apache Ranger enables both Ranger policies and HDFS permissions
to be checked for a user request. When the NameNode receives a user request, the Ranger
plugin checks for policies set through the Ranger Service Manager. If there are no policies,
the Ranger plugin checks for permissions set in HDFS.

We recommend that permissions be created at the Ranger Service Manager, and to have
restrictive permissions at the HDFS level.

To add a new policy to an existing HDFS service:

1. On the Service Manager page, select an existing service under HDFS.

(= HDFS +
te5t-hdf§ @
¢6401_TEST_hadoop @

The List of Policies page appears.
Ranger Oaccessmanager [3Audit & Settings o admin
| Service Manager )

List of Policies : Example-Service

Policy ID Policy Name Status Audit Logging Groups Users Action

Example-Service-1-201 60211205602 | Enabled |  Enabiled | admin rlll = |

Example-Service Policies
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2. Click Add New Policy.

The Create Policy page appears.

Ranger UaccessManager () Audit O Settings & admin
| Service Manager > HOFS.service’ Poliies ) Crasta Pollcy
Croate Policy
Pollcy Detalls
oy Type DD
Policy Mame * [ m
Descrighicn
Aud Logging m addiliedil perminsions
L Bead
Wirite
Allow Candltions )
[neinite
SelectDesnlect Al
Seluct Grosp Sebect Uner ] Delrgata

Aateiin

3. Complete the Create Policy page as follows:

Table 3.44. Policy Details

Field Description

Policy Name Enter a unique name for this policy. The name cannot be
duplicated anywhere in the system.

Resource Path Define the resource path for the policy folder/file. To
avoid the need to supply the full path OR to enable the
policy for all subfolders or files, you can either complete
this path using wildcards (for example, /home*) or
specify that the policy should be recursive. (See below.)

Description (Optional) Describe the purpose of the policy.
Audit Logging Specify whether this policy is audited. (De-select to
disable auditing).

Table 3.45. Allow Conditions

Label Description

Select Group Specify the group to which this policy applies. To
designate the group as an Administrator for the chosen
resource, specify Admin permissions. (Administrators can
create child policies based on existing policies).
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Label

Description

The public group contains all users, so granting access to
the public group grants access to all users.

Select User

Specify a particular user to which this policy applies
(outside of an already-specified group) OR designate a
particular user as Admin for this policy. (Administrators
can create child policies based on existing policies).

Permissions

Add or edit permissions: Read, Write, Create, Admin,
Select/Deselect All.

Delegate Admin

When a policy is assigned to a user or a group of users
those users become the delegated admin. The delegated
admin can update, delete the policies. It can also create
child policies based on the original policy (base policy).

Wildcard characters can be included in the resource path, the database name, the table

name, or the

column name:

* * indicates zero or more occurrences of characters

* ? indicates a single character

4. You can use the Plus (+) symbol to add additional conditions. Conditions are evaluated in
the order listed in the policy. The condition at the top of the list is applied first, then the

second, then

5. Click Add.

the third, and so on.

3.2.4.4. Create a Hive Policy

To add a new policy to an existing Hive service:

1. On the Service Manager page, select an existing service under Hive.

= HIVE

6401 TEST

hive

The List of Policies page appears.

Ranger UAccess Manager [ Audit

List of Policies

Q, Seanch fo

Policy ID

Example-Servdce Policles

: Example-Service

r your policy

Palicy Name

Exanmple-Service-1-201 60211205602 | Enabled

2. Click Add New Policy.

The Create Policy page appears.

© Settings
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Hive Ciodummen * Inciudi
Description
AUt Logping m
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3. Complete the Create Policy page as follows:

Table 3.46. Policy Details

ol admin

addied permisssons

[w [T
updale
Craste
Drep
Al
Index
Ltk
] -
Select/Deselect All

Select User n n Dniigutn

Admin

Add Fermimions  # -

Field

Description

Policy Name

Enter an appropriate policy name. This name cannot be
duplicated across the system. This field is mandatory. The
policy is enabled by default.

Table/UDF Drop-down

To continue adding a table-based policy, keep Table
selected. To add a User Defined Function (UDF), select
UDF.

Type in the applicable table name. The autocomplete
feature displays available tables based on the entered
text.

Include is selected by default to allow access. Select
Exclude to deny access.

Hive Column

Type in the applicable Hive column name. The
autocomplete feature displays available columns based
on the entered text.

Include is selected by default to allow access. Select
Exclude to deny access.
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Field

Description

Hive Database

Type in the applicable database name. The
autocomplete feature displays available databases based
on the entered text.

Include is selected by default to allow access. Select
Exclude to deny access..

Description

(Optional) Describe the purpose of the policy.

Audit Logging

Specify whether this policy is audited. (De-select to
disable auditing).

Table 3.47. Allow Conditions

Label

Description

Select Group

Specify a group to which this policy applies. To designate
the group as an Administrator for the chosen resource,
select the Delegate Admin check box. (Administrators
can create child policies based on existing policies).

The public group contains all users, so granting access to
the public group grants access to all users.

Select User

Specify one or more users to which this policy applies.
To designate the group as an Administrator for the
chosen resource, select the Delegate Admin check
box. (Administrators can create child policies based on
existing policies).

Permissions

Add or edit permissions: Select, Update, Create, Drop,
Alter, Index, Lock, All, Select/Deselect All.

Delegate Admin

When Delegate Admin is selected, administrative
privileges are assigned to the applicable users and
groups. Delegated administrators can update and delete
policies, and can also create child policies based on the
original policy.

. You can use the Plus (+) symbol to add additional conditions. Conditions are evaluated in

the order listed in the policy. The condition at the top of the list is applied first, then the

second, then the third, and so on.

5. Click Add.

3 Note

The Ranger Hive plugin only protects HiveServer2; Hive CLI is not supported by

Ranger.

3.2.4.5. Provide User Access to Hive Database Tables from the Command

Line

Hive provides the means to manage user access to Hive database tables directly from the
command line. The most commonly-used commands are:

* GRANT

Syntax:

grant <permi ssions> on table <table> to user <user or group>;
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For example, to create a policy that grants user1 SELECT permission on the table default-
hivesmoke22074, the command would be:

grant select on table default.hivesnoke22074 to user user1;

The syntax is the same for granting UPDATE, CREATE, DROP, ALTER, INDEX, LOCK, ALL,
and ADMIN rights.

* REVOKE

Syntax:

revoke <perm ssions> on table <table> fromuser <user or group>;

For example, to revoke the SELECT rights of user1 to the table default.hivesmoke22074,
the command would be:

revoke sel ect on table default.hivesnoke22074 from user userl;

The syntax is the same for revoking UPDATE, CREATE, DROP, ALTER, INDEX, LOCK, ALL,
and ADMIN rights.

3.2.4.6. Create a Kafka Policy

To add a new policy to an existing Kafka service:

1. On the Service Manager page, select an existing service under Kafka.

= KAFKA +

6401 TEST kafka & | o

The List of Policies page appears.
Ranger UaccessManager [ Audit @ Settings o admin

| Service Manager ) _Example-Service Polices g

List of Policies : Example-Service

@, Seanch for your policy Add New Policy

Policy ID Policy Name Status Audit Logging Groups Users Action

Example-Service-1-20160211205602  Enabled |  Enabled | admin = B

2. Click Add New Policy.

The Create Policy page appears.

278



hdp-security

August 29, 2016

Ranger UawcessManager 0 Audit  © Senings & sdmin
» Mafka service! Fobcis 3 Creabe Policy
Create Palicy
Poilicy Details ;
Polcy e [CHEED)
Prlicy Marre * [ erabied
Topk [ wciude §
nsce Loggin K
Allow Conitions
Salect Group Saleot Unar Polky Constions Framizsiany D;;':I':‘
*
3. Complete the Create Policy page as follows:

Table 3.48. Policy Details

Field Description

Policy Name Enter an appropriate policy name. This name cannot be
duplicated across the system. This field is mandatory.

Topic A topic is a category or feed name to which messages
are published.

Description (Optional) Describe the purpose of the policy.

Audit Logging Specify whether this policy is audited. (De-select to
disable auditing).

Table 3.49. Allow Conditions

Label

Description

Select Group

Specify the group to which this policy applies. To
designate the group as an Administrator for the chosen
resource, specify Admin permissions. (Administrators can
create child policies based on existing policies).

The public group contains all users, so granting access to
the public group grants access to all users.

Select User

Specify a particular user to which this policy applies
(outside of an already-specified group) OR designate a
particular user as Admin for this policy. (Administrators
can create child policies based on existing policies).

Policy Conditions

Specify IP address range.
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Label Description

Permissions Add or edit permissions: Read, Write, Create, Admin,
Select/Deselect All.

Delegate Admin When a policy is assigned to a user or a group of users

those users become the delegated admin. The delegated
admin can update, delete the policies. It can also create
child policies based on the original policy (base policy).

Wildcard characters can be included in the resource path, the database name, the table
name, or the column name:

* * indicates zero or more occurrences of characters
* ? indicates a single character

4. You can use the Plus (+) symbol to add additional conditions. Conditions are evaluated in
the order listed in the policy. The condition at the top of the list is applied first, then the

second, then the third, and so on.

5. Click Add.

3.2.4.7. Create a Knox Policy
To add a new policy to an existing Knox service:

1. On the Service Manager page, select an existing service under Knox.

= KNOX +

6401 TEST knox @

The List of Policies page appears.
Ranger Uaccessmanager [ Audit & Settings i admin

Saervice Manager Example-Sarvice Polickes

List of Policies : Example-Service

Q. Seanch for your policy Add New Policy

Policy ID Palicy Name Status Audit Logging Groups Users Adtion

Example Service-1-201 60211205602 [ Enabled Enabled admin el © |

2. Click Add New Policy.

The Create Policy page appears.
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Ranger CacessManager [ Audit O Settings & aamin
[ erice anager - Frcu s Poaces 9 Crome Py 3
Create Policy
Palicy Detalls :
roscy Type [
Policy Marme * lanabied
—
At Logng m

Allow Condithons

Clegars
Salect Group Salact Usar Palicy Condtians Parmissiorn

Admmin
Jl.l-..4.:--. ﬂ-.'-'.--;:- it n
3. Complete the Create Policy page as follows:
Table 3.50. Policy Details
Field Description
Policy Name Enter an appropriate policy name. This name cannot be
duplicated across the system. This field is mandatory.
Knox Topology Enter an appropriate Topology Name.
Knox Service Enter an appropriate Service Name.
Description (Optional) Describe the purpose of the policy.
Audit Logging Specify whether this policy is audited. (De-select to
disable auditing).

Table 3.51. Allow Conditions

Label Description

Select Group Specify the group to which this policy applies. To
designate the group as an Administrator for the chosen
resource, specify Admin permissions. (Administrators can
create child policies based on existing policies).

The public group contains all users, so granting access to
the public group grants access to all users.

Select User Specify a particular user to which this policy applies
(outside of an already-specified group) OR designate a
particular user as Admin for this policy. (Administrators
can create child policies based on existing policies).

281



hdp-security August 29, 2016

Label Description

Policy Conditions Specify IP address range,

Permissions Add or edit permissions: Read, Write, Create, Admin,
Select/Deselect All.

Delegate Admin When a policy is assigned to a user or a group of users
those users become the delegated admin. The delegated
admin can update, delete the policies. It can also create
child policies based on the original policy (base policy).

Since Knox does not provide a command line methodology for assigning privileges or
roles to users, the User and Group Permissions portion of the Knox Create Policy form is
especially important.

Wildcard characters can be included in the resource path, the database name, the table
name, or the column name:

* * indicates zero or more occurrences of characters

* ? indicates a single character

4. You can use the Plus (+) symbol to add additional conditions. Conditions are evaluated in
the order listed in the policy. The condition at the top of the list is applied first, then the
second, then the third, and so on.

5. Click Add.

3.2.4.8. Create a Solr Policy

To add a new policy to an existing Solr service:

1. On the Service Manager page, select an existing service under Solr.

= SOLR +
test-solr ’i

The List of Policies page appears.

Ranger Uaccessmanager [ Audit & Settings o admin
Example-Service Policies

List of Policies : Example-Service

Policy ID Policy Name Status Audit Logging Groups Users Action

Example-Service-1-201 60211205602 | Enabled | = admin # IE

2. Click Add New Policy.

The Create Policy page appears.
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Ranger UacesMansger [ Audit O Settings & sdmin

Fervice Manager 3 Goir nendce] Podces » Crete Policy

Create Policy
Policy Detalls
Policy Mama *
Soir Clegtion ¥
w———
Aialn Logpng m

Allew Conditions

Salact Group Salact Usar Falicy Condtians Peimissions p:dl.r:::.
d.l"': " Jl.-.--'-.- n
3. Complete the Create Policy page as follows:
Table 3.52. Policy Details
Field Description
Policy Name Enter an appropriate policy name. This name cannot be
duplicated across the system. This field is mandatory.
Solr Collection For HDP Search's Solr Instance: http:host _i p:8983/solr
For Ambari Infra's Solr Instance: http:host _i p:8886/
solr
Description (Optional) Describe the purpose of the policy.
Audit Logging Specify whether this policy is audited. (De-select to
disable auditing).
Table 3.53. Allow Conditions
Label Description
Select Group Specify the group to which this policy applies. To

designate the group as an Administrator for the chosen
resource, specify Admin permissions. (Administrators can
create child policies based on existing policies).

The public group contains all users, so granting access to
the public group grants access to all users.

Select User Specify a particular user to which this policy applies
(outside of an already-specified group) OR designate a
particular user as Admin for this policy. (Administrators
can create child policies based on existing policies).

Policy Conditions Specify IP address range,
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Label Description

Permissions Add or edit permissions: Read, Write, Create, Admin,
Select/Deselect All.

Delegate Admin When a policy is assigned to a user or a group of users

those users become the delegated admin. The delegated
admin can update, delete the policies. It can also create
child policies based on the original policy (base policy).

Wildcard characters can be included in the resource path, the database name, the table
name, or the column name:

* * indicates zero or more occurrences of characters

* ? indicates a single character

4. You can use the Plus (+) symbol to add additional conditions. Conditions are evaluated in
the order listed in the policy. The condition at the top of the list is applied first, then the
second, then the third, and so on.

5. Click Add.

3.2.4.9. Create a Storm Policy
To add a new policy to an existing Storm service:

1. On the Service Manager page, select an existing service under Storm.

= STORM 4+
test-storm E

The List of Policies page appears.
Ranger Uaccessmanager [ Audit & Settings i admin

Saervice Manager Example-Sarvice Policles
List of Policies : Example-Service

Q. Seanch for your policy Add New Policy

Policy ID Palicy Name Status Audit Logging Groups Users Adtion

Example Service-1-201 60211205602 [ Enabled Enabled admin el © |

2. Click Add New Policy.

The Create Policy page appears.
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Ranger UacesManager [ Asdit & Settings

¥ Siorm_service Policies Crease Policy

Create Paolicy

Policy Details

Policy Type

Policy Mamas *

Sperm Topolegy *
Debriglion
Audit Logging

Allow Conditions :

Salect Group Sebact Unar

3. Complete the Create Policy page as follows:

Table 3.54. Policy Details

W #dmin

Delagace
Permizaicna Admin

Add Permispions

Label

Description

Policy Name

Enter an appropriate policy name. This name is cannot
be duplicated across the system. This field is mandatory.

Storm Topology

Enter an appropriate Topology Name.

Description

(Optional) Describe the purpose of the policy.

Audit Logging

Specify whether this policy is audited. (De-select to
disable auditing).

Table 3.55. Allow Conditions

Label

Description

Select Group

Specify the group to which this policy applies. To
designate the group as an Administrator for the chosen
resource, specify Admin permissions. (Administrators can
create child policies based on existing policies).

The public group contains all users, so granting access to
the public group grants access to all users.

Select User Specify a particular user to which this policy applies
(outside of an already-specified group) OR designate a
particular user as Admin for this policy. (Administrators
can create child policies based on existing policies).

Permissions Add or edit permissions: Read, Write, Create, Admin,

Select/Deselect All.

Delegate Admin

When a policy is assigned to a user or a group of users
those users become the delegated admin. The delegated
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5.

Label

Description

admin can update, delete the policies. It can also create
child policies based on the original policy (base policy).

Since Storm does not provide a command line methodology for assigning privileges or
roles to users, the User and Group Permissions portion of the Storm Create Policy form is

especially important.

Table 3.56. Storm User and Group Permissions

Actions

Description

File upload

Allows a user to upload files.

Get Nimbus Conf

Allows a user to access Nimbus configurations.

Get Cluster Info

Allows a user to get cluster information.

File Download

Allows a user to download files.

Kill Topology Allows a user to kill the topology.

Rebalance Allows a user to rebalance topologies.

Activate Allows a user to activate a topology.

Deactivate Allows a user to deactivate a topology.

Get Topology Conf Allows a user to access a topology configuration.
Get Topology Allows a user to access a topology.

Get User Topology

Allows a user to access a user topology.

Get Topology Info

Allows a user to access topology information.

Upload New Credential Allows a user to upload a new credential.

Admin Provides a user with delegated admin access.

Wildcard characters can be included in the resource path, the database name, the table
name, or the column name:

* * indicates zero or more occurrences of characters

* ? indicates a single character

. You can use the Plus (+) symbol to add additional conditions. Conditions are evaluated in

the order listed in the policy. The condition at the top of the list is applied first, then the
second, then the third, and so on.

Click Add.

3.2.4.10. Create a YARN Policy

To add a new policy to an existing YARN service:

1.

On the Service Manager page, select an existing service under YARN.
]

c6401 TEST varn 4
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The List of Policies page appears.

Ranger Uaccessmanager [ Audit & Settings s admin
Example-Service Policles
List of Policies : Example-Service
Q. Saarch for your policy..
Policy ID Policy Name Status Audit Logging Groups Users Action
13 Example-Service-1-201 60211205602 | Enabled  Enabled | [ acmin | rlll = |
2. Click Add New Policy.
The Create Policy page appears.
Ranger vCacesmansger [Audit 0 Settings & acrin
% VARN serwce Policies b Crests Poboy
Create Palicy
Policy Datails :
pobcy e [0
Policy Mame * 0] m
Guewe * | recure
Dewcription
Al Logging rﬂ
Allow Conditions o
Select Group Select User Permimiona B:::T:

Add Perekiiions | 4

3. Complete the Create Policy page as follows:

Table 3.57. Policy Details

Field Description

Policy Name Enter an appropriate policy name. This name cannot be
duplicated across the system. This field is mandatory.

Queue The fundamental unit of scheduling in yarn.

Recursive You can indicate whether all files or folders within the
existing folder comes under the policy. Can be used
instead of wildcard characters.

Description (Optional) Describe the purpose of the policy.
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Field

Description

Audit Logging

Specify whether this policy is audited. (De-select to
disable auditing).

Table 3.58. Allow Conditions

Label

Description

Select Group

Specify the group to which this policy applies. To
designate the group as an Administrator for the chosen
resource, specify Admin permissions. (Administrators can
create child policies based on existing policies).

The public group contains all users, so granting access to
the public group grants access to all users.

Select User Specify a particular user to which this policy applies
(outside of an already-specified group) OR designate a
particular user as Admin for this policy. (Administrators
can create child policies based on existing policies).

Permissions Add or edit permissions: Read, Write, Create, Admin,

Select/Deselect All.

Delegate Admin

When a policy is assigned to a user or a group of users
those users become the delegated admin. The delegated
admin can update, delete the policies. It can also create
child policies based on the original policy (base policy).

Wildcard characters can be included in the resource path, the database name, the table

name, or the column name:

* * indicates zero or more occurrences of characters

* ? indicates a single character

4. Click Add.

3.2.4.11. Create an Atlas Policy

To add a new policy to an existing Atlas service:

1. On the Service Manager page, select an existing service under Atlas.

= ATLAS

Atlas servicel

The List of Policies page appears.

+
= &

288



hdp-security

August 29, 2016

Ra nge r UhAccess Manager

Example-Senvice Policies

List of Policies : Example-Service

Q. Search for your palicy..
Palicy 1D Palicy Name

13 Example-Service-1-201 60211205602

2. Click Add New Policy.

The Create Policy page appears.

Ranger UacessManager [ Audt O Senings

Sorvios Marager ¥ Adlss_service Policies. 3

Create Policy

Policy Detalls

Policy Type

Padicy Hame *
enbity &
Bescription
Audit Logging

Adlow Conditions :

O Audit & Settings

s admin

Add New Policy

Status Audit Logging Groups Users Action
m [ acmin | = B
¥a admin
[ craiea
ciuce
Sollect Unor Fearmiunlone D“‘I"'

Add Permapnent| &

3. Complete the Create Policy page as follows:

Table 3.59. Policy Details

Field Description

Policy Name Enter an appropriate policy name. This name cannot be
duplicated across the system. This field is mandatory.

entity Select entity, type, operation, taxonomy, or term.

Description (Optional) Describe the purpose of the policy.

Audit Logging Specify whether this policy is audited. (De-select to
disable auditing).

289




hdp-security

August 29, 2016

Table 3.60. Allow Conditions

Label

Description

Select Group

Specify the group to which this policy applies. To
designate the group as an Administrator for the chosen
resource, specify Admin permissions. (Administrators can
create child policies based on existing policies).

The public group contains all users, so granting access to
the public group grants access to all users.

Select User Specify a particular user to which this policy applies
(outside of an already-specified group) OR designate a
particular user as Admin for this policy. (Administrators
can create child policies based on existing policies).

Permissions Add or edit permissions: Read, Write, Create, Admin,

Select/Deselect All.

Delegate Admin

When a policy is assigned to a user or a group of users
those users become the delegated admin. The delegated
admin can update, delete the policies. It can also create
child policies based on the original policy (base policy).

Wildcard characters can be included in the resource path, the database name, the table

name, or the column name:

* * indicates zero or more occurrences of characters

* ? indicates a single character

4. You can use the Plus (+) symbol to add additional conditions. Conditions are evaluated in
the order listed in the policy. The condition at the top of the list is applied first, then the

second, then the third, and so on.

5. Click Add.

3.2.5. Row-level Filtering and Column Masking in Hive

3.2.5.1.

You can use Apache Ranger row-level filters to set access policies for rows in Hive tables.
You can also use Ranger column masking to set policies that mask data in Hive columns, for
example to show only the first or last four characters of column data.

In this section:

» Row-level Filtering in Hive with Ranger Policies [290]

* Dynamic Column Masking in Hive with Ranger Policies [294]

Row-level Filtering in Hive with Ranger Policies

Row-level filtering helps simplify Hive queries. By moving the access restriction logic down
into the Hive layer, Hive applies the access restrictions every time data access is attempted.
This helps simplify authoring of the Hive query, and provides seamless behind-the-scenes
enforcement of row-level segmentation without having to add this logic to the predicate of

the query.
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Row-level filtering also improves the reliability and robustness of Hadoop. By providing row-
level security to Hive tables and reducing the security surface area, Hive data access can be
restricted to specific rows based on user characteristics (such as group membership) and the
runtime context in which this request is issued.

Typical use cases where row-level filtering can be beneficial include:

* A hospital can create a security policy that allows doctors to view data rows only for their
own patients, and that allows insurance claims administrators to view only specific rows
for their specific site.

* A bank can create a policy to restrict access to rows of financial data based on the
employee's business division, locale, or based on the employee's role (for example: only
employees in the finance department are allowed to see customer invoices, payments,
and accrual data; only European HR employees can see European employee data).

¢ A multi-tenant application can create logical separation of each tenant's data so that
each tenant can see only their own data rows.

You can use Apache Ranger row-level filters to set access policies for rows in Hive tables.
Row-level filter policies are similar to other Ranger access policies. You can set filters for
specific users, groups, and conditions.

The following conditions apply when using row-level filters:

The filter expression must be a valid WHERE clause for the table or view.

Each table or view should have its own row-level filter policy.

Wildcard matching is not supported on database or table names.

Filters are evaluated in the order listed in the policy.

An audit log entry is generated each time a row-level filter is applied to a table or view.
Use the following steps to create a row-level filtering policy:

1. On the Service Manager page, select an existing Hive Service.

Ranger vacesmnsge [©Adt o Settings

| Service Manager
| Service Manager
]
| [ HDFS + [ HBASE + [P HIVE +
|
| = = =
i [ YARN + [ KNOX + [ S5TORM +

+ I3 prefbics kg N - |

|
I B SOLR + [ KAFKA * [ ATLAS + |
[ = ’n |
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2. Select the Row Level Filter tab, then click Add New Policy.

Ranger CacesManager [Audit @ Settings

|
Anoes Masiking Py Lewed Filber

List of Polickes : Sandbox_hive'

Basarch ler your policy Akl hass Prydey

Falidy i Foligy Murrs LT A pegging Ore=ga [N Aiilan

L]

3. On the Create Policy page, add the following information for the row-level filter:

Table 3.61. Policy Details

Field Description
Policy Name Enter an appropriate policy name. This name cannot be
) duplicated across the system. The policy is enabled by
(required) default.
Hive Database Type in the applicable database name. The auto-
) complete feature displays available databases based on
(required) the entered text.
Hive Table Type in the applicable table name. The auto-complete
feature displays available tables based on the entered
(required) text.
Audit Logging Audit Logging is set to Yes by default. Select No to turn
off audit logging.
Description Enter an optional description for the policy.

Table 3.62. Row Filter Conditions

Label Description

Select Group Specify the groups to which this policy applies.

The public group contains all users, so granting access to
the public group grants access to all users.

Select User Specify one or more users to which this policy applies.

Access Types Currently select is the only available access type. This will
be used in conjunction with the WHERE clause specified
in the Row Level Filter field.

Add Row Filter * To create a row filter for the specified users and
groups, Click Add Row Filter, then type a valid WHERE
clause in the Enter filter expression box.

¢ To allow Select access for the specified users and
groups without row-level restrictions, do not add a
row filter (leave the setting as "Add Row Filter").
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Label Description

« Filters are evaluated in the order listed in the policy.
The filter at the top of the Row Filter Conditions list is
applied first, then the second, then the third, and so
on.

Ranger vacesManager [ Audt  © Settings

Service Masager » Saseiboo_hee Poluies b

Create Policy
Policy Details
LR o vl fber
Policy Mame® o Bier hremployes m m
(ove Dptabase* | | b

Hiww Talbde * = amplryss

Auxi LOgping m

Dt ol ks Firwe brwl filtms sk fini
i mrnplopes Leivie

Eraes Tier eaprestan
Bow Fllter Condithans ©

-
Select Grewg Salact Uner Azzana Typaw n
w adma m # Add Avwr Fikar & n
n andert o ot [ cma e B
" pubss : = - o st b= |15 [ = |

4. To move a condition in the Row Filter Conditions list (and therefore change the order in
which it is evaluated), click the dotted rows icon at the left of the condition row, then
drag the condition to a new position in the list.
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Ranger UacesManager [ Audit O Settings

Edit Palicy

Palicy Detalls :
LTTR PRI o et Fikins |

micyin [
Podicy Kama * roe-SRer b smployss o m

Vi Ll i L

Viben Talsla ® =

Bapil Logpieg m

Desia rigstann Py larwpl TP by i
e mrrgdoyes Liive

Row Fibter Comditions

Rl Grdog L L] Asiein Types Ao Lasenl Files
i | el | CEI30) - [ = |
- masbeben =3 . . B
[ ? R AT A (=TT
& A *
. |:| s w e [ = |

5. Click Add to add the new row-level filter policy.

3.2.5.2. Dynamic Column Masking in Hive with Ranger Policies

You can use Apache Ranger dynamic column masking capabilities to protect sensitive
data in Hive in near real-time. You can set policies that mask or anonymize sensitive data
columns (such as PII, PCl, and PHI) dynamically from Hive query output. For example, you
can mask sensitive data within a column to show only the first or last four characters.

Dynamic column masking policies are similar to other Ranger access policies for Hive.
You can set filters for specific users, groups, and conditions. With dynamic column-level
masking, sensitive information never leaves Hive, and no changes are required at the
consuming application or the Hive layer. There is also no need to produce additional
protected duplicate versions of datasets.

The following conditions apply when using Ranger column masking policies to mask data
returned in Hive query results:
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A variety of masking types are available, such as show last 4 characters, show first 4
characters, Hash, Nullify, and date masks (show only year).

You can specify a masking type for specific users, groups, and conditions.

Wildcard matching is not supported.

Each column should have its own masking policy.

Masks are evaluated in the order listed in the policy.

An audit log entry is generated each time a masking policy is applied to a column .
Use the following steps to create a masking policy:

1. On the Service Manager page, select an existing Hive Service.

Ranger vacessmanager ©Audt  © Sstings

[ Servics Manager 3
Service Manager
(= HDFS + [ HBASE + [ HIVE +
e 7l St e « @
(= YARN + (= KNOX + [ STORM +
b ¥ - b ¥ -
[= SOLR + [= KAFKA + = ATLAS +
Carsibsen_hafea [ . Scibeae_atlas T -

2. Select the Masking tab, then click Add New Policy.
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Ranger Cacesssnager [ Audit O Settings

S

Fallgy i Falicy Mame Fraven Aesdic Lagging Gresga. sy Acrian

3. On the Create Policy page, add the following information for the column-masking filter:

Table 3.63. Policy Details

Field Description
Policy Name Enter an appropriate policy name. This name cannot be
) duplicated across the system. The policy is enabled by
(required) default.
Hive Database Type in the applicable database name. The auto-
) complete feature displays available databases based on
(required) the entered text.
Hive Table Type in the applicable table name. The auto-complete
feature displays available tables based on the entered
(required) text.
Hive Column Type in the applicable column name. The auto-complete
feature displays available columns based on the entered
(required) text.
Audit Logging Audit Logging is set to Yes by default. Select No to turn
off audit logging.
Description Enter an optional description for the policy.

Table 3.64. Mask Conditions

Label Description

Select Group Specify the groups to which this policy applies.

The public group contains all users, so granting access to
the public group grants access to all users.

Select User Specify one or more users to which this policy applies.

Access Types Currently select is the only available access type.
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Label

Description

Select Masking Type

To create a row filter for the specified users and groups,
click Select Masking Option, then select a masking type:

* Redact — mask all alphabetic characters with "x" and all
numeric characters with "n ".

Partial mask: show last 4 — Show only the last four
characters.

Partial mask: show first 4 — Show only the first four
characters.

Hash - Replace all characters with a hash of entire cell
value.

Nullify - Replace all characters with a NULL value.

Unmasked (retain original value) - No masking is
applied.

Date: show only year - Show only the year portion of
a date string and default the month and day to 01/01

Custom - Specify a custom masked value or
expression. Custom masking can use any valid Hive
UDF (Hive that returns the same data type as the data
type in the column being masked).

Masking conditions are evaluated in the order listed

in the policy. The condition at the top of the Masking
Conditions list is applied first, then the second, then the
third, and so on.
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4. To move a condition in the Mask Conditions list (and therefore change the order in
which it is evaluated), click the dotted rows icon at the left of the condition row, then
drag the condition to a new position in the list.
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5. Click Add to add the new column masking filter policy.

3.2.6. Adding Tag-based Service

You can access the Service Manager for Tag-Based Policies page by selecting Access
Manager > Tag Based Policies. You can use this page to create tag-based services and

add tag-based access policies that can be applied to Hadoop resources. Using tag-based
policies enables you to control access to resources across multiple Hadoop components
without creating separate services and policies in each component. You can also use Ranger
TagSync to synchronize the Ranger tag store with an external metadata service such as
Apache Atlas.
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To add a new tag-based service:

1. Click the Add icon

("

in the TAG box on the Service Manager page.

Ral‘lger UAccess Manager [0 Audit & Settings

Service Manager

= TAG [+]

2. On the Service Details page, type in a service name and an optional description. The
service is enabled by default, but you can disable it by selecting Disabled. To add the
service, click Add.
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Ranger UAccessManager [ Audit & Settings

Service Manager Create Serdce

Create Service

Service Details :

Service Name * tag_servicel

Descriptian

Active Status @) Enabled Disabled

m Cancel

3. The new tag service appears on the Service Manager page.

Ra Nnger UAccessManager [ Audit i Settings

Service Manager

= TAG +

tag_servicel ral
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3.2.7. Adding Tag-based Policies

Tag-based policies enable you to control access to resources across multiple Hadoop
components without creating separate services and policies in each component. You can

also use Ranger TagSync to synchronize the Ranger tag store with an external metadata
service such as Apache Atlas.

To add a new tag-based policy:

1. Select Access Manager > Tag Based Policies, then select a tag-based service.

Ranger UAccessManager [ Audit & Settings

Service Manager

= TAG

-+
I tag_sewice1| =

2. On the List of Policies page, click Add New Policy.
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The Create Policy page appears:
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3. Enter information on the Create Policy page as follows:

Table 3.65. Policy Details

Field Description

Policy Type Set to Access by default.

Policy Name Enter an appropriate policy name. This name cannot be
duplicated across the system. This field is mandatory.

TAG Enter the applicable tag name.

Description (Optional) Describe the purpose of the policy.
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3.2.7.1.

Field

Description

Audit Logging

Specify whether this policy is audited. (De-select to
disable auditing).

Table 3.66. Allow, Exclude from Allow, Deny, and Exclude from Deny

Conditions

Label

Description

Select Group

Specify the group to which this policy applies. To
designate the group as an Administrator for the chosen
resource, specify Admin permissions. (Administrators can
create child policies based on existing policies).

The public group contains all users, so setting a
condition for the public group applies to all users.

Select User

Specify a particular user to which this policy applies
(outside of an already-specified group) OR designate a
particular user as Admin for this policy. (Administrators
can create child policies based on existing policies).

Policy Conditions

Click Add Conditions to add or edit policy conditions.
Currently "Accessed after expiry_date? (yes/no)" is the
only available policy condition. To set this condition, type
yes in the text box, then select the green check mark
button to add the condition.

Component Permissions

Click Add Permissions to add or edit component
conditions. To add component permissions, enter the
component name in the text box, then use the check
boxes to specify component permissions. Select the
green check mark button to add the chosen component
conditions to the policy.

If Deny Conditions does not appear on your Policy Details page, you must first Enable

Deny Conditions for Policies.

4. You can use the Plus (+) symbols to add additional conditions. Conditions are evaluated
in the order listed in the policy. The condition at the top of the list is applied first, then
the second, then the third, and so on.

5. Click Add to add the new policy.

Adding a Tag-based PIl Policy

In this example we create a tag-based policy for objects tagged "PII" in Atlas. Access to
objects tagged "PII" is allowed for members of the "audit" group. All other users (the

"public" group) are denied access.

To add a Pll tag-based policy:

1. Select Access Manager > Tag Based Policies, then select a tag-based service.
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Service Manager
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2. On the List of Policies page, click Add New Policy.

Ranger 0acessManager [ Audit

Sarvich Mo " Lig_servicel Pelides

List of Policles : tag servicel
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The Create Policy page appears:
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3. Enter the following information on the Create Policy page:

Table 3.67. Policy Details

Field Description

Policy Type Set to Access by default.

Policy Name Pll

TAG PIl

Audit Logging YES

Description Restrict access to resources with the Pl tag.
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Table 3.68. Allow Conditions

Label Description
Select Group audit
Select User <none>
Policy Conditions <none>
Component Permissions hive

(select all permissions)

Table 3.69. Deny Conditions

Label Description
Select Group public
Select User <none>
Policy Conditions <none>
Component Permissions hive

(select all permissions)

If Deny Conditions does not appear on your Policy Details page, you must first Enable

Deny Conditions for Policies.

Table 3.70. Exclude from Allow Conditions

Label Description
Select Group audit
Select User <none>
Policy Conditions <none>
Component Permissions hive

(select all permissions)
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In this example we used Allow Conditions to grant access to the "audit" group, and then
used Deny Conditions to deny access to the "public" group. Because the "public" group
includes all users, we then used Exclude from Deny Conditions to exclude the "audit"
group, in effect reinstating the "audit" group's original Allow access condition.

4. Click Add to add the new policy.

3.2.7.2. Default EXPIRES_ON Policy

An EXPIRES_ON tag-based policy is created automatically when a tag service instance
created. This default policy denies access to objects tagged with EXPIRES_ON after the
expiry date specified in the Atlas tag attribute. You can use the following steps to review
the default EXPIRES_ON policy.

1. Select Access Manager > Tag Based Policies, then select a tag-based service.
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2. On the List of Policies page, click the Edit icon for the default EXIRES_ON policy.

Ranger Caceswansger [Auds 0 Seig

The Edit Policy page appears:
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3. We can see that the default EXPIRES_ON policy denies access to all users, and for all
components, after the expiry date specified in the Atlas tag attribute.

3.2.8. Users/Groups and Permissions Administration

To view the list of users and groups who can access the Ranger portal or its services, select

Settings > Users/Groups in the top menu.

The Users/Groups page lists:

¢ Internal users who can log in to the Ranger portal; created by the Ranger console Service

Manager.

¢ External users who can access services controlled by the Ranger portal; created at other
systems like Active Directory, LDAP or UNIX, and synched with those systems.
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¢ Admins who are the only users with permission to create users and create services, run
reports, and perform other administrative tasks. Admins can also create child policies
based on the original policy (base policy).

Ranger UhccessMonager [ Audit  © Settings & sdmin
Users Groups
Group List
Group Name Group Souro Visibilicy
pubic =1  visible
shicler  Eatorrul  Visitile |
hadoop  Extornal  vislbie
splash | Extorral | Visibls.
roat  Extornal |  visible.
e e T

3.2.8.1. Add a User

To add a new user to the user list:
1. Select Settings > Users/Groups.

The Users/Groups page appears.

Ra nger UAccessManager [1Audic & Settings & admin
Usera/Groups
El Permissions
Users Groups
User List
e . e
User Mame Email Address Role User Source Groups Wislbility
admn | Admin =0 [ adein | hadoop | hdfs |  visitile
FANZEerusersymc m m N m
FAFBErLEETyTS ["_'.'ﬂ m m
amb_ranger_admin [ Adrin | =] [ visitle |
hadoop [user N <o - (Ve
der  user | ==  side £
b  user |  External | ==  visible
reppeiin (ser RN oot [ hadoop [ st |
splasn (vor I -corai | [Spasan] root) [istie

2. Click Add New User .

The User Detail page appears.
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User Name *

New Password *
Password Confirm *
First Narme *

Last Mame

Email Address

Select Role * Admin

ar

Graup  Please select +

oo

3. Add the required user details, then click Save.

The user is immediately added to the list.
3.2.8.2. Edit a User

To edit a user:
1. Select Settings > Users/Groups.

The Users/Groups page opens to the Users tab.
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2. Select a user profile to edit.

Ranger UAccess Manager [ Audit % Settings i admin
Edit your own profile #® Profile
® ogo
Users. Groups o8 Out
User List Edit a user profile

Add New User Set Visibility ~

Q Search for yoy/users...

=] User Name Email Address Role User Source Groups Visibility
O acmin [acimin [incernai] [2dinin ] hadoop | s [visivie
O | rangerusersync [ Admin | =M  visible |
O | rangertagsync [ Admin | [ Internal |  visible |
O  amb_ranger_admin m m m
O | hadoop m m m
O ambrige [user ] [ External [hadoop ] usens | [visiie]
O stder [ser [Excornl] [Sicer D

* The User Detail page appears.

3 Note

You can only fully edit internal users. For external users, you can only edit
the user role.
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[ Basic infa &, Change Passward

U=er Mame * al

First Maime * Mal
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Email Address

Select Role * Liser

ik
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You can edit all properties except the User Name when editing an internal user.

User Detail

User Name * userD001
First Mame uzerD001
Last Mame userD00]

Email Address

Select Aole ® User

Group  [Laulfag]

You can only change the user role when editing an external user.

* To edit your own user profile, click User name>Profile.

@ Log Ous
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The User Profile page appears.

User Profile

& Basic Info 4, Change Password
First Mama Admiri
Last Mameg * 1t N
Emadl Address

Select Rale * Admin

3. Edit the appropriate details, then click Save.

3.2.8.3. Delete a User

Only users with role "admin" may delete a user. To permanently delete a user:

1. Select Settings > Users/Groups.

The Users/Groups page appears.

Ra“ger UAccess Manager [ Audit & Settings

Users Groups

4 Permissions

User List

2. Search for your usars
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=
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2. Select the check box of the user you want to delete and click the Delete icon

e

at the right of the User List menu bar.
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3. You are prompted to confirm the user deletion; select OK.

You receive confirmation that the operation has succeeded.
3.2.8.4. Add a Group
To add a group:
1. Select Settings > Users/Groups.
The Users/Groups page opens to the Users tab.
Ra nger YAccessManager [ Audit  © Settings g admin
e e O Permissions
User List
re—— . CEEEa
User Mame Email Address Role User Source Groups Wisibility

admin | Admin  internal | | adein | hadoop | b |  Visihie |
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hadoop m m m
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2. Click the Groups tab.

The Groups page appears.
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3. Click Add New Group

The Group Create page appears.

Ranger UhAcessManager [ Audt © Sestings v #dmin
UseruiGroups
Usars Groups
User List
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4. Enter a unique name for the group, and an optional description, then click Save.
3.2.8.5. Edit a Group

To edit a group:

1. Select Settings > Users/Groups.

The Users/Groups page opens to the Users tab.
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Ra nger UAccessManager [1Audic & Settings W admin
[ Permissions
Users Groups
User List
v— . EmerEa
user Name Email Address Role User seurce Groups Wisibllity
admin | Admin =0 [ adein | hadoop | b | | Visitile
rangersersyne | Admin L imternal | "  visible
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2. Click the Groups tab.
The Groups page appears.
Ra nger UAcessManager [ Audit & Settings s admin
Users Groups
Group List
8. Smarch for your groups... 7 Set Visitlliey =
Group Name Group Seurce
public m m
shicler  Extorral  Visible
hadoop | Extornai |  Visibls |
splash m E
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. Fe— .
3. Select a group name to edit.
Ranger UhAcessMmanager [ Audit O Settings ula admin
Lisers Groups
Group List
Group Name Group Seurce Vislbificy
[incarnai [Viibie
ahdler m E::
hadong =0  Visible
splash =0  Visible
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4. The Group Edit page appears.
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UsersSGroups Group Edi

Group Detail
Group Mame* | pulblic

Description public group

5. Edit the group details, then click Save.

3.2.8.6. Delete a Group
Only users with role "admin" may delete a group. To permanently delete a group:
1. Select Settings > Users/Groups.

The Users/Groups page appears.

Ranger UAcessManager [ Audit O Settings w admin
Users/Groups
Lrsers Groups
Group List
2 Search o your groups.. :
Group Name Greup Seurce Wity
pubihic L"'..:ﬂ m
ahder m m
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splash m m
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2. Click the Groups tab.

The Groups page appears.
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3. Select the check box of the group you want to delete and click the Delete icon

e

at the right of the Group List menu bar.

Ranger UhccessManager [ Audit o Settings & o
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4. You are prompted to confirm the group deletion; select OK.
You receive confirmation that the operation has succeeded.

Users in a deleted group will be reassigned to no group. You can edit the user to reassign it
to groups.

3.2.8.7. Add or Edit Permissions
To add or edit user or group:
1. Select Settings > Permissions.

The Users/Groups page opens to the Permissions page.
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2. Click the Edit icon

F

(

next to the permission you would like to edit.

The Edit Permission page appears.
[ Permissiom ) nerseoons

Edit Permilssion

Palicy Datails

User and Group Permissions

Sl Griep Saben User Al AET#A

by

3. Edit the permission settings, then click Save.

You can select multiple users and groups from the drop-down menus.

3.2.9. Reports Administration

You can use the Reports page to help manage policies more efficiently as the number of
policies increases. The page lists all HDFS, HBase, Hive, YARN, Knox, Storm, Solr, Kafka,
Atlas, and tag-based policies.
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3.2.9.1. View Reports

To view reports on one or more policies, select Access Manager > Reports.

B Arcerce Daeed Polxie
W Tag Based Polides
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More policy information is available when you click
below Allow Conditions.
HDFS
Palicy 1D Palicy M Respurses Palicy Type Statun Allew Canditians
o path prhi [ ovess  Inatied | =
CaliHipE Liwsin LYTIT
Alaw [ esdinieny
| hacteop | armsartqa | BT
O Glabal Allce pathal = =) *

3.2.9.2. Search Reports

You can search based on:
¢ Policy Name - The policy name assigned to the policy.

* Policy Type - The policy type assigned to the policy (Access, Masking, or Row Level
Filter).
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¢ Component — The component assigned to the policy (HDFS, HBase, Hive, YARN, Knox,
Storm, Solr, Kafka, Atlas, and tag).

¢ Resource - The resource path used when creating the policy.

¢ Group, Username - The group and the users to which the policy is assigned.

hnggr U Arcess Manager  [) Audit @ Settings & sdmin
Reports
Saarch Criteria
Polcy Mame Policy Type
Component 1 Resoirce
..... Wiy | e
HDFS
Palicy 1D Pulicy N Rmsoarcan Policy Typs Siatun Alloe Conditians
- g pathis (Acorss Cirabied] +
HOFS. Ghobad Ao paah m | robvio | *
HBASE
Fallcy 1B Folicy Wi LI et Policy Typs LAETERY Al L insn
columnc®
all . b, codurmn-Tamiy, cobamn sl Tasnidy { Accem |  Enabbed | *
table*
okt TobdakeUnague
Hillan Global Alicw cohurmn-fmmiby = | Ersalvbed | *
rahle s
columect
14 amployes Polaoy ki Ty  Accem | == *
tableciamplogi
ol *
HBrie Dhevms Dlati Lisietin eohumn fanily [ Acvess Enaied | +
tablaci®

3.2.9.3. Download Reports

You can download a list of reports in two file formats:
e CSV file

¢ Excel file
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Il,pnggr U Access Manager [ Aaidit & Settings & asdmin
Reports
Search Criteria
Py Mame Policy Type
Component 1 AESOLFCR
..... 1y -

The downloaded file contains the following columns:
* ID
* Name

¢ Resources

Groups

Users

Accesses: e.g., read, create, update, delete, all, etc

Service Type: Component

Status: Enabled/Disabled

3.2.9.4. Edit Policies from the Reports Page

You can edit policies from the Reports page by selecting the Policy ID.
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Reports
Search Criteria
“ﬂﬂ.&r Chcoris Manager [ Audit O Settings Ry admin
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HEPS Polcy M I ==
Researcs Path* | [m
Paligy @
= I
SR . |
HBASE dthl Loy QRN
Py Descript ¥
Ao Conditins :
Salact Grosp Selacr LUsar Farmaskn D::::'
o hadosg | |u smbertgn et [ e | trncetn [ « [H
+
VEP RO Y S

3.2.10. Special Requirements for High Availability
Environments

In a High Availability (HA) environment, the primary and secondary NameNodes must be
configured as described in the HDP System Administration Guide.

To enable Ranger in the HDFS HA environment, the HDFS plugin must be set up in each
NameNode, and then pointed to the same HDFS service set up in the Security Manager.
Any policies created within that HDFS service are automatically synchronized to the primary
and secondary NameNodes through the installed Apache Ranger plugin. That way, if the
primary NameNode fails, the secondary NameNode takes over and the Ranger plugin at
that NameNode begins to enforce the same policies for access control.

When creating the service, you must include the f s. def aul t . nane property, and it
must be set to the full host name of the primary NameNode. If the primary NameNode
fails during policy creation, you can then temporarily use the f s. def aul t . nane of the
secondary NameNode in the service details to enable directory lookup for policy creation.
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If, while the primary NameNode is down, you wish to create new policies, there is a slight
difference in user experience when specifying the resource path. If everything is normal,
this is a drop-down menu with selectable paths; however, if your cluster is running from the
failover node, there will be no drop-down menu, and you will need to manually enter the
path.

Primary NameNode failure does not affect the actual policy enforcement. In this setup for
HA, access control is enforced during primary NameNode failure by the Ranger plugs at the
secondary NameNodes.

For Test Connection to be successful for HBase and HDFS in a Ranger HA environment,
complete the following: In/ et ¢/ ranger / admi n, create a symbolic link between hbase-
site.xm andhdfs-site. xm:

cd /etc/ranger/adm n
In -s /etc/hadoop/ conf/ hdfs-site.xm hdfs-site.xm
In -s /etc/ hbase/ conf/ hbase-site.xm hbase-site.xmn

3.2.11. Adding a New Component to Apache Ranger

This section describes how to add a new component to Apache Ranger.
Apache Ranger has three main components:
* Admin Tool - Provides web interface & REST APl for managing security policies.

e Custom Authorization Module for components — Provides custom authorization within
the (Hadoop) component to enforce the policies defined in Admin Tool.

» UserGroup synchronizer — Enables the user/group information in Apache Ranger
to synchronize with the Enterprise user/group information stored in LDAP or Active
Directory.

In order to support new component authorization using Apache Ranger, the component
details need to be added to Apache Ranger as follows:

* Add component details to the Admin Tool.
» Develop a custom authorization module for the new component.
Adding Component Details to the Admin Tool

The Apache Ranger Admin tool supports policy management via both a web interface (Ul)
and support for a (public) REST API. In order to support a new component in both the Ul
and the Server, the Admin Tool must be modified.

Required Ul changes to support the new component:
1. Add a new component template to the Access Manager page (console home page):

Show new component on the Access Manager page i.e home pagel[#!/policymanager].
Apache Ranger needs to add table template to Service Manager page and make
changes in corresponding JS files. Ranger also needs to create a new service type enum
to distinguish the component for which the service/policy is created/updated.
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For example: Add a table template to PolicyManagerLayout_tmpl.html file to

view the new component on the Access Manager page and make changes in the
PolicyManagerLayout.js file related to the new component, such as passing knox service
collection data to the PolicyManagerLayout_tmpl template. Also create a new service
type enum (for example, ASSET_KNOX) in the XAEnums.js file.

. Add new configuration information to the Service Form:

Add new configuration fields to Service Form [AssetForm.js] as per new component
configuration information. This will cause the display of new configuration fields in
the corresponding service Create/Update page. Please note that the AssetForm.js is a
common file for every component to create/update the service.

For example: Add new field(configuration) information to AssetForm.js and
AssetForm_tmpl.js.

. Add a new Policy Listing page:

Add a new policy listing page for the new component in the View Policy list. For
example: Create a new KnoxTableLayout.js file and add JS-related changes as per the old
component[HiveTableLayout.js] to the View Policy listing. Also create a template page,
KnoxTableLayout_tmpl.html.

. Add a new Policy Create/Update page:

Add a Policy Create/Update page for the new component. Also add a policy form JS file
and its template to handle all policy form-related actions for the new component. For
example: Create a new KnoxPolicyCreate.js file for Create/Update Knox Policy. Create a
KnoxPolicyForm.js file to add knox policy fields information. Also create a corresponding
KnoxPolicyForm_tmpl.html template.

. Other file changes, as needed:

Make changes in existing common files as per our new component like Router.js,
Controller.js, XAUtils.js, FormlnputList.js, UserPermissionList.js, XAEnumes.js, etc.

Required server changes for the new component:

Let's assume that Apache Ranger has three components supported in their portal and we
want to introduce one new component, Knox:

1.

Create New Service Type

If Apache Ranger is introducing new component i.e Knox, then they will add one new
service type for knox. i.e serviceType = “Knox”. On the basis of service type, while
creating/updating service/policy, Apache Ranger will distinguish for which component
this service/policy is created/updated.

. Add new required parameters in existing objects and populate objects

For Policy Creation/Update of any component (i.e HDFS, Hive, Hbase), Apache Ranger
uses only one common object, “VXPolicy.” The same goes for the Service Creation/
Update of any component: Apache Ranger uses only one common object “VXService."
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As Apache Ranger has three components, it will have all the required parameters of

all of those three components in “VXPolicy/VXService.” But for Knox, Apache Ranger
requires some different parameters which are not there in previous components. Thus, it
will add only required parameters into ~VXPolicy/VXService™ object. When a user sends
a request to the Knox create/update policy, they will only send the parameters that are
required for Knox to create/update the VXPolicy object.

After adding new parameters into VXPolixy/VXService, Apache Ranger populates the
newly-added parameters in corresponding services, so that it can map those objects with
Entity Object.

3. Add newly-added fields (into database table) related parameters into entity object and
populate them

As Apache Ranger is using JPA-EclipseLink for database mapping into java, it is necessary
to update the Entity object. For example, if for Knox policy Apache Ranger has added
two new fields (“topology™ and “service™) into db table “x_resource’, it will also have to
update the entity object of table (i.e “XXResource "), since it is altering table structure.

After updating the entity object Apache Ranger will populate newly-added parameters
in corresponding services (i.e XResourceService), so that it can communicate with the
client using the updated entity object.

4. Change middleware code business logic

After adding and populating newly required parameters for new component, Apache
Ranger will have to write business logic into file “AssetMgr’, where it may also need

to do some minor changes. For example, if it wants to create a default policy while
creating the Service, then on the basis of serviceType, Apache Ranger will create one
default policy for the given service. Everything else will work fine, as it is common for all
components.

Required database changes for the new component:

For service and policy management, Apache Ranger includes the following tables:
» x_asset (for service)

» x_resource (for service)

As written above, if Apache Ranger is introducing new component then it is not required to
create individual table in database for each component. Apache Ranger has common tables
for all components.

If Apache Ranger has three components and wants to introduce a fourth one, then it

will add required fields into these two tables and will map accordingly with java object.

For example, for Knox, Apache Ranger will add two fields (" topology ", “service") into
“x_resource . After this, it will be able to perform CRUD operation of policy and service for
our new component, and also for previous components.

3.2.12. Developing a Custom Authorization Module

In the Hadoop ecosystem, each component (i.e., Hive, HBase) has its own authorization
implementation and ability to plug in a custom authorization module. To implement the
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centralized authorization and audit feature for a component, the component should
support a customizable (or pluggable) authorization module.

The custom component Authorization Plugin should do the following:
* Provide authorization based on Policies defined in Policy Admin Tool
* Provide audit information based on the authorization decisions
Implementing Custom Component Authorization

To implement the custom component authorization plugin, the Ranger common agent
framework provides the following functionalities:

* Ability to read all policies from Service Manager for a given service-id
* Ability to log audit information
When the custom authorization module is initialized, the module should do the following:

1. Initiate a REST API call to the “Policy Admin Tool"” to retrieve all policies associated with
the specific component.

2. Once the policies are available, it should:
* be built into a custom data structure for enabling the authorization module.

* kick off the policy updater thread to refresh policies from “Policy Admin Tool” at a
regular interval.

When the custom authorization module is called to perform authorization of a component
action (such as READ action) on a specific component resource (such as /app folder), the
authorization module will:

* Identify authorization decision - For each policy:policyList:
¢ If (resource in policy <match> auth-requested-resource)
* If (action-in-policy <match>action-requested

¢ If (current-user or current-user-groups or public-group <allowed> for the policy), Return
access-allowed

* Identify auditing needs - For each policy:policyList

* If (resource in policy <match> auth-requested-resource), return policy.isAuditEnabled()

3.2.13. Apache Ranger Public REST API

* Service Definition APIs [332]
¢ Get Service Definition by ID [333]
¢ Get Service Definition by Name [336]

¢ Create Service Definition [339]
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3.2.13.1.

Update Service Definition by ID [342]
Update Service Definition by Name [346]
Delete Service Definition by ID [346]
Delete Service Definition by Name [346]

Search Service Definitions [346]

Service APIs [347]

Get Service by ID [348]

Get Service by Name [348]
Create Service [349]

Update Service by ID [349]
Update Service by Name [349]
Delete Service by ID [350]
Delete Service by Name [350]

Search Services [350]

Policy APIs [353]

Get Policy by ID [353]

Get Policy by Service Name and Policy Name [354]
Create Policy [355]

Update Policy by ID [357]

Update Policy by Service Name and Policy Name [359]
Delete Policy by ID [361]

Delete Policy by Service Name and Policy Name [361]

Search Policies in a Service [362]

Service Definition APIs

Get Service Definition by ID [333]

Get Service Definition by Name [336]

Create Service Definition [339]

Update Service Definition by ID [342]
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» Update Service Definition by Name [346]
 Delete Service Definition by ID [346]

* Delete Service Definition by Name [346]
* Search Service Definitions [346]

3.2.13.1.1. Get Service Definition by ID

APl Name Get Service Definition

Request Type GET

Request URL service/public/v2/api/servicedef/{id}

Request Params

Response {
"accessTypes": [
{
"inmpliedGants": [],
"itemd": 1,
"l abel ": "Read",
"name": "read"

"inmpliedGants": [],
"itemd": 2,
"label": "Wite",
"nane": "wite"

"inmpliedGants": [],
"itemd": 3,
"l abel ": "Execute",
"nanme": "execute"
}
1.
"configs": [
{
"itemd": 1,
"l abel ": "Usernane",
"mandat ory": true,
"nanme": "usernane",
"subType": "",
"type": "string",
"uiH Nt "ty
"val i dati onMessage": "",
"val i dati onRegEx": ""

"itemd": 2,

"l abel ": "Password",
"mandat ory": true,
"nane": "password",
"subType": "",

"type": "password",

"uiH Nt "ty

"val i dati onMessage": "",
"val i dati onRegEx": ""

"itemd": 3,

"l abel ": "Nanenode URL",
"mandat ory": true,

"nane": "fs.default.nane",
"subType": "",

"type": "string",

"uiH Nt "ty

"val i dati onMessage": "",
"val i dati onRegEx": ""

"defaul t Val ue": "false",
"itemd": 4,
"l abel ": "Authorization Enabl ed",
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APl Name Get Service Definition

"mandat ory": true,
"nane": "hadoop.security.
aut hori zation",
"subType": "YesTrue: NoFal se",
"type": "bool",
"uiHont"ott,
"val i dati onMessage": "",
"val i dati onRegEx": ""

"def aul t Val ue": "sinple",

"itemd": 5,

"l abel ": "Authentication Type",

"mandat ory": true,

"nane": "hadoop.security.
aut henti cation",

"subType": "authnType",

"type": "enunt,

"uiHont"ott,

"val i dati onMessage": "",

"val i dati onRegEXx":

"itemd": 6,

"mandat ory": fal se,

"nane": "hadoop.security.
auth_to_l ocal ",

"subType": "",

"type": "string",

"uiH Nttt

"val i dati onMessage": "",

"val i dati onRegEx": ""

"itemd": 7,

"mandat ory": fal se,

"nane": "dfs.datanode. ker beros.
principal ",

"subType": "",

"type": "string",

"uiHont"ott,

"val i dati onMessage": "",

"val i dati onRegEXx":

"itemd": 8,

"mandat ory": fal se,

"nane": "dfs.nanenode. ker ber os.
principal ",

"subType": "",

"type": "string",

"uiHont"ott,

"val i dati onMessage": "",

"val i dati onRegEx":

"itemd": 9,

"mandat ory": fal se,

"nane": "dfs.secondary. nanenode.
ker ber os. pri nci pal ",

"subType": "",

"type": "string",

"uiHont"ott,

"val i dati onMessage": "",

"val i dati onRegEx": ""

"defaul t Val ue": "authentication",
"item d": 10,

"l abel ": "RPC Protection Type",
"mandat ory": fal se,

"nane": "hadoop.rpc.protection”,
"subType": "rpcProtection",
"type": "enunt,

"uiHont"ott,

"val i dati onMessage": "",

"val i dati onRegEx": ""
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APl Name

Get Service Definition

b
{
"itemd': 11,

"l abel ": "Conmmon Name for

Certificate",
"mandat ory": fal se,

"nane": "commonNanmeFor Certificate",

"subType": "",
"type": "string",
"uiHont"ott,
"val i dati onMessage":
"val i dati onRegEXx":

}

"cont ext Enri chers": [],
"createTime": 1450756476000,

"description": "HDFS Repository",

"enuns": [
{
"defaul t1ndex": O,
"elenents": [

"l abel ": "Authentication",

{
"itemd": 1,
"l abel ": "Sinple",
"nane": "sinple"
b
{
"itemd": 2,
"l abel ": "Kerberos",
"nane": "kerberos"
}
1,
"itemd": 1,
"nane": "authnType"
b
{
"defaul t1ndex": O,
"elenents": [
{
"itemd": 1,
"nane": "authentication”
b
{
"itemd": 2,
"label": "Integrity",
"nane": "integrity"
b
{
"itemd": 3,
"l abel ": "Privacy",
"nane": "privacy"
}
1,
"itemd": 2,
"nanme": "rpcProtection”
}

]

d5d377284b2d",
"id'ro1,

"guid": "0d047247-baf e- 4cf 8- 8e9b-

"inpl A ass": "org.apache. ranger. services. hdfs.

Ranger Ser vi ceHdf s",
"isEnabl ed": true,
"l abel ": "HDFS Repository",
"name": "hdfs",
"options": {},
"policyConditions": [],
"resources": [

{

"description": "HDFS file or directory

pat h",
"excl udesSupported":
"itemd": 1,

fal se,

"l abel ": "Resource Path",

"level ": 10,

"1 ookupSupported": true,
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APl Name

Get Service Definition

"mandat ory":

true,

"mat cher":

"org. apache. ranger. pl ugi n.

resour cenat cher . Ranger Pat hResour ceMat cher ",
"mat cher Options": {

"ignoreCase": "false",
"wildCard": "true"
b
"name": "path",
"recursiveSupported": true,
"type": "path",
"uiH Nt ",

"val i dati onMessage": "",
"val i dati onRegEXx":
}
1,
"updat eTi ne": 1450756477000,
"version": 1

3.2.13.1.2. Get Service Definition by Name

APl Name

Get Service Definition

Request Type

GET

Request URL

service/public/v2/api/servicedef/name/{name}

Request Params

Response

{

"accessTypes": [
"inmpliedGants": [],
"itemd": 1,

"l abel": "select",
"nane": "select"

b

{
"inmpliedGants": [],
"itemd": 2,
"l abel ": "update",
"nane": "update"

b

{
"inmpliedGants": [],
"itemd": 3,
"l abel": "Create",
"nanme": "create"

b

{
"inmpliedGants": [],
"itemd": 4,
"l abel ": "Drop",
"nane": "drop"

b

{
"inmpliedGants": [],
"itemd": 5,
"l abel": "Alter",
"nane": "alter"

b

{
"inmpliedGants": [],
"itemd": 6,
"l abel ": "I ndex",
"nane": "index"

b

{
"inmpliedGants": [],
"itemd": 7,
"l abel ": "Lock",
"nane": "l ock"

b

{
"inmpliedGants": [

"sel ect",
"update",
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APl Name

Get Service Definition

"create",
"drop",
"alter",
"i ndex",
"l ock"
1.
"itemd": 8,
"label": "AIIl",
"nane": "all"

}

’onfigs": [

{

]

"itemd": 1,

"l abel ": "Usernane",
"mandat ory": true,
"nanme": "usernane",
"type": "string",
"uiHont"ott,

"val i dati onMessage": "",
"val i dati onRegEXx":

"itemd": 2,

"l abel ": "Password",
"mandat ory": true,
"nane": "password",
"type": "password",
"uiHont"ott,

"val i dati onMessage": "",
"val i dati onRegEXx":

"def aul t Val ue": "org. apache. hive. j dbc.
H veDriver",

"itemd": 3,

"mandat ory": true,

"nane": "jdbc.driverd assNane",

"type": "string",

"uiHont"ott,

"val i dati onMessage": "",

"val i dati onRegEXx":

"defaul tValue": "",
"itemd": 4,

"mandat ory": true,
"nane": "jdbc.url",
"type": "string",
"uiHont"ott,

"val i dati onMessage": "",
"val i dati onRegEXx":

"itemd": 5,

"l abel ": "Common Name for
Certificate",

"mandat ory": fal se,

"nane": "commonNanmeFor Certificate",

"type": "string",

"uiH Nttt

"val i dati onMessage": "",

"val i dati onRegEXx":

}

"cont ext Enri chers": [],
"createTine": 1450756479000,
"description": "H ve Server2",
"enuns": [],

"guid":
" 3elaf b5a- 184a- 4e82- 9d9c- 87a5cacc243c",
"id:o3,
"inpl d ass": "org.apache. ranger. services. hi ve.

Ranger Ser vi ceHi ve",

"isEnabl ed": true,
"label": "Hive Server2",
"name": "hive",
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APl Name Get Service Definition

"options": {},
"policyConditions": [

{
"description": "List of Hve
resources”,
"eval uator": "org.apache.
ranger . pl ugi n. condi ti oneval uat or .
Ranger H veResour cesAccessedToget her Condi ti on",
"eval uat orOptions": {},

"itemd": 1,
"l abel ": "H ve Resources Accessed
Toget her ?",
"nane": "resources-accessed-together"
}
1,
"resources": [
{
"description": "H ve Database",
"excl udesSupported": true,
"itemd": 1,
"l abel ": "H ve Database",
"level ": 10,

"1 ookupSupported": true,
"mandat ory": true,
"mat cher": "org.apache. ranger. pl ugin.
resour cenat cher . Ranger Def aul t Resour ceMat cher ",
"mat cher Options": {
"ignoreCase": "true",
"wildCard": "true"
b
"name": "database",
"recursiveSupported": false,
"type": "string",
"uiHont"ott,
"val i dati onMessage": "",
"val i dati onRegEx": ""

b

{
"description": "H ve Table",
"excl udesSupported": true,
"itemd": 2,
"label": "H ve Table",
"level": 20,

"1 ookupSupported": true,
"mandat ory": true,
"mat cher": "org. apache. ranger. pl ugin.
resour cenat cher . Ranger Def aul t Resour ceMat cher ",

"mat cher Options": {

"ignoreCase": "true",

"wildCard": "true"
b
"name": "table",
"parent": "database",
"recursiveSupported": false,
"type": "string",
"uiHont"ott,
"val i dati onMessage":
"val i dati onRegEx": ""

"description": "H ve UDF",
"excl udesSupported": true,

"itemd": 3,
"l abel ": "H ve UDF",
"level ": 20,

"1 ookupSupported": true,
"mandat ory": true,
"mat cher": "org. apache. ranger. pl ugin.
resour cemat cher . Ranger Def aul t Resour ceMat cher ",
"mat cher Options": {
"ignoreCase": "true",
"wildCard": "true"

}

ane": "udf",
"parent": "database",
"recursiveSupported": false,
"type": "string",
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APl Name

Get Service Definition

"uiH Nttt
"val i dati onMessage": "",
"val i dati onRegEXx":

b

{
"description": "H ve Colum",
"excl udesSupported": true,
"itemd": 4,
"label": "H ve Colum",
"level": 30,

"1 ookupSupported": true,
"mandat ory": true,
"mat cher": "org. apache. ranger. pl ugin.
resour cenat cher . Ranger Def aul t Resour ceMat cher ",
"mat cher Options": {
"ignoreCase": "true",
"wildCard": "true"

name": "colum",
"parent": "table",
"recursiveSupported": false,
"type": "string",
"uiH Nttt
"val i dati onMessage": "",
"val i dati onRegEXx":
}
1,
"updat eTi ne": 1450756479000,
"version": 1

3.2.13.1.3. Create Service Definition

API Name

Create Service Definition

Request Type

Post

Request URL

service/public/v2/api/servicedef

Request Params

{
"accessTypes": [
{

"inmpliedGants": [],

"itemd": 1,

"l abel ": "select",

"nane": "select"

b
{

"inmpliedGants": [],

"itemd": 2,

"l abel ": "update",

"nane": "update"

b
{

"inmpliedGants": [],

"itemd": 3,

"l abel": "Create",

"nanme": "create"

b
{

"inmpliedGants": [],

"itemd": 4,

"l abel ": "Drop",

"nane": "drop"

b
{

"inmpliedGants": [
"sel ect",
"update",
"create",

"drop"

1,

"itemd": 5,

"l abel": "AIl",

"nane": "all"

}
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Create Service Definition

"configs": [
{

"itemd": 1,
"l abel ": "Usernane",
"mandat ory": true,
"name": "usernanme",
"type": "string",
"uiH Nttt
"val i dati onMessage":
"val i dati onRegEx": ""

"itemd": 2,

"l abel ": "Password",
"mandat ory": true,
"nane": "password",
"type": "password",
"uiH Nt ",

"val i dati onMessage":
"val i dati onRegEx": ""

}

"context Enrichers": [],

"description": "Test Conponent",

"enuns": [],

"inpl O ass": "org.apache. ranger. services.test.
Ranger Servi ceTest ",

"isEnabl ed": true,

"l abel ": "Test Conponent",

"name": “"test",

"options": {},

"policyConditions": [],

"resources": [

{
"description": "Root Of Resource
Hi erarchy for Test Conponent",
"excl udesSupported": true,
"itemd": 1,
"l abel ": "Test Root Resource",
"level": 10,
"1 ookupSupported": true,
"mandat ory": true,
"mat cher": "org.apache. ranger. pl ugin.
resour cemat cher . Ranger Def aul t Resour ceMat cher ",
"mat cher Options": {
"ignoreCase": "true",
"wildCard": "true"
b
"name": “"root",
"recursiveSupported": false,
"type": "string",
"uiHont"ott,
"val i dati onMessage": "",
"val i dati onRegEx": ""

b
{
"description": "Sub Resource for Test
Conponent ",
"excl udesSupported": true,
"itemd": 2,

"label": "Test sub resource”,
"level": 20,
"1 ookupSupported": true,
"mandat ory": true,
"mat cher": "org. apache. ranger. pl ugin.
resour cemat cher . Ranger Def aul t Resour ceMat cher ",

"mat cher Options": {

"ignoreCase": "true",

"wildCard": "true"

}

ane": "sub",
"parent": "root",
"recursiveSupported": false,
"type": "string",
"uiHont"ott,
"val i dati onMessage":
"val i dati onRegEx": ""
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APl Name Create Service Definition
}
1.
"version": 1
}
Response {
"accessTypes": [
{
"inmpliedGants": [],
"itemd": 1,
"l abel ": "select",
"nane": "select"
Ji s
{
"inpliedGants": [],
"itemd": 2,
"l abel ": "update",
"nane": "update"
Ji s
{
"inpliedGants": [],
"itemd": 3,
"l abel": "Create",
"name": "create"
Ji s
{
"inpliedGants": [],
"itemd": 4,
"l abel ": "Drop",
“pane": "drop"
Ji s
{
"inpliedGants": [
"sel ect",
"updat e",
"create",
"drop"
s
"itemd": 5,
"l abel": "Al",
"name": "all"
}
s
"configs": [
{
"itemd": 1,
"l abel ": "Usernane",
“mandatory": true,
"name": "usernanme",
“type": "string",
"uiHnt": "",
"val i dati onMessage": "",
"val i dati onRegEx": ""
Ji s
{
"itemd": 2,
"l abel ": "Password",
“mandatory": true,
“"pane": "password",
"type": "password",
"uiHnt": "",
"val i dati onMessage": "",
"val i dati onRegEx": ""
}
s
"context Enrichers": [],
"createTime": 1451347300617,
"createdBy": "Admn",
"description": "Test Conponent",
"enuns": [],
guid":
" f 889f 2d3- 920a- 4504- 9905- 809bbc417902",
"id": 101,

"inpl O ass": "org.apache.ranger.services.test.

Ranger Ser vi ceTest ",
"i sEnabl ed": true,
"l abel ": "Test Conponent",
"name": “"test",
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Create Service Definition

"options": {},
"policyConditions": [],
"resources": [

{
"description": "Root Of Resource
Hi erarchy for Test Conponent",
"excl udesSupported": true,

"itemd": 1,
"l abel ": "Test Root Resource",
"level ": 10,

"1 ookupSupported": true,
"mandat ory": true,
"mat cher": "org. apache. ranger. pl ugin.
resour cenat cher . Ranger Def aul t Resour ceMat cher ",
"mat cher Options": {
"ignoreCase": "true",
"wildCard": "true"
b
"name": “"root",
"recursiveSupported": false,
"type": "string",
"uiHont"ott,
"val i dati onMessage": "",
"val i dati onRegEXx":

b
{
"description": "Sub Resource for Test
Conponent ",
"excl udesSupported": true,
"itemd": 2,
"label": "Test sub resource”,
"level": 20,

"1 ookupSupported": true,
"mandat ory": true,
"mat cher": "org. apache. ranger. pl ugin.
resour cenat cher . Ranger Def aul t Resour ceMat cher ",
"mat cher Options": {
"ignoreCase": "true",
"wildCard": "true"

name": "sub",
"parent": “"root",
"recursiveSupported": false,
"type": "string",
"uiHont"ott,
"val i dati onMessage": "",
"val i dati onRegEx": ""
}
1,
"updat eTi ne": 1451347300618,
"updat edBy": "Adnmin",
"version": 1

3.2.13.1.4. Update Service Definition by ID

API Name

Update Service Definition

Request Type

PUT

Request URL

service/public/v2/api/servicedef/{id}

Request Params

{

"accessTypes": [

"inmpliedGants": [],

"itemd": 1,
"l abel ": "select",
"nane": "select"
b
{
"inmpliedGants": [],
"itemd": 2,
"l abel ": "update",
"nane": "update"
b
{
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"inmpliedGants": [],
"itemd": 3,

"l abel": "Create",
"name": "create"

"inmpliedGants": [],
"itemd": 4,

"l abel ": "Drop",
"nane": "drop"

"inmpliedGants": [],
"itemd": 5,

"l abel": "Index",
"nane": "index"

"inmpliedGants": [
"sel ect",
"update",
"create",
"drop",

"i ndex"

1.

"itemd": 6,

"label": "AIIl",

"nane": "all"

}

’onfigs": [

{

]

"itemd": 1,

"l abel ": "Usernane",
"mandat ory": true,
"nanme": "usernane",
"type": "string",
"uiHont"ott,

"val i dati onMessage": "",
"val i dati onRegEXx":

"itemd": 2,
"l abel ": "Password",
"mandat ory": true,
"nane": "password",
"type": "password",
"uiHont"ott,
"val i dati onMessage": "",
"val i dati onRegEx": ""

}

ontext Enrichers": [],
"description": "Test Conponent",
"enuns": [],

]

"inpl A ass": "org.apache. ranger. services.test.

Ranger Servi ceTest ",
"isEnabl ed": true,
"l abel ": "Test Conponent",
"name": “"test",
"options": {},
"policyConditions": [],
"resources": [

{

"description": "Root Of Resource
Hi erarchy for Test Conponent",

"excl udesSupported": true,

"itemd": 1,

"label": "Test Root Resource",

"level": 10,

"1 ookupSupported": true,

"mandat ory": true,

"mat cher": "org. apache. ranger. pl ugin.

resour cemat cher . Ranger Def aul t Resour ceMat cher ",
"mat cher Options": {
"ignoreCase": "true",
"wildCard": "true"
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b

"nane": "root",

"type": "string",
"uiH Nttty

Conponent ",
"itemd": 2,

"level ": 20,

resour cenat cher . Ranger Def aul t
"mat cher Opti ons":
"ignoreCase":

nane": "sub",
"parent": "root",

"type": "string",
"uiH Nttt

"1 ookupSupport ed"
"mandat ory": true,
"mat cher": "org. apache. ranger. pl ugin.

"recursiveSupported": false,

"val i dati onMessage": "",
"val i dati onRegEX"

"description": "Sub Resource for Test
"excl udesSupported": true,

"l abel ": "Test sub resource",

: true,

Resour ceMat cher ",

{

“true",

"W ldCard": "true"

"recursiveSupported": false,

"val i dati onMessage": "",
"val i dati onRegEX"

Response

"accessTypes": [
{
"inpliedGants":
"itemd": 1,

"nane": "select"

"inpliedGants":
"itemd": 2,

"nane": "update"

"inpliedGants":
"itemd": 3,

"nane": "create"

"inpliedGants":
"itemd": 4,

"l abel ": "Drop",
“pane": "drop"

"inpliedGants":
"itemd": 5,

"l abel *: "I ndex",
“"pane": "index"

"inpliedGants":
"sel ect",
"updat e",
"create",
"drop",

"i ndex"

s

"itemd": 6,

"l abel": "Al",

"nane": "all"

"l abel ": "select"

"l abel ": "update"

"l abel": "Create"

[1.

[1.

[1.

[1.

[1.

[
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I
"configs": [
{
"itemd": 1,
"l abel ": "Usernane",
"mandat ory": true,
"name": "usernane",
"type": "string",
"uiHont"ott,
"val i dati onMessage": ""
"val i dati onRegEx": ""
b
{
"itemd": 2,
"l abel ": "Password",
"mandat ory": true,
"nane": "password",
"type": "password",
"uiHont"ott,
"val i dati onMessage": "",
"val i dati onRegEx": ""
}
1

ontext Enrichers": [],
"createTine": 1451347301000,
"createdBy": "Adnmin",
"description": "Test Conponent",

"enuns": [],
"guid":
" f 889f 2d3- 920a- 4504- 9905- 809bbc417902",
"id": 101,
"inpl O ass": "org.apache. ranger. services.test.

Ranger Servi ceTest ",
"isEnabl ed": true,
"l abel ": "Test Conponent",
"name": “"test",
"options": {},
"policyConditions": [],
"resources": [

{
"description": "Root Of Resource
Hi erarchy for Test Conponent",
"excl udesSupported": true,

"itemd": 1,
"l abel ": "Test Root Resource",
"level ": 10,

"1 ookupSupported": true,
"mandat ory": true,
"mat cher": "org. apache. ranger. pl ugin.
resour cemat cher . Ranger Def aul t Resour ceMat cher ",
"mat cher Options": {
"ignoreCase": "true",
"wildCard": "true"
b
"name": “"root",
"recursiveSupported": false,
"type": "string",
"uiHont"ott,
"val i dati onMessage": "",
"val i dati onRegEx": ""

b
{
"description": "Sub Resource for Test
Conponent ",
"excl udesSupported": true,
"itemd": 2,
"label": "Test sub resource”,
"level": 20,

"1 ookupSupported": true,
"mandat ory": true,
"mat cher": "org. apache. ranger. pl ugin.
resour cenat cher . Ranger Def aul t Resour ceMat cher ",
"mat cher Options": {
"ignoreCase": "true",
"wildCard": "true"
b

"nane":

sub",
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Update Service Definition

"parent": "root",
"recursiveSupported": false,
"type": "string",
"uiH Nttty
"val i dati onMessage": "",
"val i dati onRegEx": ""
}
1.
"updat eTi me": 1451351474321,
"updat edBy": "Adnmin",
"version": 2

3.2.13.1.5. Update Service Definition by Name

APl Name

Update Service Definition

Request Type

PUT

Request URL

service/public/v2/api/servicedef/{name}

Request Params

Application/json

* Example:

Response

200-Application/json

3.2.13.1.6. Delete Service Definition by ID

API Name

Delete Service Definition

Request Type

DELETE

Request URL

service/public/v2/api/servicedef/{id}

Request Param

Response

204-No Content

3.2.13.1.7. Delete Service Definition by Name

APl Name

Delete Service Definition

Request Type

DELETE

Request URL

service/public/v2/api/servicedef/name/{name}

Request Param

Response

204-No Content

3.2.13.1.8. Search Service Definitions

APl Name Search Service Definitions
Request Type GET
Request URL service/public/v2/api/servicedef

Request Params

Query Params

pageSize int The page size required
startindex int The startrecord index
serviceType string The service definition
names("hdfs", "hive", "hbase", "knox", " "o

" "storm”, "solr",
"kafka","yarn")

isEnabled boolean The enabled status : true if enabled;
false otherwise

346




hdp-security

August 29, 2016

APl Name Search Service Definitions
Example :
pageSize=25&startindex=0
Response [ :
"accessTypes": [
{
"inmpliedGants": [],
"itemd": 1,
"l abel ": "Read",
"nane": "read"
b
{
"inmpliedGants": [],
"itemd": 2,
"label": "Wite",
"nane": "wite"
b
{
"inmpliedGants": [],
"itemd": 3,
"l abel ": "Execute",
"nanme": "execute"
}
1.
"configs": [
{
"itemd": 1,
"l abel ": "Usernane",
"mandat ory": true,
"name": "usernane",
"subType": "",
"type": "string",
"uiH Nt ",
"val i dati onMessage": "",
"val i dati onRegEXx":
b

"description": "Sub Resource for
Test Conponent"”,
"excl udesSupported": true,

"itemd": 2,
"l abel ": "Test sub resource",
"level ": 20,

"1 ookupSupported": true,
"mandat ory": true,
"matcher": "org.
apache. ranger. pl ugi n. r esour cemat cher .
Ranger Def aul t Resour ceMat cher ",
"mat cher Options": {
"ignoreCase": "true",
"wildCard": "true"

name": "sub",
"parent": "root",
"recursiveSupported": false,
"type": "string",
"uiH Nt ",
"val i dati onMessage": "",
"val i dati onRegEx":

}

updat eTi me": 1451351474000,
"updat edBy": "Adnmin",
"version": 2

3.2.13.2. Service APIs
» Get Service by ID [348]

» Get Service by Name [348]
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* Create Service [349]

Update Service by ID [349]

* Update Service by Name [349]
* Delete Service by ID [350]

» Delete Service by Name [350]
* Search Services [350]

3.2.13.2.1. Get Service by ID

APl Name

Get Service

Request Type

GET

Request URL

service/public/v2/api/service/{id}

Request Params

Response

"configs": {
"fs.defaul t.name": "hdfs://akul karni - et p-
real -final -1. noval ocal : 8020",
"hadoop. security.auth_to_|l ocal ":
" DEFAULT",
"hadoop. security. aut hentication":
"sinple",
"hadoop. security. aut horization": "false",
"password": tExExEn
"username": "hadoop"
b
"createTine": 1450757397000,
"createdBy": "anb_ranger_adm n",
"description": "hdfs repo",
"guid":
"ec082eea- 0c22- 43b8- 84e0- 129422f 689b9",
"idro1,
"i sEnabl ed": true,
"nane": "cl 1_hadoop",
"pol i cyUpdat eTi ne": 1450757398000,
"policyVersion": 2,
"tagVersion": 1,
"type": "hdfs",
"updat eTi ne": 1450757398000,
"updat edBy": "anb_ranger_adnin",
"version": 3

}
3.2.13.2.2. Get Service by Name
APl Name Get Service
Request Type GET

Request URL

service/public/v2/api/service/name/{name}

Request Params

Response

{
"configs": {
"jdbc. driverC assName": "org.apache. hive.
jdbc. HiveDriver",
"jdbc.url": "jdbc: hive2://akul kar ni - et p-
real -final -1. noval ocal : 10000",
"passwor d": MExExEn
"usernane": "hive"
b
"createTime": 1450757992000,
"createdBy": "anb_ranger_adm n",
"description": "hive repo",

"guid": "2bca8f98-4859-43c3- asdf 4-
d31al5f 28793",
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APl Name Get Service
"id'r 3,
"i sEnabl ed": true,
"nane": "cl 1_hive",

"pol i cyUpdat eTi ne": 1450757995000,
"policyVersion": 4,

"tagUpdat eTi me": 1450916660000,
"tagVersion": 74,

"type": "hive",

"updat eTi ne": 1450757995000,
"updat edBy": "anb_ranger_adnin",
"version": 78

3.2.13.2.3. Create Service

APl Name Create Service
Request Type Post
Request URL service/public/v2/api/service
Request Params {
"configs": {
"password": MEREEEET
"usernane": "hadoop"
Ji o
"description": "test service",
"i sEnabl ed": true,
“"pane": "cl1_test",
"type": "test",
"version": 1
}
Response {
"configs": {
“passwor dt: tEEERE
"usernanme": "hadoop"

i

"createTine": 1451348710255,

"createdBy": "Adnmin",

"description": "test service",

"guid": "e72ch64d- 66d7-4632- b5ae-
c6966cb52105",

"id": 6,
"i sEnabl ed": true,
"nane": "cl1_test",

"tagVersion": 1,

“type": "test",

"updat eTi ne": 1451348710256,
"updat edBy": "Admin",
"version": 1

3.2.13.2.4. Update Service by ID

APl Name

Update Service

Request Type

PUT

Request URL

service/public/v2/api/service/{id}

Request Params

Application/json

* Example:

Response

200-Application/json

3.2.13.2.5. Update Service by Name

APl Name

Update Service

Request Type

PUT

Request URL

service/public/v2/api/service/name/{name}
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APl Name

Update Service

Request Params

{
"configs": {

"password":

"user nane":

"*****"‘
"admi n"
I
"description": "test service",
"i sEnabl ed": true,

"nane": "cl1_test",

"type": "test"

Response

"configs": {
"password": MExExEn
"usernane": "adm n"
b
"createTime": 1451348710000,
"createdBy": "Admin",
"description": "test service",
"guid': "e72ch64d- 66d7-4632- b5ae-
c6966cb52105",

"id": 6,
"i sEnabl ed": true,
"nane": "cl1_test",

"pol i cyUpdat eTi ne": 1451351474000,
"policyVersion": 3,

"tagVersion": 1,

"type": "test",

"updat eTi me": 1451352016713,
"updat edBy": "Admin",

"version": 5

3.2.13.2.6. Delete Service by ID

APl Name

Delete Service

Request Type

DELETE

Request URL

service/public/v2/api/service/{id}

Request Param

Response

204-No Content

3.2.13.2.7. Delete Service by Name

APl Name

Delete Service

Request Type

DELETE

Request URL

service/public/v2/api/service/name/{name}

Request Param

Response

204-No Content

3.2.13.2.8. Search Services

APl Name Search Services
Request Type GET
Request URL service/public/v2/api/service

Request Params

Query Parameters:

pageSize int The page size required
startindex int The startrecord index
serviceName stringThe service name

serviceNamePartial string Partial service name
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APl Name

Search Services

serviceType string The service types(such as
"hdfs", "hive", "hbase", "knox", "storm")

isEnabled boolean The enabled status (true/false): true is
enabled, false otherwise

Example :

pageSize=258&startindex=0

Response

[

"configs": {
"fs.defaul t.nane": "hdfs://akul karni -
etp-real -final -1. noval ocal : 8020",
"hadoop. security.auth_to_|l ocal ":
" DEFAULT",
"hadoop. security. aut hentication":
"sinpl e",
"hadoop. security. aut hori zation":
"fal se",
"password": trEEExT
"usernane": "hadoop"
Ji s
"createTine": 1450757397000,
"createdBy": "anb_ranger_admi n",
“description": "hdfs repo",
"guid":
"ec082eea- 0c22- 43b8- 84e0- 129422f 689b9",
"id' 1,
"i sEnabl ed": true,
"pane": "cl 1_hadoop",
"pol i cyUpdat eTi ne": 1450757398000,
“policyVersion": 2,
“"tagVersion": 1,
“"type": "hdfs",
"updat eTi ne": 1450757398000,
"updat edBy": "anb_ranger_adm n",
"version": 3

Ji s
{
"configs": {
"password": trEEExT
"usernanme": "“yarn",
“yarn.url": "http://akul karni - et p-
real -final -1. noval ocal : 8088"
Ji s
"createTine": 1450757747000,
"createdBy": "anb_ranger_admi n",
“description": "yarn repo",
"guid":
" 080970a9- 2216- 4660- 962e- 2b48046bf 87e",
"id': o2,
"i sEnabl ed": true,
“nane": "cl1_yarn",
"pol i cyUpdat eTi ne": 1450757747000,
"policyVersion": 1,
“"tagVersion": 1,
"type": "yarn",
"updat eTi ne": 1450757747000,
"updat edBy": "anb_ranger_admi n",
"version": 2
Ji s
{
"configs": {
"jdbc. driverC assName": "org.apache.
hi ve.j dbc. H veDriver",
"jdbc.url": "jdbc: hive2://akul kar ni -
etp-real -final -1. noval ocal : 10000",
"password": trEEExT
"usernane": "hive"
Ji s
"createTine": 1450757992000,
"createdBy": "anb_ranger_adm n",
“description": "hive repo",

"guid": "2bca8f 98-4859-43c3- a8f 4-
d31alsf 28793",
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"id" 3,
"i sEnabl ed": true,
"nane": "cl 1_hive",

"pol i cyUpdat eTi ne": 1450757995000,
"policyVersion": 4,

"tagUpdat eTi me": 1450916660000,
"tagVersion": 74,

"type": "hive",

"updat eTi ne": 1450757995000,
"updat edBy": "anb_ranger_adnin",
"version": 78

b
{
"configs": {
"hadoop. security. aut hentication":
"sinple",
"hbase. security. authentication":
"sinple",
"hbase. zookeeper . property.clientPort":
"2181",

"hbase. zookeeper . quoruni': "akul kar ni -
etp-real -final-1.noval ocal ",
"password": MExExEn
"usernane": "hbase",
"zookeeper. znode. parent": "/hbase-
unsecure"
b
"createTine": 1450758200000,
"createdBy": "amb_ranger_admin",
"description": "hbase repo",
"guid": "6495d4c9- cdlb- 4bdf - a023-
bdc82806186f ",
"id:o4,
"isEnabl ed": true,
"nane": "cl 1_hbase",
"pol i cyUpdat eTi ne": 1450758202000,
"policyVersion": 2,
"tagVersion": 1,
"type": "hbase",
"updat eTi ne": 1450758202000,
"updat edBy": "anb_ranger_adnin",
"version": 3

"configs": {
"passwor d": tExExEn
"usernane": "kafka",
"zookeeper. connect": "akul karni - et p-
real -final-1. noval ocal : 2181"
b
"createTine": 1450758481000,
"createdBy": "anb_ranger_adnin",
"description": "kafka repo",
"gui d": "bd25a697- 7c45- 4c75- b23d-
bb02071c98c2",
"id": 5,
"isEnabl ed": true,
"nane": "cl 1_kafka",
"pol i cyUpdat eTi ne": 1450805416000,
"policyVersion": 2,
"tagVersion": 1,
"type": "kafka",
"updat eTi ne": 1450805416000,
"updat edBy": "anb_ranger_adnin",
"version": 3

"configs": {
"passwor d": tExExEn
"usernane”: "adm n"
b
"createTime": 1451348710000,
"createdBy": "Adnmin",
"description": "test service",
"guid": "e72ch64d- 66d7-4632- b5ae-
€c6966cb52105",
"id': 6,
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APl Name

Search Services

"i sEnabl ed": true,

"pane": "cl1_test",

"pol i cyUpdat eTi ne": 1451352708000,
"policyVersion": 4,

"tagVersion": 1,

"type": "test",

"updat eTi ne": 1451352708000,
"updat edBy": "Adnin",

"version": 6

3.2.13.3. Policy APIs

* Get Policy by ID [353]

» Get Policy by Service Name and Policy Name [354]

* Create Policy [355]
* Update Policy by ID [357]

* Update Policy by Service Name and Policy Name [359]

* Delete Policy by ID [361]

* Delete Policy by Service Name and Policy Name [361]

* Search Policies in a Service [362]

3.2.13.3.1. Get Policy by ID

APl Name Get Policy
Request Type Get
Request URL service/public/v2/api/policy/{id}

Request Params

Response

{

"al | onExceptions": [],
"createTime": 1450757397000,
"createdBy": "anb_ranger_adnmin",
"denyExceptions": [],
"denyPolicyltenms": [],
"description": "Default Policy for Service:

cl 1_hadoop",
"guid":

"4c2f 7af b- 23f a- 45e9- 9b41- 29bdc7423b65",
"idro1,

"i sAudi t Enabl ed": true,

"i sEnabl ed": true,

"nanme": "cl 1_hadoop- 1- 20151222040957",
"policyltens": [

"accesses": [

{
"isAl |l owed": true,
"type": "read"

h

{
"isAl |l owed": true,
"type": "wite"

h

{
"isAl |l owed": true,
"type": "execute"

}

"conditions": [],
"del egat eAdmi n": true,
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APl Name Get Policy
"groups": [],
"users": [
"anbari - ga"
]
}

1.
"resour ceSi gnat ure":
" 6f 956063401eda656f 1leae8870claf ac”,
"resources": {
"path": {
"i sExcl udes": fal se,
"i sRecursive": true,

"val ues": [
Iy
]
}
b
"service": "cl1_hadoop",

"updat eTi ne": 1450757398000,
"updat edBy": "anb_ranger_adnin",
"version": 2

3.2.13.3.2. Get Policy by Service Name and Policy Name

APl Name

Get Policy

Request Type

Get

Request URL

service/public/v2/api/service/{service-name}/policy/
{policy-name}

Request Params

Response

{

"al | onExceptions": [],
"createTime": 1450757992000,
"createdBy": "anb_ranger_admi n",
"denyExceptions": [],
"denyPolicyltems": [],
"description": "Default Policy for Service:

cl 1_hive",
"guid":

"d6218120- 1b66- 43e6- 9f ef - 9c917a8e9e25",
"ido4,

"i sAudi t Enabl ed": true,

"i sEnabl ed": true,

"nanme": "cl 1_hive-2-20151222041952",
"policyltens": [

"accesses": [

{
"isAl |l owed": true,
"type": "select"
I
{
"isAl |l owed": true,
"type": "update"
I
{
"isAl |l owed": true,
"type": "create"
I
{
"isAl |l owed": true,
"type": "drop"
I
{
"isAl |l owed": true,
"type": "alter"
I
{
"isAl |l owed": true,
"type": "index"
I
{
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APl Name Get Policy
"isAllowed": true,
"type": "lock"
b
{
"isAllowed": true,
"type": "all"
}
1,
"conditions": [],
"del egat eAdmi n": true,
"groups": [],
"users": [
"anbari - ga"
]
}
1

esour ceSi gnature":
" c834ed2b8c7462d2aa8bbf f db05226c8",
"resources": {
"dat abase": {
"i sExcl udes": fal se,
"i sRecursive": false,

"val ues": [
"
]
H
“udf " {
"i sExcl udes": fal se,
"i sRecursive": false,
"val ues": [
"
]
}
H
"service": "cl1_hive",

"updat eTi ne": 1450757995000,
"updat edBy": "anb_ranger_adnin",
"version": 2

}
3.2.13.3.3. Create Policy
APl name Create Policy
Request Type POST
Request URL service/public/v2/api/policy

Request Params
"al | owExceptions": [
"denyExceptions": []
"denyPolicyltems": [

I

{
"accesses": [
{
"isAl |l owed": true,
"type": "drop"
"conditions": [],
"del egat eAdmi n": true,
“groups": [],
"users": [
"hadoop"
]
}
1.
"description": "Policy for Service: cl1l_test",

"i sAudi t Enabl ed": true,
"i sEnabl ed": true,
"nane": "cl1_test-1",
"policyltens": [

"accesses": [

"isAl |l owed": true,
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APl name Create Policy
"type": "select"
b
{
"isAl |l owed": true,
"type": "update"
b
{
"isAl |l owed": true,
"type": "create"
b
{
"isAl |l owed": true,
"type": "drop"
}
1.
"conditions": [],
"del egat eAdmi n": true,
"groups": ["public"],
"users": [
]
}
1.
"resources": {
"root": {
"i sExcl udes": fal se,
"i sRecursive": false,
"val ues": [
"abc"
]
H
"sub": {
"i sExcl udes": fal se,
"i sRecursive": false,
"val ues": [
"
]
}
H
"service": "cl1l_test",
"version": 1
}
Response {
"al | owExceptions": [],
"createTine": 1451350456093,
"createdBy": "Adnmin",
"denyExceptions": [],
“"denyPolicyltens": [
{
"accesses": [
{
"i sAl | owed": true,
“"type": "drop"
s
“"conditions": [],
"del egat eAdmi n": true,
“groups”: [],
"users": [
"hadoop"
1
}
s
"description": "Policy for Service: cl1_test",
"guid":
"ffOb3c4a- 6aa0- 4803- 9314- 17f 3b8950482",
"id": 8,

"i sAudi t Enabl ed": true,
"i sEnabl ed": true,
"pane": "cl1_test-1",
"policyltens": [

"accesses": [

"i sAl | owed": true,
"type": "select"
Ji s
{
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APl name Create Policy

"i sAl | owed": true,
"type": "update"

b

{
"isAl |l owed": true,
"type": "create"

b

{
"isAl |l owed": true,
"type": "drop"

]

onditions": [],
"del egat eAdmi n": true,

"groups": [
"public"

1,

"users": []

}

esourceSi gnature":
"8a2f ac99ba72c687def acf f 39d6354f b",
"resources": {
"root": {
"i sExcl udes": fal se,
"i sRecursive": false,
"val ues": [

]

"abc"
]
H
"sub": {
"i sExcl udes": fal se,
"i sRecursive": false,
"val ues": [
"
]
}
H
"service": "cl1l_test",

"updat eTi me": 1451350456094,
"updat edBy": "Adnmin",
"version": 1

}
3.2.13.3.4. Update Policy by ID
APl Name update policy
Request Type PUT
Request URL service/public/v2/api/policy/{id}
Request Params {

"id': 8,

"al | owExceptions": [
"denyExceptions": []
"denyPolicyltems": [

I

{
"accesses": [
"isAl |l owed": true,
"type": "drop"
1.
"conditions": [],
"del egat eAdmi n": true,
“groups": [],
"users": [
"adm n"
]
}
1.
"description": "Policy for Service: cl1l_test",

"i sAudi t Enabl ed": true,
"i sEnabl ed": true,
"nane": "cl1_test-1",
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APl Name update policy
"policyltens": [
{
"accesses": [
"isAl |l owed": true,
"type": "select"
b
{
"isAl |l owed": true,
"type": "update"
b
{
"isAl |l owed": true,
"type": "create"
b
{
"isAl |l owed": true,
"type": "drop"
}
1.
"conditions": [],
"del egat eAdmi n": true,
"groups": ["public"],
"users": [
]
}
1.
"resources": {
"root": {
"i sExcl udes": fal se,
"i sRecursive": false,
"val ues": [
"abc"
]
H
"sub": {
"i sExcl udes": fal se,
"i sRecursive": false,
"val ues": [
"
]
}
H
"service": "cl1l_test",
"version": 1
}
Response {
"al | owExceptions": [],
"createTine": 1451350456000,
"createdBy": "Admn",
"denyExceptions": [],
"denyPolicyltens": [
{
"accesses": [
"i sAl | owed": true,
“"type": "drop"
}
s
“conditions": [],
"del egat eAdnmi n": true,
“groups”: [],
"users": [
"admi n"
1
}
s
"description": "Policy for Service: cl1_test",
"guid":
"f f Ob3c4a- 6aa0- 4803- 9314- 17f 3b8950482",
"id": 8,
"i sAudi t Enabl ed": true,
"i sEnabl ed": true,
"pane": "cl1_test-1",
"policyltens": [
{
"accesses": [
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APl Name update policy
{
"isAl |l owed": true,
"type": "select"
b
{
"isAl |l owed": true,
"type": "update"
b
{
"isAl | owed": true,
"type": "create"
b
{
"isAl |l owed": true,
"type": "drop"
}
]

onditions": [],
"del egat eAdmi n": true,

"groups": [
"public"

1,

"users": []

}

esour ceSi gnature":
"8a2f ac99ba72c687def acf f 39d6354f b",
"resources": {
"root": {
"i sExcl udes": fal se,
"i sRecursive": false,

]

"val ues": [
"abc"
]
H
"sub": {
"i sExcl udes": fal se,
"i sRecursive": false,
"val ues": [
"
]
}
H
"service": "cl1l_test",

"updat eTi me": 1451955041580,
"updat edBy": "Adnmin",
"version": 3

3.2.13.3.5. Update Policy by Service Name and Policy Name

APl Name update policy
Request Type PUT
Request URL service/public/v2/api/service/{service-name}/policy/

{policy-name}

Request Params
"al | owExceptions":

[
"denyExceptions": []
"denyPolicyltems": [

I

{
"accesses": [
"isAl |l owed": true,
"type": "drop"
}
1.
"conditions": [],
"del egat eAdmi n": true,
"groups": [],
"users": [
"hadoop",
"admi n"
]
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APl Name update policy
}
1,
"description": "Policy for Service: cll_test",
"i sAudi t Enabl ed": true,
"i sEnabl ed": true,
"pane": "cl1_test-1",
"policyltens": [
"accesses": [
"isAl | owed": true,
"type": "select"
b
{
"isAl |l owed": true,
"type": "update"
b
{
"isAl | owed": true,
"type": "create"
b
{
"isAl |l owed": true,
"type": "drop"
}
1,
"conditions": [],
"del egat eAdmi n": true,
"groups": ["public"],
"users": [
]
}
1,
"resources": {
"root": {
"i sExcl udes": fal se,
"i sRecursive": false,
"val ues": [
"abc"
]
b
"sub": {
"i sExcl udes": fal se,
"i sRecursive": false,
"val ues": [
@ e
]
}
b
"service": "cl1l_test",
"version": 1
}
200 - Application/json
Response {
"al | onExceptions": [],
"createTine": 1451350456000,
"createdBy": "Admin",
"denyExceptions": [],
"denyPolicyltenms": [
{
"accesses": [
{
"isAl |l owed": true,
"type": "drop"
"conditions": [],
"del egat eAdmi n": true,
“groups": [],
"users": [
"hadoop",
"admi n"
1
}
1.
"description": "Policy for Service: cl1_test",
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APl Name

update policy

"guid":
"f f Ob3c4a- 6aa0- 4803- 9314- 17f 3b8950482",
"id': 8,
"i sAudi t Enabl ed": true,
"i sEnabl ed": true,
"pane": "cl1_test-1",
"policyltens": [

"accesses": [

"isAl | owed": true,

"type": "select"
b
{
"isAl |l owed": true,
"type": "update"
b
{
"isAl | owed": true,
"type": "create"
b
{
"isAl |l owed": true,
"type": "drop"
}

]

onditions": [],
"del egat eAdmi n": true,

"groups": [
"public"

1,

"users": []

}

esour ceSi gnature":
"8a2f ac99ba72c687def acf f 39d6354f b",
"resources": {
"root": {
"i sExcl udes": fal se,
"i sRecursive": false,

]

"val ues": [
"abc"
]
H
"sub": {
"i sExcl udes": fal se,
"i sRecursive": false,
"val ues": [
"
]
}
H
"service": "cl1l_test",

"updat eTi me": 1451352707567,
"updat edBy": "Adnmin",
"version": 2

3.2.13.3.6. Delete Policy by ID

APl Name Delete Policy
Request Type DELETE
Request URL service/public/v2/api/policy/{id}

Request Params

Response

204 - No Content

3.2.13.3.7. Delete Policy by Service Name and Policy Name

APl Name

Delete Policy

Request Type

DELETE
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APl Name

Delete Policy

Request URL

service/public/v2/api/policy

Request Params

Query Parameters:

servicename string The name of service
policyname string The name of policy
Example:

servicename=service-name&policyname=policy-name

Response

204 - No Content

3.2.13.3.8. Search Policies in a Service

APl Name Search Policies in a Service

APl Name Search Policies in a Service

Request Type GET

Request URL service/public/v2/api/service/{service-name}/policy

Request Params

Query Parameters:

pageSize int The page size required

startindex int The start record index

policyName string The Exact Name of the policy
policyNamePartial string The Partial Name of the policy
policyld string The policy ID

polResource string The policy resource value

resource:resource-type string The policy resource value for
given resource-type

user stringThe user name
group string The group name

isRecursive boolean The isRecursive property ("true" or
"false")

isEnabled boolean The enable/disabled property ("true” or
"false")

Example =

pageSize=25&startindex=0&resource:database=finance

Response

[

"al | onExceptions": [],
"createTinme": 1450757992000,
"createdBy": "anb_ranger_admi n",
"denyExceptions": [],
"denyPolicyltenms": [],
"description": "Default Policy for
Service: cl1_hive",

"gui d': "4a322a05-c17f-4d6c-

b291- 94cae3e6c353",
"id:o3,
"i sAudit Enabl ed": true,
"i sEnabl ed": true,
"name": "cl 1_hive-1-20151222041951",
"policyltens": [
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APl Name

Search Policies in a Service

APl Name

Search Policies in a Service

"accesses": [

{
"i sAl | owed": true,
"type": "select"

Ji s

{
"i sAl | owed": true,
"type": "update"

Ji s

{
"i sAl | owed": true,
"type": "create"

Ji s

{
"i sAl | owed": true,
“"type": "drop"

Ji s

{
"i sAl | owed": true,
“"type": "alter"

Ji s

{
"i sAl | owed": true,
"type": "index"

Ji s

{
"i sAl | owed": true,
“"type": "l ock"

Ji s

{
"i sAl | owed": true,
"type": "all"

}

‘conditions": [],
"del egat eAdnmi n": true,

“groups”: [],
"users": [
"anbari - ga"

}
s
"resourceSi gnature":
" 6e79c1c989c79b7e53af 663d3bdc2de6" ,
"resources": {
"colum": {
"i sExcl udes": fal se,
"i sRecursive": false,
“val ues": [
"o

1
Ji s
"dat abase": {
"i sExcl udes": fal se,
"i sRecursive": fal se,

“val ues": [
"o

1
Ji s
“"table": {
"i sExcl udes": fal se,
"i sRecursive": false,
"val ues": [
W
1
}
Ji s
"service": "cl1_hive",

"updat eTi ne": 1450757994000,
"updat edBy": "anb_ranger_admi n",
"version": 2

"al | owExceptions": [],
"createTine": 1450757992000,
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APl Name

Search Policies in a Service

APl Name

Search Policies in a Service

"createdBy": "anb_ranger_admi n",
"denyExceptions": [],
“"denyPolicyltens": [],

"description": "Default Policy for
Service: cl1_hive",
"guid":
"0d6218120- 1b66- 43e6- 9f ef - 9c917a8e9e25",
"id': 4,

"i sAudi t Enabl ed": true,

"i sEnabl ed": true,

“"pane": "cl 1_hive-2-20151222041952",
"policyltens": [

"accesses": [

{
"i sAl | owed": true,
"type": "select"

Ji s

{
"i sAl | owed": true,
"type": "update"

Ji s

{
"i sAl | owed": true,
"type": "create"

Ji s

{
"i sAl | owed": true,
"type": "drop"

Ji s

{
"i sAl | owed": true,
“type": "alter"

Ji s

{
"i sAl | owed": true,
"type": "index"

Ji s

{
"i sAl | owed": true,
“"type": "l ock"

Ji s

{
"i sAl | owed": true,
"type": "all"

}

‘conditions": [],
"del egat eAdnmi n": true,

"groups": [],
"users": [
"anbari - ga"

}
1

esour ceSi gnat ure":
" c834ed2b8c7462d2aa8bbf f db05226c8",
"resources": {
"dat abase": {
"i sExcl udes": fal se,
"i sRecursive": false,

“val ues": [
W
1
Ji s
“udf": {
"i sExcl udes": fal se,
"i sRecursive": false,
“val ues": [
W
1
}
Ji s
"service": "cl1_hive",

"updat eTi ne": 1450757995000,
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APl Name Search Policies in a Service

APl Name Search Policies in a Service

"updat edBy": "anb_ranger_adm n",
"version": 2
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4. Data Protection: Wire Encryption

Encryption is applied to electronic information to ensure its privacy and confidentiality.
Wire encryption protects data as it moves into, through, and out of an Hadoop cluster over
RPC, HTTP, Data Transfer Protocol (DTP), and JDBC:

* Clients typically communicate directly with the Hadoop cluster. Data can be protected
using RPC encryption or Data Transfer Protocol:

* RPC encryption: Clients interacting directly with the Hadoop cluster through RPC.
A client uses RPC to connect to the NameNode (NN) to initiate file read and write
operations. RPC connections in Hadoop use Java's Simple Authentication & Security
Layer (SASL), which supports encryption.

» Data Transfer Protocol: The NN gives the client the address of the first DataNode (DN)
to read or write the block. The actual data transfer between the client and a DN uses
Data Transfer Protocol.

* Users typically communicate with the Hadoop cluster using a Browser or a command line
tools, data can be protected as follows:

¢ HTTPS encryption: Users typically interact with Hadoop using a browser or component
CLI, while applications use REST APIs or Thrift. Encryption over the HTTP protocol is
implemented with the support for SSL across a Hadoop cluster and for the individual
components such as Ambari.

« JDBC: HiveServer2 implements encryption with Java SASL protocol’s quality of
protection (QOP) setting. With this the data moving between a HiveServer2 over JDBC
and a JDBC client can be encrypted.

* Additionally, within-cluster communication between processes can be protected using
HTTPS encryption during MapReduce shuffle:

¢ HTTPS encryption during shuffle: When data moves between the Mappers and the
Reducers over the HTTP protocol, this step is called shuffle. Reducer initiates the
connection to the Mapper to ask for data; it acts as an SSL client.

This chapter provides information about configuring and connecting to wire-encrypted
components.

For information about configuring HDFS data-at-rest encryption, see HDFS "Data at Rest"
Encryption.

4.1. Enabling RPC Encryption

The most common way for a client to interact with a Hadoop cluster is through RPC. A
client connects to a NameNode over RPC protocol to read or write a file. RPC connections
in Hadoop use the Java Simple Authentication and Security Layer (SASL) which supports
encryption. When the hadoop. r pc. pr ot ecti on property is set to privacy, the data over
RPC is encrypted with symmetric keys.
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S Note
RPC encryption covers not only the channel between a client and a Hadoop
cluster but also the inter-cluster communication among Hadoop services.

Enable Encrypted RPC by setting the following properties in cor e- si t e. xml .

hadoop. r pc. prot ect i on=pri vacy

(Also supported are the ‘authentication’ and ‘integrity’ settings.)

4.2. Enabling Data Transfer Protocol

The NameNode gives the client the address of the first DataNode to read

or write the block. The actual data transfer between the client and the

DataNode is over Hadoop's Data Transfer Protocol. To encrypt this protocol

you must set df s. encryt. dat a. transf er =t r ue on the NameNode and all
DataNodes. The actual algorithm used for encryption can be customized with

df s. encrypt . data. transfer. al gorit hmset to either "3des" or "rc4". If nothing
is set, then the default on the system is used (usually 3DES.) While 3DES is more
cryptographically secure, RC4 is substantially faster.

Enable Encrypted DTP by setting the following properties in hdf s-site. xnl :

df s. encrypt. data. transfer=true
df s. encrypt. data. transfer. al gorit hm=3des

r c4 is also supported.

3 Note
Secondary NameNode is not supported with the HTTPS port. It can only be
accessed via htt p: / / <SNN>: 50090.

4.3. Enabling SSL: Understanding the Hadoop SSL
Keystore Factory

The Hadoop SSL Keystore Factory manages SSL for core services that communicate with
other cluster services over HTTP, such as MapReduce, YARN, and HDFS. Other components
that have services that are typically not distributed, or only receive HTTP connections
directly from clients, use built-in Java JDK SSL tools. Examples include HBase and Oozie.

The following table shows HDP cluster services that use HTTP and support SSL for wire
encryption.

Table 4.1. Components that Support SSL

Component Service SSL Management

HDFS WebHDFS Hadoop SSL Keystore Factory

MapReduce Shuffle Hadoop SSL Keystore Factory
TaskTracker Hadoop SSL Keystore Factory

Yarn Resource Manager Hadoop SSL Keystore Factory
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Component Service SSL Management
JobHistory Hadoop SSL Keystore Factory
Oozie Configured in oozie-site.xml
HBase REST API Configured in hbase-site.xml
Hive HiveServer2 Configured in hive-site.xml
Kafka JDK: User and default
Solr JDK: User and default
Accumulo JDK: User and default
Falcon REST API JDK: User and default
Knox Hadoop cluster (REST client) JDK: default only
Knox Gateway server JDK: User and default
HDP Security Administration Server/Agent JDK: User and default

When enabling support for SSL, it is important to know which SSL Management method
is being used by the Hadoop service. Services that are co-located on a host must configure
the server certificate and keys, and in some cases the client truststore, in the Hadoop SSL
Keystore Factory and JDK locations. When using CA signed certificates, configure the
Hadoop SSL Keystore Factory to use the Java keystore and truststore locations.

The following list describes major differences between certificates managed by the Hadoop
SSL Keystore Management Factory and certificates managed by JDK:

» Hadoop SSL Keystore Management Factory:

¢ Supports only JKS formatted keys.

 Supports toggling the shuffle between HTTP and HTTPS.

¢ Supports two way certificate and name validation.

* Uses a common location for both the keystore and truststore that is available to other
Hadoop core services.

¢ Allows you to manage SSL in a central location and propagate changes to all cluster

nodes.

¢ Automatically reloads the keystore and truststore without restarting services.

* SSL Management with JDK:

* Allows either HTTP or HTTPS.

¢ Uses hard-coded locations for truststores and keystores that may vary between hosts.
Typically, this requires you to generate key pairs and import certificates on each host.

¢ Requires the service to be restarted to reload the keystores and truststores.

¢ Requires certificates to be installed in the client CA truststore.

N

Note

For more information on JDK SSL Management, see "Using SSL" in Monitoring
and Managing Using JMX Technology.
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4.4. Creating and Managing SSL Certificates

This section contains the following topics:

* Obtaining a certificate from a third-party Certificate Authority (CA)

* Creating an internal CA (OpenSSL)

* Installing Certificates in the Hadoop SSL Keystore Factory (HDFS, MapReduce, and YARN)

* Using an internal CA (OpenSSL)

3 Note

For more information about the keyt ool utility, see the Oracle keytool
reference: keytool - Key and Certificate Management Tool.

For more information about OpenSSL, see OpenSSL Documentation.

S Note
Java-based Hadoop components such as HDFS, MapReduce, and YARN support
JKS format, while Python based services such as Hue use PEMformat.

4.4.1. Obtain a Certificate from a Trusted Third-Party
Certification Authority (CA)

A third-party Certification Authority (CA) accepts certificate requests from entities,
authenticates applications, issues certificates, and maintains status information about
certificates. Associated cryptography guarantees that a signed certificate is computationally
difficult to forge. Thus, as long as the CA is a genuine and trusted authority, clients have
high assurance that they are connecting to the machines that they are attempting to
connect with.

To obtain a certificate signed by a third-party CA, generate and submit a Certificate Signing
Request (CSR) for each cluster node:

1. From the service user account associated with the component (such as hi ve, hbase,
o0o0zi e, or hdf s, shown below as <ser vi ce_user >), generate the host key:

su -1 <service_user> -C "keytool -keystore <client-keystore> -genkey -alias
<host >"

2. At the prompts, enter the information required by the CSR.

S Note
Request generation information and requirements vary depending on the
certificate authority. Check with your CA for details.

Example using default keystore keyst or e. j ks:

su -1 hdfs -c "keytool -keystore keystore.jks -genkey -alias n3"
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Ent er keystore password; ******xx

What is your first and | ast nane?

[ Unknown] :  hort onwor ks. com

VWhat is the nane of your organi zational unit?

[ Unknown] : Devel opnent

What is the nane of your organization?

[ Unknown] :  Hort onwor ks

What is the nane of your City or Locality?

[ Unknown] : Santad ara

What is the nane of your State or Province?

[ Unknown]: CA

VWhat is the two-letter country code for this unit?
[ Unknown] : US

I s <CN=hort onwor ks. com OU=Devel oprment, O=Hortonwor ks, L=Santad ara, ST=CA,
C=US correct?

[no]: yes

Enter key password for <host>
(RETURN i f same as keystore password):

By default, keyst or e uses JKS format for the keystore and truststore. The keystore file
is created in the user's home directory. Access to the keystore requires the password and
alias.

3. Verify that the key was generated; for example:

su -l hdfs -c "keytool -list -v -keystore keystore.jks"

4. Create the CSR file:

su -1 hdfs -c "keytool -keystore <keystorenane> -certreq -alias <host> -
keyalg rsa -file <host>.csr"

This command generates a certificate signing request that can be sent to a CA. The file
<host >. csr contains the CSR.

The CSR is created in the user's home directory.

5. Confirm that the keyst or e. j ks and <host >. csr files exist by running the following
command and making sure that the files are listed in the output:

su -|I hdfs -c "lIs ~/"
6. Submit the CSR to your Certificate Authority.

7. To import and install keys and certificates, follow the instructions sent to you by the CA.

4.4.2. Create and Set Up an Internal CA (OpenSSL)

OpenSSL provides tools to allow you to create your own private certificate authority.
Considerations:
* The encryption algorithms may be less secure than a well-known, trusted third-party.

* Unknown CAs require that the certificate be installed in corresponding client truststores.
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3 Note
When accessing the service from a client application such as HiveCLl or
cURL, the CA must resolve on the client side or the connection attempt may
fail. Users accessing the service through a browser will be able to add an
exception if the certificate cannot be verified in their local truststore.

Prerequisite: Install openssl . For example, on CentOS runyum i nstal | openssl .

To create and set up a CA:

1.

Generate the key and certificate for a component process.

The first step in deploying HTTPS for a component process (for example, Kafka broker)
is to generate the key and certificate for each node in the cluster. You can use the Java
keyt ool utility to accomplish this task. Start with a temporary keystore, so that you can
export and sign it later with the CA.

Use the following keyt ool command to create the key and certificate:

$ keytool -keystore <keystore-file> -alias |ocalhost -validity <validity> -
genkey

where:

<keystore-fil e>isthe keystore file that stores the certificate. The keystore file
contains the private key of the certificate; therefore, it needs to be kept safely.

<val i di t y>is the length of time (in days) that the certificate will be valid.

Make sure that the common name (CN) matches the fully qualified domain name
(FQDN) of the server. The client compares the CN with the DNS domain name to ensure
that it is indeed connecting to the desired server, not a malicious server.

. Create the Certificate Authority (CA)

After step 1, each machine in the cluster has a public-private key pair and a certificate
that identifies the machine. The certificate is unsigned, however, which means that an
attacker can create such a certificate to pretend to be any machine.

To prevent forged certificates, it is very important to sign the certificates for each
machine in the cluster.

A CA is responsible for signing certificates, and associated cryptography guarantees
that a signed certificate is computationally difficult to forge. Thus, as long as the CA is a
genuine and trusted authority, the clients have high assurance that they are connecting
to the machines that they are attempting to connect with.

Here is a sample openssl command to generate a CA:

openssl req -new -x509 -keyout ca-key -out ca-cert -days 365

The generated CA is simply a public-private key pair and certificate, intended to sign
other certificates.
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3.

Add the generated CA to the server's truststore:

keyt ool -keystore server.truststore.jks -alias CARoot -inport -file ca-cert

. Add the generated CA to the client’s truststore, so that clients know that they can trust

this CA:
keyt ool -keystore client.truststore.jks -alias CARoot -inport -file ca-cert

In contrast to the keystore in step 1 that stores each machine’s own identity, the
truststore of a client stores all of the certificates that the client should trust. Importing a
certificate into one’s truststore also means trusting all certificates that are signed by that
certificate.

Trusting the CA means trusting all certificates that it has issued. This attribute is called a
"chain of trust," and is particularly useful when deploying SSL on a large cluster. You can
sign all certificates in the cluster with a single CA, and have all machines share the same
truststore that trusts the CA. That way all machines can authenticate all other machines.

. Sign all certificates generated in Step 1 with the CA generated in Step 2:

a. Export the certificate from the keystore:

keyt ool -keystore server.keystore.jks -alias |ocal host -certreq -file
cert-file

b. Sign the certificate with the CA:

openssl x509 -req -CA ca-cert -CAkey ca-key -in cert-file -out cert-
signed -days <validity> -CAcreateserial -passin pass:<ca-password>

. Import the CA certificate and the signed certificate into the keystore. For example:

$ keytool -keystore server.keystore.jks -alias CARoot -inport -file ca-cert
$ keytool -keystore server.keystore.jks -alias |ocalhost -inmport -file cert-
si gned

The parameters are defined as follows:

Parameter Description

keystore The location of the keystore

ca-cert The certificate of the CA

ca- key The private key of the CA

ca- password The passphrase of the CA

cert-file The exported, unsigned certificate of the server
cert-signed The signed certificate of the server

All of the preceding steps can be placed into a bash script.

In the following example, note that one of the commands assumes a password of
t est 1234. Specify your own password before running the script.

#!/ bi n/ bash

#Step 1
keyt ool -keystore server.keystore.jks -alias |ocal host -validity 365 -genkey
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#Step 2

openssl req -new -x509 -keyout ca-key -out ca-cert -days 365

keyt ool -keystore server.truststore.jks -alias CARoot -inport -file ca-cert
keyt ool -keystore client.truststore.jks -alias CARoot -inport -file ca-cert

#Step 3

keyt ool -keystore server.keystore.jks -alias |ocal host -certreq -file cert-
file

openssl x509 -req -CA ca-cert -CAkey ca-key -in cert-file -out cert-signed -
days 365 -CAcreateserial -passin pass:test1234

keyt ool -keystore server. keystore.jks -alias CARoot -inmport -file ca-cert
keyt ool -keystore server.keystore.jks -alias |ocalhost -inmport -file cert-
si gned

To finish the setup process:

1. Set up the CA directory structure:

nmkdir -m 0700 /root/CA /root/CA/certs /root/CA/crl /root/CA newcerts /root/
CA/ private

2. Move the CA keyto /root/ CA/ privat e and the CA certificate to / r oot / CA/
certs.

mv ca. key /root/CA/private; mv ca.crt /root/CAlcerts
3. Add required files:
touch /root/CA/index.txt; echo 1000 >> /root/CA/ seri al
4. Set permissions on the ca. key:
chnmod 0400 /root/cal privatel/ca. key
5. Open the OpenSSL configuration file:
vi /etc/pki/tls/openssl.cnf
6. Change the directory paths to match your environment:

[ CA default ]

dir = /root/CA # Where everything is kept

certs = /root/CA/certs # Where the issued certs are
kept

crl_dir = /root/CA/crl # Wiere the issued crl are kept
dat abase = /root/ CA/i ndex. t xt # dat abase index file.

#uni que_subj ect = no # Set to 'no' to allow creation
of

# several certificates with sanme

subj ect .

H

new certs dir /root/ CA newcerts default place for new certs.

certificate = /root/ CA/ cacert. pem # The CA certificate
seri al = /root/ CA/ seri al # The current serial nunber
crl nunber = /root/ CA crl nunber # the current crl nunber
# must be commented out to | eave
a V1 CRL
crl $dir/crl.pem # The current CRL

privat e_key /root/ CA/ privat e/ cakey. pem # The private key
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RANDFI LE /root/CAl private/.rand # private random nunber file

x509_ext ensi ons = usr_cert # The extensions to add to the cert
7. Save the changes and restart OpenSSL.

Example of setting up an OpenSSL internal CA:

openssl genrsa -out ca. key 8192; openssl req -new -x509 -extensions v3_ca -key
ca. key -out ca.crt -days 365

CGenerating RSA private key, 8192 bit |ong nodul us

e is 65537 (0x10001)

You are about to be asked to enter information that will be incorporated
into your certificate request.

What you are about to enter is what is called a Distinguished Nane or a DN.
There are quite a few fields but you can | eave sonme bl ank

For sone fields there will be a default val ue,

If you enter '.', the field will be |eft blank.

Country Nanme (2 letter code) [XX]:US

State or Province Nane (full nane) []:California

Locality Name (eg, city) [Default G ty]: SantaC ara

Organi zati on Nane (eg, conpany) [Default Conpany Ltd]: Hortonworks
Organi zational Unit Nane (eg, section) []:

Common Nane (eg, your name or your server's hostnane) []:nn

Emai | Address []:it@ortonworks. com

nkdir -m 0700 /root/CA /root/CA/certs /root/CA/crl /root/CA/ newcerts /root/ CA
private

Is /root/CA

certs crl newcerts private

4.4.3. Installing Certificates in the Hadoop SSL Keystore
Factory (HDFS, MapReduce, and YARN)

HDFS, MapReduce, and YARN use the Hadoop SSL Keystore Factory to manage SSL
Certificates. This factory uses a common directory for server keystore and client truststore.
The Hadoop SSL Keystore Factory allows you to use CA certificates managed in their own
stores.

1. Create a directory for the server and client stores.

nkdir -p <SERVER KEY_LOCATI ON> ; nkdir -p <CLI ENT_KEY_LOCATI ON>

2. Import the server certificate from each node into the HTTP Factory truststore.

cd <SERVER_KEY_LOCATI ON> ; keytool -inport -nopronpt -alias <renote-
host name> -fil e <renote-hostnane>. ks -keystore <TRUSTSTORE FI LE> - st or epass
<SERVER_TRUSTSTORE_PASSWORD>

3. Create a single truststore file containing the public key from all certificates, by importing
the public key for each CA or from each self-signed certificate pair:

keytool -inport -nopronpt -alias <host> -file $CERTI FI CATE_NAME - keystore
<ALL_JKS> -storepass <CLI ENT_TRUSTSTORE_PASSWORD>
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4. Copy the keystore and truststores to every node in the cluster.

5. Validate the common truststore file on all hosts.

keytool -list -v -keystore <ALL_JKS> -storepass <CLI ENT_TRUSTSTORE PASSWORD>

6. Set permissions and ownership on the keys:

chgrp -R <YARN_USER>: hadoop <SERVER KEY_LOCATI ON>
chgrp -R <YARN USER>: hadoop <CLI| ENT_KEY_LCOCATI ON>
chnmod 755 <SERVER KEY_LOCATI ON>

chnod 755 <CLI ENT_KEY_LOCATI ON>

chnmod 440 <KEYSTORE FI LE>

chnod 440 <TRUSTSTORE_FI LE>

chnod 440 <CERTI FI CATE_NAME>

chnod 444 <ALL_JKS>

3 Note
The complete path of the <SERVER_KEY_LOCATION> and the
<CL| ENT_KEY_LOCATI ON> from the root directory / et ¢ must be owned
by the yar n user and the hadoop group.

4.4.4. Using a CA-Signed Certificate

To use a CA-signed certificate:

1. Run the following command to create a self-signing rootCA and import the rootCA
into the client truststore. This is a private key; it should be kept private. The following
command creates a 2048-bit key:

openss| genrsa -out <clusterCA>. key 2048

2. Self-sign the rootCA. The following command signs for 300 days. It will start an
interactive script that requests name and location information.

openssl req -x509 -new -key <cl usterCA>. key -days 300 -out <cl usterCA>

3. Import the rootCA into the client truststore:

keytool -inportcert -alias <clusterCA> -file $clusterCA -keystore
<clustertruststore> -storepass <clustertruststorekey>

3 Note
Make sure that the ssl - cl i ent. xm file on every host is configured to use
this $cl ust ert r ust store.

When configuring with Hive point to this file; when configuring other
services install the certificate in the Java truststore.

4. For each host, sign the certreq file with the rootCA:

openssl x509 -req - CA $cl ust er CA. pem - CAkey <cl uster CA>. key -in <host>.cert
-out $host . signed -days 300 - CAcreateserial

5. On each host, import the rootCA and the signed cert back in:

375



hdp-security

August 29, 2016

keyt ool -keystore <hostkeystore> -storepass <hoststorekey> -alias
<clusterCA> -inport -file cluster1CA pem

keyt ool -keystore <hostkeystore> -storepass <hoststorekey> -alias " hostnane
-s° -inport -file <host>.signed -keypass <hostkey>

4.5. Enabling SSL for HDP Components

The following table contains links to instructions for enabling SSL on specific HDP

components.

S Note

These instructions assume that you have already created keys and signed

certificates for each component of interest, across your cluster. (See Section 4.3,
“Enabling SSL: Understanding the Hadoop SSL Keystore Factory” [367] for

more information.)

Table 4.2. Configure SSL Data Protection for HDP Components

HDP Component

Notes/Link

Hadoop, MapReduce, YARN

Section 4.1, “Enabling RPC Encryption” [366];
Section 4.6, “Enable SSL for WebHDFS, MapReduce
Shuffle, Tez, and YARN" [376]

Oozie

Section 4.8, “Enable SSL on Oozie” [380]

HBase

Section 4.9, “Enable SSL on the HBase REST
Server” [382]

Hive (HiveServer2)

Section 4.11, “Enable SSL on HiveServer2"” [385]

Kafka

Section 4.12, “Enable SSL for Kafka Clients” [387]

Ambari Server

Set Up SSL for Ambari

Falcon

Enabled by default (see Installing the Falcon Package)

Sqoop

Clients of Hive and HBase, see Hortonworks Data Platform
Data Movement and Integration, Apache Sqoop

Knox Gateway

Configure SSL for Knox

Flume Apache Flume Component Guide

Accumulo Apache Foundation Blog, Apache Accumulo: Generating
Keystores for configuring Accumulo with SSL

Phoenix Command Line Installation, Installing Apache Phoenix:
Configuring Phoenix for Security and Apache Phoenix,
Flume Plug-in

HUE Command Line Installation, Installing Hue, Configure Hue

4.6. Enable SSL for WebHDFS, MapReduce Shuffle,

Tez, and YARN

This section explains how to set up SSL for WebHDFS, YARN and MapReduce. Before you
begin, make sure that the SSL certificate is properly configured, including the keystore and
truststore that will be used by WebHDFS, MapReduce, and YARN.

HDP supports the following SSL modes:
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* One-way SSL: SSL client validates the server identity only.

* Mutual authentication (2WAY SSL): The server and clients validate each others' identities.
2WAY SSL can cause performance delays and is difficult to set up and maintain.

S Note

In order to access SSL enabled HDP Services through the Knox Gateway,
additional configuration on the Knox Gateway is required, see Configure SSL
for Knox.

To enable one-way SSL set the following properties and restart all services:

1. Set the following property values (or add the properties if required) in cor e-
site.xm:

hadoop. ssl.require.client.cert=fal se
hadoop. ssl . host nane. veri fi er =DEFAULT
hadoop. ssl . keystores. factory. cl ass=or g. apache. hadoop. security. ssl. Fil eBasedK
hadoop. ssl . server. conf =ssl -server. xn

hadoop. ssl.client.conf=ssl-client.xn

3 Note

Specify the hadoop.ssl.server.conf and hadoop.ssl.client.conf values as the
relative or absolute path to Hadoop SSL Keystore Factory configuration files.
If you specify only the file name, put the files in the same directory as the
core-site.xm.

2. Set the following properties (or add the properties if required) in hdf s-si t e. xm :
e df s. http. policy=<Policy>

e« df s.client. https. need- aut h=t r ue (optional for mutual client/server
certificate validation)

e df s. dat anode. ht t ps. addr ess=<host nane>: 50475
e df s. nanenode. ht t ps- addr ess=<host nane>: 50470
where <Pol i cy> is either:
e HTTP_ONLY: service is provided only on HTTP
e HTTPS_ONLY: service is provided only on HTTPS
* HTTP_AND_HTTPS: service is provided both on HTTP and HTTPS

3. Set the following properties in mapr ed-site. xm :

mapr educe. j obhi story. http. pol i cy=HTTPS_ONLY
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mapr educe. j obhi st ory. webapp. htt ps. addr ess=<JHS>: <JHS HTTPS_ PORT>

. Set the following propertiesinyarn-site. xm :

yarn. http. pol i cy=HTTPS_ONLY

yarn. |l og. server. url =https://<JHS>: <JHS_HTTPS_PORT>/ j obhi st ory/ | ogs
yarn. resour cemanager . webapp. ht t ps. addr ess=<RV>: <RM HTTPS_PORT>

yar n. nodenmanager . webapp. htt ps. addr ess=0. 0. 0. 0: <NM_HTTPS_PORT>

. Create an ssl - server. xni file for the Hadoop SSL Keystore Factory:

a. Copy the example SSL Server configuration file and modify the settings for your
environment:

cp /etc/ hadoop/ conf/ssl-server. xm . exanpl e /et c/ hadoop/ conf/ssl -server.
xm

b. Configure the server SSL properties:

Table 4.3. Configuration Properties in ssl-server.xml

Property Default Value Description

ssl . server. keystore. type JKS The type of the keystore, JKS = Java
Keystore, the de-facto standard in
Java

ssl . server. keystore. | ocati orNone The location of the keystore file

ssl . server. keyst or e. passwor (None The password to open the keystore
file

ssl.server.truststore.type |JKS The type of the trust store

ssl.server.truststore. | ocat|Mone The location of the truststore file

ssl None The password to open the

server.truststore. password truststore

For example:

<property>
<nanme>ssl| . server.truststore. | ocation</nane>
<val ue>/ et c/ security/serverKeys/truststore.|ks</val ue>
<description>Truststore to be used by NN and DN. Must be specified. </
descri pti on>
</ property>

<property>
<name>ssl . server.truststore. passwor d</ nane>
<val ue>changei t </ val ue>
<description>Optional. Default value is
</ descri ption>

</ property>

<property>
<nane>ssl . server.truststore.type</ nane>
<val ue>j ks</ val ue>
<descripti on>Cptional. The keystore file format, default value is
"j ks".</description>
</ property>

<property>
<nane>ssl| . server.truststore. rel oad. i nterval </ nane>
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<val ue>10000</ val ue>
<description>Truststore rel oad check interval, in mlliseconds.
Default value is 10000 (10 seconds).</description>

</ property>

<pr operty>
<name>ssl . server. keystore. | ocati on</ nane>
<val ue>/ et c/ security/serverKeys/ keystore. j ks</val ue>
<descri pti on>Keystore to be used by NN and DN. Must be specified. </
descri ption>
</ property>

<property>
<name>ssl . server. keyst or e. passwor d</ name>
<val ue>changei t </ val ue>
<descri pti on>Must be specified. </descri ption>
</ property>

<property>
<nanme>ssl . server. keyst or e. keypasswor d</ name>
<val ue>changei t </ val ue>
<descri pti on>Must be specified. </descri ption>
</ property>
<property>
<name>ssl . server. keyst ore. t ype</ name>
<val ue>j ks</ val ue>
<description>Optional. The keystore file format, default value is

"j ks".</description>
</ property>

6. Create anssl -client. xm file for the Hadoop SSL Keystore Factory:

a. Copy the client truststore example file:

cp /etc/ hadoop/ conf/ssl-server. xm . exanpl e /et c/ hadoop/ conf/ ssl -server.
xm

b. Configure the client trust store values:

ssl.client.truststore.| ocation=/etc/security/clientKeys/all.jks
ssl.client.truststore. password=cl i ent Tr ust St or ePasswor d
ssl.client.truststore.type=jks

7. Set the following properties in the t ez- si t e. xm file:

tez.runtime.shuffle.ssl.enabl e=true
tez.runtine. shuffle. keep-alive. enabl ed=true

8. Copy the configuration files (cor e-site. xm , hdf s-site. xm , mapred-site. xm,
yarn-site.xm,ssl-server.xm ,tez-site.xm andssl-client.xm),
including the ssl-server and ssl-client store files if the Hadoop SSL Keystore Factory uses
it's own keystore and truststore files, to all nodes in the cluster.

9. Restart services on all nodes in the cluster.

4.7. Enable SSL for HttpFS

Use the following steps to configure HttpFS to work over SSL.
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1.

Edit the ht t pf s- env. sh script in the configuration directory and set
HTTPFS_SSL_ENABLEDto t r ue.

In addition, the following 2 properties can be defined (shown here with default values):
e HTTPFS_SSL_KEYSTORE_FI LE=$HOVE/ . keyst or e

e HTTPFS_SSL_KEYSTORE_PASS=passwor d

. In the HttpFS t ontat / conf directory, replace the server. xml file with the ssl -

server.xm file.

. Create an SSL certificate for the HttpFS server. As the httpfs Unix user, use the Java

keytool command to create the SSL certificate:

$ keytool -genkey -alias tontat -keyalg RSA

You will be asked a series of questions in an interactive prompt. It will create the
keystore file, which will be named . keyst or e and located in the httpfs user home
directory.

The password you enter for “keystore password” must match the value of the
HTTPFS_SSL_KEYSTORE_PASS environment variable set in the ht t pf s- env. sh script in
the configuration directory.

The answer to “What is your first and last name?” (i.e. “CN”) must be the host name of
the machine where the HttpFS Server will be running.

. Start HttpFS. It should work over HTTPS.

. Utilizing the Hadoop FileSystem API or the Hadoop FS shell, use the swebhdfs:// scheme.

Make sure the JVM is picking up the truststore containing the public key of the SSL
certificate if you are using a self-signed certificate.

4.8. Enable SSL on Oozie

The default SSL configuration makes all Oozie URLs use HTTPS except for the JobTracker
callback URLs. This simplifies the configuration because no changes are required outside of
Oozie. Oozie inherently does not trust the callbacks, they are used as hints.

S Note

1.

2.

Before you begin ensure that the SSL certificate has been generated and

properly configured. By default Oozie uses the user default keystore. In order

to access SSL enabled HDP Services through the Knox Gateway, additional

configuration on the Knox Gateway is required, see Configure SSL for Knox.
If Oozie server is running, stop Oozie.

Change the Oozie environment variables for HTTPS if required:

e OOZIE_HTTPS_PORT set to Oozie HTTPS port. The default value is 11443.
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e OOZIE_HTTPS_KEYSTORE_FILE set to the keystore file that contains the certificate
information. Default value $<HOVE>/ . keyst or e, that is the home directory of the
QOozie user.

e OOZIE_HTTPS_KEYSTORE_PASS set to the password of the keystore file. Default
value password.

Note

See Oozie Environment Setup for more details.

3. Run the following command to enable SSL on Oozie:

su -1 oozie -c "/usr/hdp/current/oozi e-server/bin/oozie-setup.sh prepare-war
-secure"

4. Start the Oozie server.

S Note

To revert back to unsecured HTTP, run the following command:

su -1 oozie -c "/usr/hdp/current/oozie-server/bin/oozi e-setup.sh
pr epar e-war"

4.8.1. Configure the Oozie Client to Connect Using SSL

Use the following procedure to configure the Oozie client to connect using SSL. The first
two steps are only necessary if you are using a self-signed Certificate. Also, these steps must
be performed on every machine on which you intend to use the Oozie Client.

1. Copy or download the . cert file onto the client machine.

2. Run the following command (as root) to import the certificate into the JRE keystore. This
will allow any Java program, including the Oozie client, to connect to the Oozie Server
using the self-signed certificate.

sudo keytool -inport -alias toncat -file path/to/certificate.cert -keystore
${JRE_cacert s}

Where ${ JRE_cacer t s} is the path to the JRE . cer t s file. Its location may differ
depending on the operating system, but its typically named cacert s and is located
at ${ JAVA HOVE}/ |l i b/ security/ cacerts, butit may be in a different directory
under ${ JAVA_HOVE} (you may want to create a backup copy of this file first). The
default password is changei t .

3. When using the Oozie Client, you must use ht t ps: //
oozi e. server. host nane: 11443/ oozi e ratherthan http://
0o0zi e. server. host nane: 11000/ oozi e — Java will not automatically redirect from
the HTTP address to the HTTPS address.
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4.8.2. Connect to the Oozie Web Ul Using SSL

Use htt ps://oozi e. server. host name: 11443/ oozi e to connect to the
Oozie web Ul using SSL, but most browsers should redirect if you use htt p: //
oozi e. server. host nane: 11000/ oozi e.

2 Important

If you are using a self-signed certificate, the browser will warn you that it
cannot verify the certificate. You will probably need to add the certificate as an
exception.

4.8.3. Configure Oozie HCatalogJob Properties

Integrate Oozie HCatalog by adding following property to 0ozi e- hcat al og
j ob. properti es. For example if you are using Ambari, set the properties as:

hadoop. r pc. prot ect i on=pri vacy

3 Note

This property is in addition to any properties you must set for secure clusters.

4.9. Enable SSL on the HBase REST Server

Perform the following task to enable SSL on an HBase REST API.

3 Note

In order to access SSL-enabled HDP Services through the Knox Gateway,
additional configuration on the Knox Gateway is required, see Configure SSL
for Knox.

1. Create and install an SSL certificate for HBase, for example to use a self-signed
certificate:

a. Create an HBase keystore:

su -1 hbase -c¢ "keytool -genkey -alias hbase -keyal g RSA -keysize 1024 -
keystore hbase. j ks"

At the keytool command prompt:
¢ Enter the key password

¢ Enter the keystore password

S Note

Add these two specified values to the corresponding properties in
hbase-site.xml in step 2.
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b. Export the certificate:

su -1 hbase -c "keytool -exportcert -alias hbase -file certificate.cert -
keyst ore hbase.j ks"

c. (Optional) Add certificate to the Java keystore:

* If you are not root run:

sudo keytool -inport -alias hbase -file certificate.cert -keystore /
usr/j dk64/jdkl.7.0_45/jrel/lib/securityl/cacerts

* If you are root:

keytool -inport -alias hbase -file certificate.cert -keystore /usr/
j dk64/j dk1.7.0_45/jrel/lib/security/cacerts

2. Add the following properties to the hbase- si t e. xm configuration file on each node
in your HBase cluster:

<property>
<nane>hbase. rest . ssl . enabl ed</ name>
<val ue>t rue</ val ue>

</ property>

<property>

<nanme>hbase. rest . ssl . keyst or e. st or e</ nane>
<val ue>/ pat h/ t o/ keyst or e</ val ue>

</ property>

<pr operty>

<nane>hbase. r est . ssl . keyst or e. passwor d</ nane>
<val ue>keyst or e- passwor d</ val ue>

</ property>

<property>

<nane>hbase. r est . ssl . keyst or e. keypasswor d</ nanme>
<val ue>key- passwor d</ val ue>

</ property>

3. Restart all HBase nodes in the cluster.

Q Note

For clusters using self-signed certificates: Define the truststore as a custom
property on the JVM. If the self-signed certificate is not added to the system
truststore (cacerts), specify the Java KeyStore (.jks) file containing the certificate
in applications by invoking the javax.net.ssl.trustStore system property. Run the
following command argument in the application client container to use a self-
signed certificate in a .jks file:

- O avax. net . ssl . trust St ore=/ pat h/ t o/ keyst ore

4.10. Enable SSL on the HBase Web Ul

Perform the following task to enable SSL and TLS on an HBase Web UI.
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3 Note

In order to access SSL-enabled HDP Services through the Knox Gateway,
additional configuration on the Knox Gateway is required, see Configure SSL
for Knox.

1. Create and install an SSL certificate for HBase, for example to use a self-signed

certificate:

a. Create an HBase keystore:

su -1 hbase -c¢ "keytool -genkey -alias hbase -keyalg RSA -keysize 1024 -
keyst ore hbase. j ks"

At the keytool command prompt:
* Enter the key password

* Enter the keystore password

3 Note

Add these two specified values to the corresponding properties in
hbase-site.xml in step 2.

. Export the certificate:

su -1 hbase -c "keytool -exportcert -alias hbase -file certificate.cert -
keyst ore hbase. | ks"

. (Optional) Add certificate to the Java keystore:

* If you are not root run:

sudo keytool -inport -alias hbase -file certificate.cert -keystore /
usr/jdk64/jdkl.7.0_45/jrel/libl/security/cacerts

* If you are root:

keytool -inmport -alias hbase -file certificate.cert -keystore /usr/
jdk64/jdk1l.7.0_45/jrel/lib/security/cacerts

2. Add the following properties to the hbase- si t e. xm configuration file on each node

in your HBase cluster:

<property>

<nane>hbase. ssl . enabl ed</ nane>
<val ue>t rue</val ue>

</ property>

<property>
<nanme>hadoop. ssl . enabl ed</ nanme>
<val ue>true</ val ue>

</ property>

<property>
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<nane>ssl . server . keyst or e. keypasswor d</ name>
<val ue>key- passwor d</ val ue>
</ property>

<property>

<nanme><ssl . server. keyst or e. passwor d</ nane>
<val ue>keyst or e- passwor d</ val ue>

</ property>

<property>

<name>ssl . server. keyst ore. | ocati on</ name>
<val ue>/t np/ server - keystore. j ks</ val ue>
</ property>

3. Restart all HBase nodes in the cluster.

N

Note

For clusters using self-signed certificates: Define the truststore as a custom
property on the JVM. If the self-signed certificate is not added to the system
truststore (cacerts), specify the Java KeyStore (.jks) file containing the certificate
in applications by invoking the javax.net.ssl.trustStore system property. Run the
following command argument in the application client container to use a self-
signed certificate in a .jks file:

- Dj avax. net. ssl . trust St ore=/ pat h/ t o/ keyst or e

4.11. Enable SSL on HiveServer2

When using HiveServer2 without Kerberos authentication, you can enable SSL.

N

Note

In order to access SSL enabled HDP Services through the Knox Gateway,
additional configuration on the Knox Gateway is required, see Apache Knox
Gateway Administrator Guide, Gateway Security, Configure Wire Encryption.

Perform the following steps on the HiveServer2:

1. Log into the cluster as the hive user. Having hive user permissions when creating the Java
keystore file sets up the proper user::group ownership, which allows HiveServer to access
the file and prevents HiveServer startup failure.

2. Run the following command to create a keystore for hiveserver2:

keyt ool

-genkey -alias hbase -keyal g RSA -keysize 1024 -keystore hive.jks

3. Edit the hi ve- si t e. xm , set the following properties to enable SSL:

<property>
<nane>hi ve. server 2. use. SSL</ name>
<val ue>t rue</ val ue>
<descri pti on></ descri pti on>

</ property>

<property>
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<nane>hi ve. server 2. keyst or e. pat h</ name>
<val ue>keystore-fil e- pat h</val ue>
<descri pti on></descri pti on>

</ property>

<property>
<nane>hi ve. server 2. keyst or e. passwor d</ name>
<val ue>keystore-fil e- passwor d</ val ue>
<descri pti on></descri pti on>

</ property>

3 Note
When hive.server2.transport.mode is binary and hive.server2.authentication
is KERBEROS, SSL encryption does not currently work. Set
hive.server2.thrift.sasl.qop to auth-conf to enable encryption

On the client-side, specify SSL settings for Beeline or JDBC client as follows:

jdbc: hive2://<host >: <port >/ <dat abase>; ssl =t rue; ssl Trust St or e=<pat h-t o-
trust st ore>; trust St or ePasswor d=<passwor d>

4.11.1. Setting up SSL with self-signed certificates

3 Note
In product systems, use a CA-signed SSL certificated rather than a self-signed

certificated. A selfsigned certificated is a good way to test before deploying in
production.

Use the following steps to create and verify self-signed SSL certificates for use with
HiveServer2:

1.

List the keystore entries to verify that the certificate was added. Note that a keystore
can contain multiple such certificates: keytool -list -keystore keystore.jks

. Export this certificate from keystore.jks to a certificate file: keytool -export -alias

example.com -file example.com.crt -keystore keystore.jks

. Add this certificate to the client's truststore to establish trust: keytool -import -

trustcacerts -alias example.com -file example.com.crt -keystore truststore.jks

. Verify that the certificate exists in truststore.jks: keytool -list -keystore truststore.jks

. Then start HiveServer2, and try to connect with beeline using:

jdbc:hive2://<host>:<port>/<database>;ssl=true;ssITrustStore=<path-to-
truststore>;trustStorePassword=<truststore-password>

4.11.2. Selectively disabling SSL protocol versions

To disable specific SSL protocol versions, use the following steps:

1.

Run openssl ciphers -v (or the corresponding command if not using openssl) to view all
protocol versions.
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2. In addition to 1, an additional step of going over the HiveServer2 logs may be required
to see all the protocols that the node running HiveServer2 is supporting. For that, search
for "SSL Server Socket Enabled Protocols:" in the HiveServer2 log file.

3. Add all the SSL protocols that need to be disabled to hive.ssl.protocol.blacklist. Ensure
that the property in hiveserver2-site.xml does not override that in hive-site.xml.

4.12. Enable SSL for Kafka Clients

Kafka allows clients to connect over SSL. By default SSL is disabled, but it can be enabled as
needed.

Before you begin, be sure to generate the key, SSL certificate, keystore, and truststore that
will be used by Kafka.

4.12.1. Configuring the Kafka Broker

The Kafka Broker supports listening on multiple ports and IP addresses. To enable this
feature, specify one or more comma-separated values in the | i st ener s property in
server. properties.

Both PLAINTEXT and SSL ports are required if SSL is not enabled for inter-broker
communication (see the following subsection for information about enabling inter-broker
communication):

| i st ener s=PLAI NTEXT: // host . nane: port, SSL: // host . nane: port

The following SSL configuration settings are needed on the broker side:

ssl . keystore.l ocation = /var/private/ssl/kafka. server. keystore.jks

ssl . keystore. password = test1234

ssl . key. password = test1234

ssl.truststore.location = /var/private/ssl/kafka.server.truststore.jks
ssl.truststore. password = test1234

The following optional settings are available:

Property Description Value(s)
ssl.client.auth Specify whether client authentication |none

is required, requested, or not

required.

none: no client authentication.

requi r ed: client authentication is
required.

r equest ed: client authentication is
requested, but a client without certs
can still connect.

Note: If yousetssl . client.auth
torequest ed orr equi r ed, then
you must provide a truststore for the
Kafka broker. The truststore should
contain all CA certificates that are
used to sign clients' keys.
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Property Description Value(s)

ssl.cipher.suites Specify one or more cipher

suites: named combinations of
authentication, encryption, MAC and
key exchange algorithms used to
negotiate the security settings for a
network connection using the TLS or
SSL network protocol.

ssl . enabl ed. prot ocol s Specify the SSL protocols that you TLSv1. 2, TLSv1. 1, TLSvl
will accept from clients. Note: SSL is
deprecated; its use in production is
not recommended.

ssl . keystore. type Specify the SSL keystore type. JKS

ssl.truststore.type Specify the SSL truststore type. JKS

Enabling SSL for Inter-Broker Communication

To enable SSL for inter-broker communication, add the following setting to the broker
properties file (default is PLAINTEXT):

security.inter.broker.protocol = SSL
Enabling Additional Cipher Suites

To enable any cipher suites other than the defaults that come with JVM (see Java
Cryptography documentation), you will need to install JCE Unlimited Strength Policy files
(download link).

Validating the Configuration

After you start the broker, you should see the following information in the ser ver. | og
file:

wi th addresses: PLAINTEXT -> EndPoi nt (192. 168. 64. 1, 9092, PLAI NTEXT) , SSL ->
EndPoi nt (192. 168. 64. 1, 9093, SSL)

To make sure that the server keystore and truststore are set up properly, run the following
command:

openssl s_client -debug -connect |ocal host: 9093 -tl sl
(Note: TLSv1 should be listed under ssl . enabl ed. pr ot ocol s)

In the openssl output you should see the server certificate; for example:

Server certificate

----- BEG N CERTI FI CATE- - - - -

M | D+DCCAUACCQCx 2Rz 1t Xx3NTANBgk ghki GOw0BAQs FADB6 M wCQYDVQQGEWI V
Uz EL MAk GA1 UECAWCQO Ex FDASBgNVBAC MC1NhbnRhI ENs YXJ hMQwmvCg Y DVQOKDANV
cntx DDAKBgNVBAs VA2 9y Zz EOVAWGAL UEAWWFa 2 FmyWs x HDAaBgk ghki GOwWOBCQEW
DXR c3RAdGVzdC5j b20wHhc NMIuwiNz MMVDQy OT MM e NMTYWNz | 5MDQy OTMWY Bt
MQs WCQYDVQQGEWJ VUz EL VAK GA1 UECBMCQO Ex FDASBgNVBAC TC1INhbnRhl ENs YXJh
MQWCg YDVQQKEWNVY ¢ e x DDAKBg NVBAS TA29y 7z Ef MBOGAL UEAX MAU3J paGFyc2hh
| ENoaWb0YWkhc GFuaTCCAbcwggEsBgcghkj COAQBM | BHWMKBg QDI 1 OBHXUSKVLf
Spwu70Tn9hG3Yj zvRADDH +At | EmaUVAdQCIR+1k9j Vj 6v8X1uj D2y 5t VbNeBOAAd
NG yzZnC3a5l QpaSf n+gEexAi wk+7qdf +t 8Yb+Dt X58aophUPBPuD9t PFHs MCNVQT
WhaRW/Z1864r Ydcq7/ | i AxndOUgBxwl VAJdgUl 8VI w MspK5gqLr hAvwWBz 1AoGB
APf hol XWz3ey7yr XDa4V7| 51 K+7+j r qgvl XTAs9B4JInUVI Xj r r UAY/ nt Qc Qg YQO
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SRZx| +hIMKBYTt 88JMbz| puESFNgLVHyNKOG) r h4r s6Z1kWsj f w6l TVi 8f t i egEk
OByk8b60UZCIql Pf 4Vr | nwaSi 2ZegHt VIWXBTDv +z 0kqA4GEAAKBgB+Pdz0306bq
TpUAdb2FERMPLFsx06HOXx+TULi vep7HoS5yr kVObXZmv/ FDI8x76Qx Xr Og1lWhhY
YDeGDj H+XQkJ6ZxBVBZNIDI pCnf Qpf zXAvr yQ+cnmBoXUsKi dt Hf 4pLMYVi XX6BWK
Cc2hX4r G+l C8/ NXW1z Vv Cr 9To9f ngzj MAOGCSqGSI b3DQEBOWMIAAA I BAQBT yVse
RJ+ugi Nl W5t r ZscqHOt | ocbnek4UuV/ xi s2eAu9l 4EFOVBKRt 5Grk GZRcM zHF8
BRIwXbf Of yt MOKSPFk8R4/ NGDO zoK+F7uXeJ0S2u/ T29xk0u2i 4t j vl eq6OCphE
i 9vdj MOEOWhf QSHRhOXi r OYFX3cL775XwKdz KKRkk+Asz FR+nmRu90r doaepQ gGh
9Kf wr 4+6AU/ dPt dGuont BQQMkCzI r LABEYhW@7wHI Z3sPvl M6PI hQl/ YHSBJI C
75e0/ 4acDxZ+j 3sR5kcFul zYwFLgDYBaKH w3myYCgTALeB1z Uk X53NVi zI vhUd69
XJAAIl DSDt & f or t

----- END CERTI FI CATE- - - - -

subj ect =/ C=US/ ST=CA/ L=Sant a C ar a/ O=or g/ OU=or g/ CN=JBr own

i ssuer =/ C=US/ ST=CA/ L=Sant a C ar a/ O=or g/ OU=or g/ CN=kaf ak/ enmai | Addr ess=t est @ est .
com

If the certificate does not display, or if there are any other error messages, then your
keystore is not set up properly.

4.12.2. Configuring Kafka Producer and Kafka Consumer

SSL is supported for new Kafka Producers and Consumer processes; the older APl is not
supported. Configuration settings for SSL are the same for producers and consumers.

If client authentication is not needed in the broker, then the following is a minimal
configuration example:

security. protocol = SSL
ssl.truststore. |l ocation
ssl . truststore. password

/var/private/ssl/kafka.client.truststore.jks
test 1234

If client authentication is required, first create a keystore (described earlier in this chapter).
Next, specify the following settings:

ssl . keystore. |l ocation = /var/private/ssl/kafka.client.keystore.jks
ssl . keystore. password = test1234
ssl . key. password = test1234

One or more of the following optional settings might also be needed, depending on your
requirements and the broker configuration:

Property Description Value(s)

ssl . provi der The name of the security provider
used for SSL connections. Default
value is the default security provider
of the JVM.

ssl . ci pher.suites Specify one or more cipher

suites: named combinations of
authentication, encryption, MAC and
key exchange algorithms used to
negotiate the security settings for a
network connection using the TLS or
SSL network protocol.

ssl . enabl ed. prot ocol s List at least one of the protocols TLSv1. 2, TLSv1. 1, TLSv1l
configured on the broker side.

ssl . keystore. type Specify the SSL keystore type. JKS

ssl.truststore.type Specify the SSL truststore type. JKS
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4.13.

The following two examples launch console-producer and console-consumer processes:

kaf ka- consol e- producer. sh --broker-1ist |ocal host:9093 --topic test --
producer.config client-ssl.properties

kaf ka- consol e- consuner. sh --boot strap-server |ocal host: 9093 --topic test --
new consuner --consuner.config client-ssl.properties

Enable SSL for Accumulo

One of the major features added in Accumulo 1.6.0 was the ability to configure Accumulo
so that the Thrift communications will run over SSL. Apache Thrift is the remote procedure
call library that is leveraged for both intra-server and client communication with Accumulo.
Issuing these calls over a secure socket ensures that unwanted actors cannot inspect

the traffic sent across the wire. Given the sometimes sensitive nature of data stored in
Accumulo and the authentication details for users, secure communications are critical.

Due to the complex and deployment-specific nature of the security model for some
systems, Accumulo expects users to provide their own certificates, guaranteeing that they
are, in fact, secure. However, for those who require security but do not already operate
within the confines of an established security infrastructure, OpenSSL and the Java keytool
command can be used to generate the necessary components to enable wire encryption.

To enable SSL with Accumulo, it is necessary to generate a certificate authority and
certificates that are signed by that authority. Typically, each client and server has its
own certificate, which provides the finest level of control over a secure cluster when the
certificates are properly secured.

4.13.1. Generate a Certificate Authority

The certificate authority (CA) controls what certificates can be used to authenticate with
each other. To create a secure connection with two certificates, each certificate must be
signed by a certificate authority in the "truststore" (A Java KeyStore which contains at least
one Certificate Authority's public key). When creating your own certificate authority, a
single CA is typically sufficient (and would result in a single public key in the truststore).
Alternatively, a third party can also act as a certificate authority (to add an additional layer
of security); however, these are typically not a free service.

The following is an example of creating a certificate authority and adding its public key to a
Java KeyStore to provide to Accumulo.

# Create a private key
openssl genrsa -des3 -out root.key 4096

# Create a certificate request using the private key
openssl req -x509 -new -key root. key -days 365 -out root.pem

# Generate a Base64-encoded version of the PEM just created
openssl x509 -outformder -in root.pem -out root.der

# lmport the key into a Java KeyStore
keytool -inport -alias root-key -keystore truststore.jks -file root. der

# Renove the DER formatted key file (as we don't need it anynore)
rmroot.der
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Remember to protect r oot . key and never distribute it, as the private key is the basis

for your circle of trust. The keytool command will prompt you about whether or not the
certificate should be trusted: enter "yes". The truststore.jks file, a "truststore”, is meant to
be shared with all parties communicating with one another. The password provided to the
truststore verifies that the contents of the truststore have not been tampered with.

4.13.2. Generate a Certificate/Keystore Per Host

It is desirable to generate a certificate for each host in the system. Additionally, each client
connecting to the Accumulo instance running with SSL should be issued its own certificate.
Issuing individual certificates to each entity provides proper control to revoke/reissue
certificates to clients as necessary, without widespread interruption.

The following commands create a private key for the server, generate a certificate signing
request created from that private key, use the certificate authority to generate the
certificate using the signing request. and then create a Java KeyStore with the certificate
and the private key for our server.

# Create the private key for our server
openssl genrsa -out server.key 4096

# CGenerate a certificate signing request (CSR) with our private key
openssl req -new -key server.key -out server.csr

# Use the CSR and the CAto create a certificate for the server (areply to
t he CSR)

openssl x509 -req -in server.csr -CA root.pem - CAkey root. key - CAcreateseri al
-out server.crt -days 365

# Use the certificate and the private key for our server to create PKCS12
file

openssl pkcsl2 -export -in server.crt -inkey server.key -certfile server.crt -
nane 'server-key' -out server.pl2

# Create a Java KeyStore for the server using the PKCS12 file (private key)
keyt ool -inportkeystore -srckeystore server.pl2 -srcstoretype pkcsl2 -
dest keystore server.jks -deststoretype JKS

# Renpve the PKCS12 file as we don't need it
rmserver. pl2

# Inmport the CA-signed certificate to the keystore
keytool -inport -trustcacerts -alias server-crt -file server.crt -keystore
server. | ks

This, combined with the truststore, provides what is needed to configure Accumulo
servers to run over SSL. The private key (ser ver . key), the certificate signed by the CA
(server. pem), and the keystore (ser ver . j ks) should be restricted to only be accessed
by the user running Accumulo on the host it was generated for. Use chown and chnod to
protect the files, and do not distribute them over non-secure networks.

4.13.3. Configure Accumulo Servers

Now that the Java KeyStores have been created with the necessary information, the
Accumulo configuration must be updated so that Accumulo creates the Thrift server
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over SSL instead of a normal socket. Configure the following properties in accunul o-
site.xm:

<property>
<name>r pc. j avax. net. ssl . keySt or e</ nane>
<val ue>/ pat h/ t o/ server.j ks</val ue>
</ property>
<property>
<nanme>r pc. j avax. net. ssl . keySt or ePasswor d</ nanme>
<val ue>ser ver _passwor d</ val ue>
</ property>
<property>
<name>r pc. j avax. net . ssl . trust St or e</ nane>
<val ue>/path/to/truststore.jks</val ue>
</ property>
<property>
<nanme>r pc. j avax. net. ssl . trust St or ePasswor d</ nane>
<val ue>t r ust st or e_passwor d</ val ue>
</ property>
<property>
<nanme>i nst ance. r pc. ssl . enabl ed</ name>
<val ue>t r ue</ val ue>
</ property>

The keystore and truststore paths are both absolute paths on the local file system (not
HDFS). Remember that the server keystore should only be readable by the user running
Accumulo and, if you place plain-text passwords in accumnul o- si t e. xm , make sure
that accunul o- si t e. xrm is also not globally readable. To keep these passwords out
of accunul o- si t e. xm , consider configuring your system with the new Hadoop
CredentialProvider class. See ACCUMULO-2464 for more information on what will be
available in Accumulo-1.6.1.

Also, be aware that if unique passwords are used for each server when generating the
certificate, this will result in different accunul o- si t e. xni files for each host. Unique
configuration files for each host will add complexity to the configuration management
of your instance. The use of a CredentialProvider (a feature from Hadoop which allows
for acquisitions of passwords from alternate systems) can help alleviate the issues with
unique accunul o- si t e. xm files on each host. A Java KeyStore can be created using
the CredentialProvider tools, which eliminates the need for passwords to be stored in
accunul o-si te. xm , and can instead point to the CredentialProvider URI which is
consistent across hosts.

4.13.4. Configure Accumulo Clients

To configure Accumulo clients, use $HOVE/ . accumnul o/ conf i g. This is a simple Java
properties file: each line is a configuration, key, and value separated by a space, and lines
beginning with a # symbol are ignored. For example, if we generated a certificate and
placed it in a keystore (as described above), we would generate the following file for the
Accumulo client.

i nstance. rpc. ssl . enabl ed true

rpc. j avax. net.ssl.keyStore /path/to/client-keystore.jks
rpc.javax. net. ssl . keyStorePassword client-password
rpc.javax.net.ssl.trustStore /path/to/truststore.jks
rpc. javax. net.ssl.trust StorePassword truststore-password
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When creating a ZooKeeperinstance, the implementation will automatically look for

this configuration file and set up a connection with the methods defined in this file. The
ClientConfiguration class also contains methods that can be used instead of a configuration
file on the file system. Again, the paths to the keystore and truststore are on the local file

system, not HDFS.

4.14.

Enable SSL for Apache Atlas

This section describes how to enable SSL for Apache Atlas on an Ambari cluster.

4.14.1. Configuring Apache Atlas SSL

Both one-way (server authentication) and two-way (server and client authentication) SSL
are supported. To enable Apache Atlas SSL, select Atlas > Configs > Advanced, then select
Advanced application-properties and set the following properties:

Table 4.4. Atlas Advanced application-properties

Property

Value

Description

atlas.enableTLS

true

Enable or disable the SSL listener.
Set this value to t r ue to enable SSL
(default value is f al se).

You can also set the following properties by selecting Custom application-properties > Add

Property.

Table 4.5. Atlas Advanced application-properties

Property

Value

Description

keystore.file

<path_to_keystore_file>

The path to the keystore file leveraged
by the server. This file contains the
server certificate.

truststore.file

<path_to_trustore_file>

The path to the truststore file. This

file contains the certificates of other
trusted entities (e.g. the certificates
for client processes if two-way SSL

is enabled). In most instances this

can be set to the same value as the
keystore.file property (especially if one-
way SSL is enabled).

client.auth.enabled

true|false

Enable/disable client authentication
(disabled by default). If enabled,

the client must authenticate to the
server during the transport session key
creation process (i.e. two-way SSL is in
effect).

cert.stores.credential.provider.path

<path_to_credential_provider_store_filePhe path to the Credential Provider

store file. The passwords for the
keystore, truststore, and server
certificate are maintained in this secure
file. Utilize the cputil script in the 'bin'
directory (see below) to populate this
file with the passwords required.

atlas.ssl.exclude.cipher.suites

Example value:

*NULL.*, .*RC4.*, .*MD5.*, .*DES.*, .*

The excluded Cipher Suites list -
NULL.,.*RC4.*,.*MD5.*,.*DES.*,.*DSS.*
P& Weak and unsafe Cipher Suites

that are excluded by default. If
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Property

Value Description

additional Ciphers need to be
excluded, set this property with
the default Cipher Suites such as
*NULL.*, .*RC4.*, .*MD5.*, .*DES.*, .*DSS.*,
and add the additional Cipher Suites
to the list with a comma separator.
They can be added with their full
name or a regular expression.

The Cipher Suites listed in the

atl as. ssl . excl ude. ci pher.suites
property take precedence over the
default Cipher Suites. You should
retain the default Cipher Suites,
and add additional ones to increase
security.

Important

Enabling or disabling HTTPS will not automatically reconfigure the

at | as. rest . addr ess property. To update this property, select Atlas >
Configs > Advanced, then select Advanced application-properties. Change
the URL strings in the at | as. r est . addr ess property to "https" if SSL is
enabled (if the at | as. enabl eTLS property is set to t r ue) "https". If SSL is
not enabled, use "http". For example:

* http: <server_one>: 21000, htt p: <server _two>: 21000, htt p: <server _t hree>:
* https: <server_one>: 21443, htt ps: <server _two>: 21443, htt ps: <server _thre

The default HTTP port is 21000 and the default HTTPS port is 21443. These
values can be overridden using the at | as. server. http. port and
atl as. server. https. port properties, respectively.

After manually editing these settings, select Actions > Stop All on the Ambari
dashboard to stop all services, then select Actions > Start All to restart all
services.

4.14.2. Credential Provider Utility Script

In order to prevent the use of clear-text passwords, the Atlas platform uses the Credential
Provider facility for secure password storage (see the Hadoop Credential Command
Reference for more information about this facility). The cputi | script can be used to
create the required password store.

To create the credential provider for Atlas:

1. Use the following command to switch to the Atlas bin directory:

cd /usr/hdp/current/atl as-server/bin

2. Run the following command:

.lcputil.py

3. When prompted, enter the path for the generated credential provider. The format for
the path is:
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4.15.

4.16.

[local/filelpath/file.jceks

Only one absolute path is allowed. The credential provider files generally use the
. ] ceks extension.

4. When prompted, enter the passwords for the keystore, truststore, and server key
(these passwords must match the passwords used when actually creating the associated
certificate store files).

5. The credential provider is generated and saved to the specified path.

SPNEGO setup for WebHCat

To set up secure WebHCat, set the following properties in the / et ¢/ hcat al og/ conf/
webhcat - site. xn file:

</ property>
<nane>t enpl et on. ker ber os. pri nci pal </ nane>
<val ue>HTTP/ host 1234. exanpl e. com@&XAMPLE. COVK/ val ue>
<descri pti on/ >

<property>

The t enpl et on. ker ber os. pri nci pal property must use the host name of the
WebHCat Server.

<property>
<nane>t enpl et on. ker ber os. keyt ab</ name>
<val ue>/ et c/ securi ty/ keyt abs/ spnego. servi ce. keyt ab</ val ue>
<descri pti on/ >

</ property>

<property>
<nane>t enpl et on. ker ber os. secr et </ nanme>
<val ue>secr et </ val ue>
<descri pti on/ >

</ property>

<property>
<nane>t enpl et on. hi ve. properti es</ name>
<val ue>hi ve. net ast ore. | ocal =f al se, hi ve. netastore. uri s=thrift://host1234.
exanpl e. com 9083,
hi ve. net ast or e. sasl . enabl ed=t r ue, hi ve. net ast or e. execut e.
set ugi =t r ue,
hi ve. exec. node. | ocal . aut o=f al se,
hi ve. met ast or e. ker ber os. pri nci pal =hi ve/ _HOST@EXAMPLE. COVK/
val ue>
<descri pti on>Properties to set when runni ng hive. </descri pti on>
</ property>

Be sure to set the t enpl et on. hi ve. properti es property with the host name for your
Thrift server.

Configure SSL for Hue

HTTPS is a simple HTTP in conjunction with SSL (Secure Sockets Layer) and used for
establishing an encrypted link between the web browser and the web server. Using HTTPS
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enables you to prevent collection of sensitive information between your web browser and
a web server.

4.16.1. Enabling SSL on Hue by Using a Private Key

If you have a private key, follow these steps to enable SSL on Hue:

1. Configure Hue to use your private key by adding the following syntax to the / et c/
hue/ conf/ hue. i ni file:

ssl _certificat e=$PATH TO CERTI FI CATE

ssl _privat e_key=$PATH TO KEY
ssl _ci pher i st="DEFAULT: ! aNULL: ! eNULL: ! LOW ! EXPORT: ! SSLv2" (defaul t)

2. Restart Hue:

/etc/init.d/ hue restart

4.16.2. Enabling SSL on Hue Without Using a Private Key

If you do not have a private key and want to run tests, you can enable SSL on Hue by
creating a self-signed certificate:

1. Create a key:

openssl genrsa 1024 > host. key

2. Create a self-signed certificate:

openssl req -new -x509 -nodes -shal -key host.key > host.cert

3. Move the host . key and host . cer f files to the ssl directory:

nmv host . key /etc/ssl
nmv host.cert /etc/ssl

4. Configure Hue to use your private key by adding the following syntax to the / et c/
hue/ conf/ hue. i ni file:

ssl _certificat e=$PATH TO CERTI FI CATE

ssl _privat e_key=$PATH TO KEY
ssl _ci pher i st="DEFAULT: ! aNULL: ! eNULL: ! LOW ! EXPORT: ! SSLv2" (defaul t)

5. Restart Hue:

/etc/init.d/ hue restart

4.17. Configure SSL for Knox

For the simplest of evaluation deployments, the initial startup of the Knox Gateway will
generate a self-signed cert for use on the same machine as the gateway instance. These
certificates are issued for "localhost" and will require specifically disabling hostname
verification on client machines other than where the gateway is running.

396



hdp-security August 29, 2016

4.17.1. Self-Signed Certificate with Specific Hostname for
Evaluations

In order to continue to use self-signed certificates for larger evaluation deployments, a
certificate can be generated for a specific hostname. This will allow clients to properly verify
the hostname presented in the certificate as the host that they requested in the request
URL.

To create a self-signed certificate:
1. Create a certificate: where $gat eway- host nane is the FQDN of the Knox Gateway.
cd $gat eway bin/knoxcli.cnd create-cert --hostnanme $gat eway- host nane

2. Export the certificate in PEM format:

keyt ool -export -alias gateway-identity -rfc -file $certificate path -
keyst ore $gat eway /datal/security/keystores/gateway. ks

3 Note
cURL option accepts certificates in PEM format only.
3. Restart the gateway:
cd $gat eway bin/gateway.sh stop bin/gateway.sh start

4. After copying the certificate to a client, use the following command to verify:

curl --cacert $certificate_path -u $usernane : $password https://
$gat eway- host nane : $gat eway_port /gateway/ $cl uster_nane /webhdfs/vi?op=
GETHOMVEDI RECTORY

4.17.2. CA-Signed Certificates for Production

For production deployments or any deployment in which a certificate authority issued
certificate is needed, the following steps are required.

1. Import the desired certificate/key pair into a java keystore using keytool and ensure the
following:

¢ The certificate alias is gateway-identity.
* The store password matches the master secret created earlier.
* Note the key password used - as we need to create an alias for this password.

2. Add a password alias for the key password:

cd $gat eway bin/knoxcli.cnd create-cert create-alias gateway-identity-
passphrase --val ue $act ual passphrase

3 Note
The password alias must be gat eway- i denti ty- passphrase.
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4.17.3. Setting Up Trust for the Knox Gateway Clients

4.18.

4.19.

In order for clients to trust the certificates presented to them by the gateway, they will
need to be present in the client's truststore as follows:

1. Export the gateway-identity cert from the $gateway /data/security/keystores/
gateway.jks using java keytool or another key management tool.

2. Add the exported certificate to the cacerts or other client specific truststore or the
gat eway. j ks file can be copied to the clients to be used as the truststore.

S Note

If taking this approach be sure to change the password of the copy so that it
no longer matches the master secret used to protect server side artifacts.

Securing Phoenix

To configure Phoenix to run in a secure Hadoop cluster, use the instructions on this page.

Set Up SSL for Ambari

If you want to limit access to the Ambari Server to HTTPS connections, you need to provide
a certificate. While it is possible to use a self-signed certificate for initial trials, they are not
suitable for production environments. After your certificate is in place, you must run a
special setup command.

Ambari Server should not be running when you do this. Either make these changes
before you start Ambari the first time, or bring the server down before running the setup
command.

1. Log into the Ambari Server host.

2. Locate your certificate. If you want to create a temporary self-signed certificate, use this
as an example:

openssl genrsa -out $wserver.key 2048
openssl req -new -key $wserver.key -out $wserver.csr

openssl x509 -req -days 365 -in $wserver.csr -signkey
$wserver. key -out $wserver.crt

Where $wser ver is the Ambari Server host name.

The certificate you use must be PEM-encoded, not DER-encoded. If you attempt to use a
DER-encoded certificate, you see the following error:

unable to load certificate 140109766494024: error: 0906D06C. PEM
routi nes: PEM read_bi o:no start line:pemlib.c :698: Expecting:
TRUSTED CERTI FI CATE
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You can convert a DER-encoded certificate to a PEM-encoded certificate using the
following command:

openssl x509 -in cert.crt -informder -outform pem-out cert.pem

where cert. crt is the DER-encoded certificate and cert . pemis the resulting PEM-
encoded certificate.

3. Run the special setup command and answer the prompts.
anbari-server setup-security
* Select 1 for Enabl e HTTPS for Ambari server.
* Respondy toDo you want to configure HTTPS ?
« Select the port you want to use for SSL. The default port number is 8443.

* Provide the complete path to your certificate file ($wserver.crt from above) and
private key file ($wserver.key from above).

* Provide the password for the private key.
» Start or restart the Server
ambari -server restart

4. Trust Store Setup - If you plan to use Ambari Views with your Ambari Server, after
enabling SSL for Ambari using the instructions below, you must also set up a truststore
for the Ambari server.

4.19.1. Set Up Truststore for Ambari Server

If you plan to set up SSL for Ambari or to enable wire encryption for HDP, you must
configure the Truststore for Ambari and add certificates.

Ambari Server should not be running when you do this. Either make these changes
before you start Ambari the first time, or bring the server down before running the setup
command .

1. On the Ambari Server, create a new keystore that will contain the Ambari Server's HTTPS
certificate.

keytool -inport -file <path_to_the_Ambari_Server's_ SSL_Certificate> -alias
anbari -server -keystore anbari-server-truststore

When prompted to Trust this certificate?' type "yes".

2. Configure the ambari-server to use this new trust store:

ambari - server setup-security
Usi ng python /usr/bin/python2.6
Security setup options...
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Choose one of the follow ng options:

[1]
[2]
[3]
[4]
[5]

Enabl e HTTPS for Anmbari server.

Encrypt passwords stored in anmbari.properties file.
Set up Anbari kerberos JAAS configuration.

Setup truststore.

I nport certificate to truststore.

Ent er

choice, (1-5): *4*

Do you want to configure a truststore [y/n] (y)? *y*
TrustStore type [jks/jceks/pkecs12] (jks): *jks*

Path to TrustStore file :

Password for TrustStore:
Re- ent er password:

Anbar i

Server 'setup-security' conpleted successfully.

*<path to the anbari-server-truststore keystore>*

3. Once configured, the Ambari Server must be restarted for the change to take effect.

anbari -server restart

4.20. Configure Ambari Ranger SSL

4.20.1. Configuring Ambari Ranger SSL Using Public CA

Certificates

If you have access to Public CA issued certificates, use the following steps to configure
Ambari Ranger SSL.

4.20.1.1. Prerequisites

¢ Copy the keystore/truststore files into a different location (e.g./ et ¢/ security/
server Keys) than the / et ¢/ <conponent >/ conf folder.

» Make sure that the JKS file names are unique.

* Make sure that the correct permissions are applied.

» Make sure that passwords are secured.

4.20.1.2. Configuring Ranger Admin

1. Stop Ranger by selecting Service Actions > Stop.
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2. Use the following steps to disable the HTTP port and enable the HTTPS port with the
required keystore information.

a. Select Configs > Advanced. Under Ranger Settings, clear the HTTP enabled check box
(this blocks all agent calls to the HTTP port even if the port is up and working).
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b. Under Ranger Settings, provide the value in the External URL box in the format
htt ps://<hostname of policy manager>: <https port>.

¥  Ranger Sattings

I External URL hitps:icé403.ambarl. apache.crg 8182 I c

Authentication method O LOAP
ACTIVE_DIRECTORY

LML
HONE

HTTP anabled O =& o

¢. Under Advanced ranger-admin-site, set the following properties:
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ranger. https.attrib. keystore.fil e-Provide the location of the Public
CA issued keystore file.

ranger.service. https.attrib. keyst or e. pass — Enter the password for
the keystore.

ranger.service. https.attrib. keystore. keyal i as — Enter the alias
name for the keystore private key.

ranger.service. https.attrib. clientAut h —Enter want as the value. This
validates the client cert from all agents, but not the requests from web applications.
Setting this value to want requires the client to have a certificate to use to sign
traffic. If you do not want to put certificates on the client machines to do two-way
SSL, this parameter can be set to f al se to enable one-way SSL.

ranger.service. https.attrib. ssl. enabl ed - set this propertytot r ue.

ranger. servi ce. htt ps. port —Make sure that this port is available, or change
the value to an available port number.
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*  Advanced ranger-admin-site

renger.audit Source. type soir a ©
ranger credentisl, fetcrangan aamin rangaradmin jcaks & O
provider, path

renger hitps.attnb, {8t ranger/admin/cont/ranger-admin-keystore ks [+
heystore fla

ranger jpa.audit, jdbe, rangesaLidit a8 ©
credential.alias

ranger jpa_audit. jdbe. {[pdbc_dialect}} & ©
diglect

ranger.jpa.audit,jdbe. {franger_jdbc_driver}} “a v
driver

ranger.jpa.sudit.jdbe, anad I

password

rEnger.|pa.sudit. jdbe. ur {(audit_jdbe_ui}) i ©
ranger jpa.audit.jdbo . user  [[ranger_audit_db_usér]] & ©
ranger.|pa.jdbc. rangeradmin i@ @
credential.alias

ranger. jpi.jdbe. diakect {fidbc_cRalect])} L
ranger.jpa.jdbc. password &

ranger.jpa.jdbe user {[ranger_dn_user]] & O
Group Search Base {[ranger_ug_ldap_group_saarchbased) “@ e
Group Search Filter {(ranger_ug_ldap_group_saarchiiberi) i ©
riger service. host {franger_host)} a e
renger sarvica.http.port 6080 i@ ©
ranger service. https, warnt & O
attrib.cliertauth

rEnger.sarvica.hitpa, rEngeradmin a@ o
attrib. keystora keyalias

ranger service, htips, =

attrib. keystora, pass

ranger sarvica. hiips. T i@ ©
atirib, 551 enabhed

renger.servica.https. port G182 & @

I E _— —  — —  —_ ——  ———————————— — — — — — —— — — ——  } —  —— — ——— }} — —  — }  —  ——— — —  — — ——  —— — —  — I
3. Under Custom ranger-admin-site, add the following properties:

e ranger.service. https.attrib. keystore. fil e-Specify the same value
provided for theranger. https. attri b. keystore. fil e property.
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e ranger.service. https.attrib. client. auth -Specify the same value
provided for the r anger . service. https.attrib. cli ent Aut h property.

To add a Custom ranger-admin-site property:

a. Select Custom ranger-admin-site, then click Add Property.

ranger.ldap ad.domain

ranger.ldap.ad.ur

AD Settings

LDAP Settings

Advanced ranger-admin-site

Advanced rangear-any

Advanced ranger-ugsync-site

Custom admin-properties

Custom ranger-admin-sita

I Add Property ... I

]

g

Custom ranger-site

Custom ranger-ugsync-site

Custom USersync-proparties

lecalhost

dap:ifad sasecura.net-388

b. On the Add Property pop-up, type the property name in the Key box, type the

property value in the Value box, then click Add.
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—
Add Property

Type ranger-admin-site.xmil * W
Key ranger.service.https.attrib. keystore. file
Value /etc/ranger/admin/confiranger-admin-keystore. jks

o [

4. Save your changes and start Ranger Admin.

When you attempt to access the Ranger Admin Ul with the HTTPS protocol on the port
specified by the r anger . servi ce. htt ps. port property, the browser should report
that it does not trust the site. Click Proceed anyway and you should be able to access the
Ranger Admin Ul over HTTPS.

4.20.1.3. Configuring Ranger Usersync

1. Stop Ranger Usersync by selecting the Ranger Usersync link, then select Started > Stop
next to Ranger Usersync.
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© Atias Metadata Server / Atlas F— -
No Data Availabla Mo Data Availabile
& DRPC Sarver [ Storm Started -
A Falcon Server / Falcon Stopped = Netiworh Usege Frocesses
A HBase Master / HBase Stopped =
& History Server / MapReduce2 Started -
& Hive Metastors / Hive Started =
S HivaServer? / Hive Started =
A SmantSense HST Server |/ Sioppad -
SmaenSanss
@ Kafka Broker / Kafka Started -
& Knox Gateway / Knox Started N
&k Metrics Collector / Ambari Matrics Stoppad -
& MyS0L Server / Hive Started -
& MameMode / HOFS Started -
& Mimbus / Stomm Started -
@ Oozie Server / Dozl Started -
@ Ranger Admin [ Ranger Started =
& Ranger Lisersync / Ranger Started -

@ ResourceManager / YARN

@ SNameMods ¢ HDFS

& Spark History Server / Spark Started —

& Storm Ul Server / Storm Staried -
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2. Navigate back to Ranger and select Configs > Advanced, then click Advanced ranger-
ugsync-site. Set the following properties:

e ranger. usersync. truststore. fil e-Enterthe path to the truststore file.

e ranger. usersync. truststore. passwor d — Enter the truststore password.

ranger. Usarsync. Jusrhdpfeurrent/ranger-usersync/conf/mytruststors ks L
truststore.file

ranger.bﬁers}rnc_ L R N P PN T R TN ARSI RN NN IR N
truststore.password

3. Start Ranger Usersync by selecting the Ranger Usersync link on the Summary tab, then
select Stopped > Start next to Ranger Usersync.

4.20.1.4. Configuring Ranger Plugins for SSL
The following section shows how to configure the Ranger HDFS plugin for SSL. You can use
the same procedure for other Ranger components. Additional steps required to configure
the Ranger KMS plugin and server are provided in subsequent sections.

4.20.1.4.1. Configuring the Ranger HDFS Plugin for SSL

The following steps show how to configure the Ranger HDFS plugin for SSL. You can use
the same procedure for other Ranger components.

1. Stop HDFS by selecting Service Actions > Stop.

408



hdp-security

August 29, 2016

'.‘ Ambari  test_cluster JEREEl 13 st

& MapReduceZ
& YARN

Ll Taz

@ Hive

& HBass

O Pig

O Sqoop

@ Oozie

& Zookeepar
b Faloon

& Storm

& Flumea

A Accurmuio
A Ambari Metrics
@ Atlas

@ Kafka

@ Enox

O Mahout

& Rangear

O Slider

A SmartSense
@ Spark

Actions =

Surmmary — Heatmaps — Confige

Summary

MameMode & Slarted

ShlameMocs @ Started

DalaModes 11 Staried

DataModes Status 1 e /0 daad 7 0

decommissioning

MFSOaieways 00 Started
Namehode Uptime 2182 days

Namahods Heap

155.3 MB F 10113 MB

Cluick Linka = Sarvice Actions =

@ Restart DataModes

Blog  m piove NamaModa

Blog  * Move SNameahoda
4 Enable Marrebdocs Ha
Tiotal Files + DN l‘.’_l'FIL.n Sanvioe Check
Upgrad gy Tumn On Mairtenance Mode
Safe Mod ¥ Rebalance HDFS

(15.8% wsed) & Download Clisnt Gonfigs
Disk Usaga (OFS Lised) BS5.E MB 7 488.2 GB
0.17%]
Disk Usage [Mon DFS Used) 38.3 GB /4882 GB (7.B4%)
Metrics Actions - Last 1 hour ~
Namshods GG NamaMods GG NN Connection MHamablade Heap HamaNods Host
oount tirmen Load Load
Mo Data Availabla Mo Data Availabin Ma Data svalabis ko Data Avallabin Mo Data Avalabin
MHameMade RPC Failed disk valumes Corrupted Blocks Under Aeplicated HOFS Space
Bilocks Litilization
Mo Data Available

2. Under Ranger Settings, provide the value in the External URL box in the format
htt ps://<hostnanme of policy manager>: <https port>.

3. Select Advanced ranger-hdfs-policymgr-ssl and set the following properties:

* xasecure. policyngr.clientssl.keystore - Enter the public CA signed
keystore for the machine that is running the HDFS agent.

e xasecure. policyngr.clientssl.keystore. passwor d — Enter the keystore

password.
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¥  Advanced ranger-hdfs-policymgr-ssl

xasecure. policymgr. Jfusr’hdp/currenthadoop-client/conf/ranger-plugin-keystore.jks = ©
clientssl keystore

xasecure, pollcyrmgr. |eaks:fie{{credential_filai) 4]
clientssl.keystore.
crecdential file

murgpm'mgr_ AR I RSN EEA AR E AR AR EEE IR R E RSSO
clientssl.keystora.
password

xasecure, palicymgr. fusrihdp/currenthadoop-client/conf/ranger-plugin-truststore.jle.  ©
clientssl.truststore

xasecurs. policymgr. joeks:filef{credential_filai} [+]
clientssl.truststore.
credential.file

Hamur&.m'mgn LEEL LR LT LI AR LT LIS Rt e e Ll ]) LLLE LT E R LT ET S R LI R LS EL IR

clientssl.truststore.
password

4. Select Advanced ranger-hdfs-plugin-properties, then select the Enable Ranger for HDFS
check box.

> Advanced ranger-hdfs-plugin-properties

Enable Ranger for HDFS M Ja ° C

thw mm“w mnﬂg (T T T T E T T e T PP T PP o (T TR TP T T O P T T T T T =]

password

Ranger repository config hadoop a ©
Lser

commaon.name.for. a ©
certificate

hadoop.rpe.protection a ©
Policy user for HDFS ambari-ga e o
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5. Click Save to save your changes.

6. Start HDFS by selecting Service Actions > Start.

7. Restart Ranger Admin.

8. Log into the Ranger Policy Manager Ul as the admin user. Click the Edit button of the
HDFS repository and provide the CN name of the keystore as the value for Common
Name For Certificate, then save your changes.

9. Start the HDFS service.

10Select Audit > Agents. You should see an entry for your repo name with HTTP Response
Code 200.

N

Note

This procedure assumes that the keystores provided for the Admin and agent
are signed by a public CA.

Provide an identifiable string as the value for Common Name when generating
certificates. Important note: In the case where multiple servers talking to ranger
admin for downloading policies for the same service/repository (e.g. HBase
Master and Region servers, multiple NameNodes or Hive servers in an HA
environment, be sure to use the repo name or a common string across all of

the nodes (such as HbasePlugin, HdfsPlugin etc). (Note this and enter the same
value in Common Name For Certificate field in the edit repository page in the
Policy Manager Ul).

Note

Ranger Admin will use the JAVA truststore, so you need to add your plugin
certificate inside the Java truststore. Alternatively, you can specify a custom
truststore by editing / usr/ hdp/ 2. 3. 2. 0- 2950/ r anger - admi n/ ews/
ranger - admi n- servi ces. sh. You will need to add the following after the
JAVA_OPTS line:

-Dj avax. net.ssl.trust Store=/etc/security/ssl/truststore.jks
- Dj avax. net . ssl . trust St or ePasswor d=hadoop

For example:

JAVA OPTS=" ${JAVA OPTS} - XX: MaxPer nSi ze=256m - Xmx1024m - Xns1024m
-Dj avax. net.ssl .trust Store=/etc/security/ssl/truststore.jks
- O avax. net . ssl . trust St or ePasswor d=hadoop”

4.20.1.4.2. Configuring the Ranger KMS Plugin for SSL

To configure the Ranger KMS (Key Management Service) plugin for SSL, use the procedure
described in the previous section for HDFS, then perform the following additional step.

Log into the Policy Manager Ul (as the keyadmin user) and click the Edit button of your
KMS repository. Provide the CN name of the keystore as the value for Common Name For
Certificate and save your changes. This property is not provided by default, so it must be

added.
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Ran ger UAccessManager @ Encryption

Create Service
Service Details :
Service Mame * d_lmes
Description ks repo
Active Status 8 Enabled Disabled
Config Properties :

KMS URL * ks Miips@ip-172-31-26-219.802
Username * foryad man
Password *

Add Mew Configurations Hame Value

commaonNameForl ertifkcate Ip-172-31-26-219.ac2interna n

Test Conmnectdn

4.20.1.4.3. Configuring the Ranger KMS Server for SSL

Use the following steps to configure Ranger KMS (Key Management Service) Server for SSL.

1. Stop Ranger KMS by selecting Service Actions > Stop.

2. Select Custom ranger-kms-site, then add the following properties as shown below:
ranger.https.attrib.keystore.file
ranger.service.https.attrib.keystore.file (duplicate of above - workaround for now)
ranger.service.https.attrib.clientAuth
ranger.service.https.attrib.client.auth (duplicate of above — workaround for now)
ranger.service.https.attrib.keystore.keyalias

ranger.service.https.attrib.keystore.pass
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ranger.service.https.attrib.ssl.enabled

ranger.service.https.port

ranger. hitps. attrib.
kenystore. file

ranger.senice hitps,
attrib.client.auth

rangersenvice niips,
attrib, clientAuth

ranger.service. hiips,
attrib. keystone file

rangersenvice hmps,
attrib keysiore keyalias

ranger.service. https,
attrib keysione. pass

ranger.sanice https,
attrib. ssl.enabled

ranger.senvice hitps. port

Add Property ...

Custom ranger-kms-site

fetc/ranger/kms/confiranger-kms- keystone. jks

want

falas

fetc/ranger/kms/cont/ranger-kms-keystone, ks

rangerkms

rangerkms

trua

5383

3. Under Advanced kms_env, update the value of kms_port to match the value of
ranger.service.https.port.

4. Save your changes and restart Ranger KMS.

When you attempt to access the Ranger KMS Ul with the HTTPS protocol on the port
specified by the ranger.service.https.port property, the browser should report that

it does not trust the site. Click Proceed anyway and you should be able to access the
Ranger Admin Ul over HTTPS.

4.20.2. Configuring Ambari Ranger SSL Using a Self-Signed

Certificate

If you do not have access to Public CA issued certificates, use the following steps to create a
self-signed certificate and configure Ambari Ranger SSL.

4.20.2.1. Prerequisites

¢ Copy the keystore/truststore files into a different location (e.g./ et ¢/ security/
server Keys) than the / et ¢/ <conponent >/ conf folder.

* Make sure that the JKS file names are unique.
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¢ Make sure that the correct permissions are applied.

¢ Make sure that passwords are secured.

4.20.2.2. Configuring Ranger Admin

1. Stop Ranger by selecting Service Actions > Stop.

& HDFS Summary Configs Quick Linkss el
@ MapRedcn? I — I
& YARM e il po
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Ranger Hive plugin Dk
= Sooop
Rarges HBase pugin  Disabled
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& Zookeeper Fanger Hnoo plugin Disabled
& Faicon a Anrger Kafka plugin Disabbed
S Storm
&b Pume
& Accumdic a

& Ambar Metics @
& Atins

© Kafka

& Know

0 Mahout
N
2 Slider

& SmartSense

& Spark

2. Use the following CLI commands to change to the Ranger Admin directory and create a
self-signed certificate.

cd /etc/ranger/adm n/ conf

keyt ool -genkey -keyalg RSA -alias rangeradm n -keystore ranger-adm n-
keystore.j ks -storepass xasecure -validity 360 -keysize 2048

chown ranger:ranger ranger-adm n-keystore.jks

chnod 400 ranger-adm n-keystore.jks

When prompted, provide the host name as the value for the "What is your first and
last name?" question. then provide answers to the subsequent questions to create the
keystore.

3 Note

When prompted for your password, press the Enter key. This will not work
for Java keytool version 1.5.
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3. Use the following steps to disable the HTTP port and enable the HTTPS port with the
required keystore information.

a. Select Configs > Advanced. Under Ranger Settings, clear the HTTP enabled check box
(this blocks all agent calls to the HTTP port even if the port is up and working).

'."" Ambari  test_cluster {JHI 18 st

& HOFS Summary  Configs Guick Links Bervice AStions =
2 MapRecca?
& vARN Group  Defsut(i] =  Manage Config Groups .
2 Tez
m BT E »Ern E L =] m T
S Hua 15 oy ago 15 ciyn Bgn 15 cown nga 3 monita &0
HOP.2.3 [ 3] HDPL3 L E]
& HBasa
o Fg m Vil admln authored on Thi, Jan 28, 2018 10:42
= S
e Bl 1D
& oz s
© Zookespar Rarger Agmin  Ranger User inda  Ranger Plugin  Ranger Audit | Ackencad
& Falcon B
& Storm *  puimin Gatiegs
A Flsma
A Antusis 5] Ranger Admin host SEADD DL APaChaor)
& pmbart Matics B Fanger Admin usemame | amb._ranger_admin B O C
& Allss fior Amibarn
E Ranger Admin user's &
8 Knox password for Amban
= Location of Sol ASrS N AV Ty - CONN BN va jar c
ETE -

= Blicer
& SmartSensa

¥ Ranger Saitings
& Spark

Actions = External LIAL hittpeciici4id). ambari apache org 6182 =

futhemication metrod @ LDWP
AETIVE_DIREGTORY

LIk
HNONE

F]

IH_Fm;H:leu 0 a I

b. Under Ranger Settings, provide the value in the External URL box in the format
htt ps://<hostnanme of policy manager>: <https port>.
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¥  Ranger Sattings

I External LIRL hitps:fci403.ambar. apache.ong&162 I

ALthentication method O LOAP
ACTIVE_DIRECTORY

kS
ROMNE

HTTF anabled c

. Under Advanced ranger-admin-site, set the following properties:

e ranger. https.attrib. keystore. fil e-Provide the location of the
keystore file created previously: / et ¢/ ranger / adm n/ conf/ ranger - adm n-
keystore.jks.

e ranger.service. https. attrib. keystore. pass — Enter the password for
the keystore (in this case, xasecur e).

e ranger.service. https.attrib. keyst ore. keyal i as — Enter the alias
name for the keystore private key (in this case, r anger adm n).

e ranger.service. https.attrib. clientAut h —Enter want as the value. This
validates the client cert from all agents, but not the requests from web applications.
Setting this value to want requires the client to have a certificate to use to sign
traffic. If you do not want to put certificates on the client machines to do two-way
SSL, this parameter can be set to f al se to enable one-way SSL.

* ranger.service. https.attrib. ssl.enabl ed -set this property tot r ue.

* ranger. servi ce. https. port — Make sure that this port is available, or change
the value to an available port number.
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*  Advanced ranger-admin-site

renger.audit Source. type soir a ©
ranger credentisl, fetcrangan aamin rangaradmin jcaks & O
provider, path

renger hitps.attnb, {8t ranger/admin/cont/ranger-admin-keystore ks [+
heystore fla

ranger jpa.audit, jdbe, rangesaLidit a8 ©
credential.alias

ranger jpa_audit. jdbe. {[pdbc_dialect}} & ©
diglect

ranger.jpa.audit,jdbe. {franger_jdbc_driver}} “a v
driver

ranger.jpa.sudit.jdbe, anad I

password

rEnger.|pa.sudit. jdbe. ur {(audit_jdbe_ui}) i ©
ranger jpa.audit.jdbo . user  [[ranger_audit_db_usér]] & ©
ranger.|pa.jdbc. rangeradmin i@ @
credential.alias

ranger. jpi.jdbe. diakect {fidbc_cRalect])} L
ranger.jpa.jdbc. password &

ranger.jpa.jdbe user {[ranger_dn_user]] & O
Group Search Base {[ranger_ug_ldap_group_saarchbased) “@ e
Group Search Filter {(ranger_ug_ldap_group_saarchiiberi) i ©
riger service. host {franger_host)} a e
renger sarvica.http.port 6080 i@ ©
ranger service. https, warnt & O
attrib.cliertauth

rEnger.sarvica.hitpa, rEngeradmin a@ o
attrib. keystora keyalias

ranger service, htips, =

attrib. keystora, pass

ranger sarvica. hiips. T i@ ©
atirib, 551 enabhed

renger.servica.https. port G182 & @

I E _— —  — —  —_ ——  ———————————— — — — — — —— — — ——  } —  —— — ——— }} — —  — }  —  ——— — —  — — ——  —— — —  — I
4. Under Custom ranger-admin-site, add the following properties:

e ranger.service. https.attrib. keystore. fil e-Specify the same value
provided for theranger. https. attri b. keystore. fil e property.
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e ranger.service. https.attrib. client. auth -Specify the same value
provided for the r anger . service. https.attrib. cli ent Aut h property.

To add a Custom ranger-admin-site property:

a. Select Custom ranger-admin-site, then click Add Property.

ranger.ldap ad.domain

ranger.ldap.ad.ur

AD Settings

LDAP Settings

Advanced ranger-admin-site

Advanced rangear-any

Advanced ranger-ugsync-site

Custom admin-properties

Custom ranger-admin-sita

I Add Property ... I

]

g

Custom ranger-site

Custom ranger-ugsync-site

Custom USersync-proparties

lecalhost

dap:ifad sasecura.net-388

b. On the Add Property pop-up, type the property name in the Key box, type the

property value in the Value box, then click Add.
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e s

Add Property

Type ranger-admin-site.xmil * W
Key ranger.service.https.attrib. keystore. file

Value fetc/ranger/admin/confiranger-admin-keystore.jks

o [

5. Save your changes and start Ranger Admin.

When you attempt to access the Ranger Admin Ul with the HTTPS protocol on the port
specified by the ranger.service.https.port property, the browser should report that

it does not trust the site. Click Proceed anyway and you should be able to access the
Ranger Admin Ul over HTTPS.

4.20.2.3. Configuring Ranger Usersync

1. Stop Ranger Usersync by selecting the Ranger Usersync link, then select Started > Stop
next to Ranger Usersync.
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2.

5.

4.20.2.4.

Check to see if uni xaut hservi ce. j ks isinthe/ et ¢/ ranger/usersync/ conf/
directory. If not, run the following commands in the CLI:

cd /etc/ranger/usersync/ conf/

nkdir cert

keyt ool -genkeypair -keyalg RSA -alias selfsigned -keystore /etc/ranger/
user sync/ conf/ cert/ uni xaut hservi ce. j ks -keypass Unl x529p -storepass Unl x529p
-validity 3600 -keysize 2048 -dnane 'cn=uni xaut hservi ce, ou=aut henti cat or, o=
myconpany, c=US'

chown -R ranger:ranger /etc/ranger/usersync/conf/cert

chnod -R 400 /etc/ranger/usersync/conf/cert

. Use the following CLI commands to create a truststore for the Ranger Admin's self-

sighed keystore. When prompted for a password, press the Enter key.

cd /etc/ranger/usersync/ conf/

keyt ool -export -keystore /etc/ranger/adm n/conf/ranger-adm n-keystore.jks -
alias rangeradmin -file ranger-adm n-trust.cerchown -R ranger:ranger /etc/
ranger/ usersync/ conf/cert

keytool -inport -file ranger-adm n-trust.cer -alias rangeradm ntrust -
keystore mytruststore.jks -storepass changeit

chown ranger:ranger nytruststore.jks

. Navigate back to Ranger and select Configs > Advanced, then click Advanced ranger-

ugsync-site. Set the following properties:
e ranger. usersync.truststore. fil e-Enterthe path to the truststore file.

e ranger. usersync. trust store. passwor d — Enter the truststore password.

ranger. Usarsync. fusr/hdp/ecurrent/ranger-usersync/conf/mytruststora. ks O
truststore.file

rangerlllﬁﬁrﬁ}rnn_ L T T N R LT T T P T T )
TFL.SLSECTE.FIEESWGFEI

Start Ranger Usersync by selecting the Ranger Usersync link on the Summary tab, then
select Stopped > Start next to Ranger Usersync.

Configuring Ranger Plugins

The following section shows how to configure the Ranger HDFS plugin for SSL with a
self-signed certificate. You can use the same procedure for other Ranger components.
Additional steps required to configure the Ranger KMS plugin and server are provided in
subsequent sections.

S Note
* To ensure a successful connection after SSL is enabled, self-signed certificates
should be imported to the Ranger Admin's trust store (typically JDK cacerts).

* Theranger. pl ugi n. <service>.policy.rest.ssl.config.file
property should be verified, for example:
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ranger. plugin. hive.policy.rest.ssl.config.file==/etc/
hi ve/ conf/ conf . server/ranger-policyngr-ssl.xmn

4.20.2.4.1. Configuring the Ranger HDFS Plugin for SSL

The following steps show how to configure the Ranger HDFS plugin for SSL. You can use
the same procedure for other Ranger components.

1. Stop HDFS by selecting Service Actions > Stop.
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2. Use the following CLI commands to change to the Ranger HDFS plugin directory and
create a self-signed certificate.
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cd /et c/ hadoop/ conf

keyt ool -genkey -keyalg RSA -alias rangerHdf sAgent -keystore ranger-pl ugi n-
keystore. ks -storepass myKeyFil ePassword -validity 360 -keysize 2048
chown hdfs: hdfs ranger-pl ugi n-keystore.jks

chnmod 400 ranger - pl ugi n- keystore. j ks

When prompted, provide an identifiable string as the value for the "What is your first
and last name?" question. then provide answers to the subsequent questions to create
the keystore. When prompted for a password, press the Enter key.

3 Note

Important note: In the case where multiple servers talking to ranger admin
for downloading policies for the same service/repository (e.g. HBase

Master and Region servers, multiple NameNodes or Hive servers in an HA
environment, be sure to use the repo name or a common string across all of
the nodes (such as HbasePlugin, HdfsPlugin etc). (Note this and enter the
same value in Common Name For Certificate field in the edit repository page
in the Policy Manager Ul).

3. Use the following CLI commands to create a truststore for the agent and add the Admin
public key as a trusted entry. When prompted for a password, press the Enter key.

cd /et c/ hadoop/ conf

keyt ool -export -keystore /etc/ranger/adm n/conf/ranger-adm n-keystore.jks -
alias rangeradnin -file ranger-adm n-trust.cer

keytool -inport -file ranger-adm n-trust.cer -alias rangeradm ntrust -
keystore ranger-plugin-truststore.jks -storepass changeit

chown hdfs: hdfs ranger-plugin-truststore.jks

chnmod 400 ranger-plugin-truststore.jks

4. Under Ranger Settings, provide the value in the External URL box in the format
htt ps://<hostname of policy manager>: <https port>.

5. Select Advanced ranger-hdfs-policymgr-ssl and set the following properties:

e xasecure. policyngr.clientssl.keystore - Enter the location of the
keystore created in the previous step.

e xasecure. policyngr.clientssl.keystore. passwor d — Enter the keystore
password.

e xasecure. policyngr.clientssl.truststore-Enterthe location of the
truststore created in the previous step.

e xasecure. policyngr.clientssl.truststore. password - Enter the
truststore password.
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¥ Advanced ranger-hdfs-pollcymgr-ss|

xasecura. policymgr.
clentssl. keystors

xasecurs,policymgr.
clientssl keystore.
credential.file

xasacure. policymgr.
clientssl. keystore.
password

xasecura.policymgr.
clientssl truststore

xasecurs,policymgr.
clientssl truststore.
credential file

xasecure. policymgr.
clientssl. truststore.
pasaword

fetc/hadoop/conf/ranger-plugin-keystore.jks

jeeks:/ffile]{credantial_file]})

feterhadoop/confhanger-plugin-truststore. jks

joeks:y/file]{cradential_file]}

6. Select Advanced ranger-hdfs-plugin-properties, then select the Enable Ranger for HDFS

check box.

> Advanced ranger-hafs-plugin-properties

I Enable Ranger for HDFS

=

Ranger repository config
password

Ranger repository config
user

common.name.for.
certificate

hadoop.rpe. protection

Policy user for HDFS

(T T T T T E T T e T PP T P T T o e

hadoop

ambari-ga

(TR T O P T T T T

[ ]
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7. Click Save to save your changes.
8. Start HDFS by selecting Service Actions > Start.
9. Stop Ranger Admin by selecting Service Actions > Stop.

10Use the following CLI commands to add the agent's self-signed cert to the Admin's
trustedCACerts.

cd /etc/ranger/adm n/ conf
keyt ool -export -keystore /etc/hadoop/conf/ranger-plugi n-keystore.jks
-alias rangerHdf sAgent -file ranger-hdfsAgent-trust.cer -storepass
myKeyFi | ePasswor d
keytool -inport -file ranger-hdfsAgent-trust.cer -alias rangerHdf sAgent Tr ust
-keystore <Truststore file used by Ranger Adnin - can be the JDK cacerts> -
st or epass changeit

11.Restart Ranger Admin.

12Log into the Ranger Policy Manager Ul as the admin user. Click the Edit button of your
repository (in this case, hadoopdev) and provide the CN name of the keystore as the
value for Common Name For Certificate, then save your changes.

13Start the HDFS service.

141n the Policy Manager Ul, select Audit > Plugins. You should see an entry for your repo
name with HTTP Response Code 200.

4.20.2.4.2. Configuring the Ranger KMS Plugin for SSL

To configure the Ranger KMS (Key Management Service) plugin for SSL, use the procedure
described in the previous section for HDFS, then perform the following additional step.

Log into the Policy Manager Ul (as the keyadmin user) and click the Edit button of your
KMS repository. Provide the CN name of the keystore as the value for Common Name For
Certificate and save your changes. This property is not provided by default, so it must be
added.
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Rﬂl’lger UAccess Manager @ Encryption

Create Service
Service Details :
Service Mame * di_kems
Description ks repo
Active Status 8 Enabled Disabled
Config Properties :

EMS URL * ks mitps@ip-172-31-26-2 190802

Username * foryad man
Password *
Add Mew Configurations Hame Value
commanNameForCertificate Ip-172-31-26-219. a2 interna -
*

Test Conmnectdn

4.20.2.4.3. Configuring the Ranger KMS Server for SSL
Use the following steps to configure Ranger KMS (Key Management Service) Server for SSL.
1. Stop Ranger KMS by selecting Service Actions > Stop.

2. Use the following CLI commands to change to the Ranger KMS configuration directory
and create a self-signed certificate.

cd /etc/ranger/ kns/ conf

keyt ool -genkey -keyalg RSA -alias rangerknms -keystore ranger-kmnms-keystore.
j ks -storepass rangerkns -validity 360 -keysize 2048

chown kns: kms ranger - kims- keyst ore. j ks

chnod 400 ranger- kns- keystore. j ks

When prompted, provide an identifiable string as the value for the "What is your first
and last name?" question. then provide answers to the subsequent questions to create
the keystore. When prompted for a password, press the Enter key.
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3. Select Custom ranger-kms-site, then add the following properties as shown below:

ranger.https.attrib.keystore.file

ranger.service.https.attrib.keystore.file (duplicate of above - workaround for now)

ranger.service.https.attrib.clientAuth

ranger.service.https.attrib.client.auth (duplicate of above - workaround for now)

ranger.service.https.attrib.keystore.keyalias

ranger.service.https.attrib.keystore.pass

ranger.service.https.attrib.ssl.enabled

ranger.service.https.port

-

ranger. hitps. attrib.
kenystore, file

ranger.sendce https,
attrib.cliantauth

ranger.senice hitps,
attrib. clientAuth

ranger. sendice hiips,
attrib, keyatons file

rangersenice. htips,
attrib keystone kevallas

ranger.sandce https,
attrib keysione, pass

ranger.sanvica https.
attrib. ssl.enabled

ranger.senice https. port

Add Property ..

Custom ranger-kms-site

fetoranger/kme’confiranger-loma- keystone, ks

want

false

."1,":1{‘,-'rfll"-QEf’."hl"l‘l&"CDr"lh'rﬂﬂgDr- Kmis- Ky stong, ks

rangerkms

rangerkms

trua

9383

4. Under Advanced kms_env, update the value of kms_port to match the value of
ranger.service.https.port.

5. Save your changes and restart Ranger KMS.

When you attempt to access the Ranger KMS Ul with the HTTPS protocol on the port
specified by the ranger.service.https.port property, the browser should report that

it does not trust the site. Click Proceed anyway and you should be able to access the
Ranger Admin Ul over HTTPS.
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9.

. Use the following CLI commands to export the Ranger KMS certificate.

cd /usr/ hdp/ <versi on>/ r anger - kns/ conf
keyt ool -export -keystore ranger-kns-keystore.jks -alias rangerkms -file
ranger - kns-trust. cer

. Use the following CLI command to import the Ranger KMS certificate into the Ranger

Admin truststore.

keytool -inport -file ranger-kms-trust.cer -alias rangerkns -keystore
<Truststore file used by Ranger Admin - can be the JDK cacerts> -storepass
changei t

. Use the following CLI command to import the Ranger KMS certificate into the Hadoop

client truststore.

keytool -inport -file ranger-kms-trust.cer -alias rangerkns -keystore /etc/
security/clientKeys/all.jks -storepass bigdata

Restart Ranger Admin and HDFS.

4.21. Configure Non-Ambari Ranger SSL

4.21.1. Configuring Non-Ambari Ranger SSL Using Public CA
Certificates

If you have access to Public CA issued certificates, use the following steps to configure non-
Ambari Ranger SSL.

4.21.1.1. Configuring Ranger Admin

1.

Use the following CLI command to stop Ranger Admin.

ranger - adm n st op

. Open theranger-adm n-site. xnl file in a text editor.

vi [usr/hdp/current/ranger-adm n/ ews/ webapp/ VEB- | NF/ cl asses/ conf/ ranger -
adm n-site. xni

. Update r anger - admi n-si te. xm as follows:

e ranger. service. http. port — Comment out the value for this property.
e ranger. servi ce. htt p. enabl ed - Set the value of this property to f al se.

e ranger.service. https. atrrib. ssl. enabl ed - Set the value of this property
totrue.

e ranger. servi ce. https. port —Make sure that this port is available, or change
the value to an available port number.

e ranger. https.attrib. keystore. fil e-Provide the location of the Public CA
issued keystore file.
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e ranger.service. https.attrib. keyst or e. pass - Enter the password for the
keystore.
e ranger.service. https.attrib. keystore. keyal i as — Enter the alias name
for the keystore private key.
e ranger . ext er nal url —Set the value of this property in the format: ht t ps: //
<host nane of policy nmanager>: <https port>.
¢ Add or update the following properties with the values shown below:
<property>
<nane>r anger . servi ce. https. attrib. cl i ent Aut h</ name>
<val ue>want </ val ue>
</ property>
<property>
<nane>r anger . servi ce. https. attrib. client. aut h</ name>
<val ue>want </ val ue>
</ property>
<property>
<nane>r anger. https.attrib. keystore. fil e</ nane>
<val ue>/ et c/ ranger/ adm n/ conf/ranger - adni n- keyst or e. j ks</ val ue>
</ property>
<pr operty>
<nane>r anger . service. https. attrib. keystore. fil e</ name>
<val ue>/ et ¢/ ranger/ adm n/ conf/ranger - adni n- keyst or e. j ks</ val ue>
</ property>
4. Save the changes tor anger - adm n- si t e. xm , then use the following command to

start Ranger Admin.

ranger-adnmn start

When you attempt to access the Ranger Admin Ul with the HTTPS protocol on the port
specified by the r anger . servi ce. htt ps. port property, the browser should report
that it does not trust the site. Click Proceed anyway and you should be able to access the
Ranger Admin Ul over HTTPS.

4.21.1.2. Configuring Ranger Usersync

1.

Use the following CLI command to stop the Ranger Usersync service.

ranger - user sync stop

. Use the following commands to change to the Usersync install directory and open the

instal |l.properti es filein a text editor.

cd /usr/ hdp/current/ranger-usersync/
vi install.properties

. Set the value of POLI CY_MER_URL in the format: htt ps: // <host name of policy

manager >: <ht t ps port > and save your changes.

. Run the following commands to install the new settings.

429



hdp-security August 29, 2016

cd /usr/ hdp/current/ranger-usersync/
./ setup. sh

5. Use the following command to start the Ranger Usersync service.

ranger - usersync start

4.21.1.3. Configuring Ranger Plugins

This section shows how to configure the Ranger HDFS plugin for SSL. You can use the same
procedure for other Ranger components.

1. Use the following CLI command to stop the NameNode.

su -l hdfs -c "/usr/hdp/current/hadoop-client/sbin/hadoop-daenon. sh stop
nanmenode"

2. Openthe HDFSi nstal | . properti es file in a text editor.
vi [/usr/ hdp/ <versi on>/ranger - hdfs-plugin/install.properties
3. Updatei nstal | . properti es as follows:

e POLI CY_MGR_URL - Set this value in the format: ht t ps: // <host nane of
pol i cy manager>: <https port >

e SSL_KEYSTORE_FI LE_PATH- The path to the location of the Public CA issued
keystore file.

e SSL_KEYSTORE_PASSWORD - The keystore password.
e SSL_TRUSTSTORE_FI LE_PATH- The truststore file path.

e SSL_TRUSTSTORE PASSWORD - The truststore password.
Save the changes to thei nstal | . properti es file.

4. Use the following command to see if JAVA_HOVE is available.

echo $JAVA HOVE

5. If JAVA_HOVE is not available , use the following command to set JAVA HOVE (Note
that Ranger requires Java 1.7).

export JAVA HOVE=<path for java 1.7>

6. Run the following commands to switch to the HDFS plugin install directory and run the
install agent to update the plugin with the new configuration settings.

cd /usr/ hdp/ <versi on>/ r anger - hdf s- pl ugi n/
./ enabl e- hdf s- pl ugi n. sh

7. Log into the Ranger Policy Manager Ul as the admin user. Click the Edit button of your
repository (in this case, hadoopdev) and provide the CN name of the keystore as the
value for Common Name For Certificate, then save your changes.

8. Use the following command to start the NameNode.
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su -1 hdfs -c "/usr/hdp/current/hadoop-client/sbin/hadoop-daenon.sh start
nanenode"

9. In the Policy Manager Ul, select Audit > Plugins. You should see an entry for your repo
name with HTTP Response Code 200.

4.21.2. Configuring Non-Ambari Ranger SSL Using a Self
Signed Certificate

If you do not have access to Public CA issued certificates, use the following steps to create a
self-signed certificate and configure Non-Ambari Ranger SSL.

4.21.2.1. Configuring Ranger Admin

1. Use the following CLI command to stop Ranger Admin.

ranger - adm n st op

2. Use the following commands to change to the Ranger Admin directory and create a self-
signed certificate.

cd /etc/ranger/adm n/ conf

keyt ool -genkey -keyalg RSA -alias rangeradm n -keystore ranger-adm n-
keystore.jks -storepass xasecure -validity 360 -keysize 2048

chown ranger: ranger ranger-adm n-keystore.jks

chnod 400 ranger - adni n- keystore. j ks

When prompted, provide the host name as the value for the "What is your first and
last name?" question. then provide answers to the subsequent questions to create the
keystore.

3 Note

When prompted for your password, press the Enter key. This will not work
for Java keytool version 1.5.

3. Open theranger - adm n-site. xn file in a text editor.

vi /usr/hdp/current/ranger-adm n/ ews/ webapp/ VEB- | NF/ cl asses/ conf/ ranger -
adm n-site. xn

4. Update r anger - admi n-si te. xm as follows:
e ranger. service. http. port — Comment out the value for this property.
e ranger. servi ce. htt p. enabl ed - Set the value of this property to f al se.

e ranger.service. https.atrrib. ssl.enabl ed - Set the value of this property
totrue.

e ranger. service. https. port — Make sure that this port is available, or change
the value to an available port number.
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e ranger. https.attrib. keystore. fil e—-Provide the location of the
keystore file created previously: / et ¢/ ranger/ admi n/ conf/r anger - admi n-
keystore.jks.

e ranger.service. https.attrib. keyst or e. pass — Enter the password for the
keystore (in this case, xasecur e).

e ranger.service. https.attrib. keystore. keyal i as — Enter the alias name
for the keystore private key (in this case, r anger admi n).

e ranger . ext er nal url —Set the value of this property in the format: ht t ps: //
<host nanme of policy manager>: <https port>.

* Add or update the following properties with the values shown below:

<property>
<name>r anger . servi ce. https. attri b. cli ent Aut h</ name>
<val ue>want </ val ue>

</ property>

<property>
<name>r anger . servi ce. https. attrib. client. aut h</ nane>
<val ue>want </ val ue>

</ property>

<property>
<name>r anger. https.attrib. keystore. fil e</ name>
<val ue>/ et ¢/ ranger/ adm n/ conf/ranger - adm n- keyst or e. j ks</ val ue>
</ property>
<property>
<name>r anger . service. https. attrib. keystore. fil e</ name>
<val ue>/ et ¢/ ranger/ adm n/ conf/ranger - adm n- keyst or e. j ks</ val ue>
</ property>

5. Save the changes to r anger - admi n-si t e. xm , then use the following command to
start Ranger Admin.

ranger-adm n start

When you attempt to access the Ranger Admin Ul with the HTTPS protocol on the port
specified by the r anger . servi ce. htt ps. port property, the browser should report
that it does not trust the site. Click Proceed anyway and you should be able to access the
Ranger Admin Ul over HTTPS with the self-signed cert you just created.

4.21.2.2. Configuring Ranger Usersync
1. Use the following CLI command to stop the Ranger Usersync service.
ranger - user sync stop

2. Check to see if uni xaut hservi ce. j ks isinthe/ et ¢/ ranger/usersync/ conf/
directory. If not, run the following commands in the CLI:
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cd /etc/ranger/usersync/ conf/

nkdir cert

keyt ool -genkeypair -keyalg RSA -alias selfsigned -keystore /etc/ranger/
user sync/ conf/ cert/ uni xaut hservi ce. j ks -keypass Unl x529p -storepass Unl x529p
-validity 3600 -keysize 2048 -dnane 'cn=uni xaut hservi ce, ou=aut henti cat or, o=
myconpany, c=US'

chown -R ranger:ranger /etc/ranger/usersync/conf/cert

chnod -R 400 /etc/ranger/usersync/conf/cert

3. Use the following commands to change to the Usersync install directory and open the
install.properti es filein a text editor.

cd /usr/ hdp/current/ranger-usersync/
vi install.properties

4. Set the value of POLI CY_MGR_URL in the format: ht t ps: // <host nane of policy
manager >: <ht t ps port > and save your changes.

5. Use the following commands to create a truststore for the Ranger Admin's self-signed
keystore. When prompted for a password, press the Enter key.

cd /etc/ranger/usersync/ conf/

keyt ool -export -keystore /etc/ranger/adm n/conf/ranger-adni n-keystore.jks -
alias rangeradnmin -file ranger-adm n-trust.cerchown -R ranger:ranger /etc/
ranger/ usersync/ conf/cert

keytool -inport -file ranger-adm n-trust.cer -alias rangeradm ntrust -
keystore mytruststore.jks -storepass changeit

chown ranger:ranger nytruststore.jks

6. Use the following commands to change to the Usersync conf directory and open the
ranger - ugsync-site. xm filein a text editor.

cd /usr/ hdp/current/ranger-usersync/ conf/
Vi ranger-ugsync-site. xn

Edit the following properties, then save your changes:
e ranger . usersync.truststore. fil e-Enterthe path to the truststore file.
e ranger. usersync. trust st ore. passwor d — Enter the truststore password.

7. Run the following commands to install the new settings.

cd /usr/ hdp/current/ranger-usersync/
./ setup. sh

8. Use the following command to start the Ranger Usersync service.

ranger - usersync start

4.21.2.3. Configuring Ranger Plugins

The following steps describe how to configure the Ranger HDFS plugin for SSL with a
self-signed certificate in a non-Ambari cluster. You can use the same procedure for other
Ranger components.

1. Use the following CLI command to stop the NameNode.
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su -| hdfs -c "/usr/hdp/current/hadoop-client/sbin/hadoop-daenon. sh stop
namenode"

2. Use the following commands to change to the Ranger HDFS plugin directory and create
a self-signed certificate.

3. cd /et c/ hadoop/ conf
keyt ool -genkey -keyal g RSA -alias rangerHdf sAgent -keystore ranger-pl ugin-
keystore.jks -storepass myKeyFil ePassword -validity 360 -keysize 2048
chown hdfs: hdfs ranger-pl ugi n-keystore.jks
chnmod 400 ranger - pl ugi n- keystore. j ks

When prompted, provide an identifiable string as the value for the "What is your first
and last name?" question. then provide answers to the subsequent questions to create
the keystore. When prompted for a password, press the Enter key.

3 Note
Important note: In the case where multiple servers talking to ranger admin

for downloading policies for the same service/repository (e.g. HBase
Master and Region servers, multiple NameNodes or Hive servers in an HA
environment, be sure to use the repo name or a common string across all of
the nodes (such as HbasePlugin, HdfsPlugin etc). (Note this and enter the
same value in Common Name For Certificate field in the edit repository page
in the Policy Manager Ul).

4. Use the following CLI commands to create a truststore for the agent and add the Admin
public key as a trusted entry. When prompted for a password, press the Enter key.
cd /et c/ hadoop/ conf
keyt ool -export -keystore /etc/ranger/adm n/conf/ranger-adm n-keystore.jks -
alias rangeradmn -file ranger-adm n-trust. cer
keytool -inport -file ranger-adm n-trust.cer -alias rangeradm ntrust -
keystore ranger-plugin-truststore.jks -storepass changeit

chown hdfs: hdfs ranger-plugin-truststore.jks
chnod 400 ranger-plugi n-truststore.jks

5. Openthe HDFSi nstal | . properti es file in a text editor.

vi [usr/hdp/<versi on>/ranger-hdfs-plugin/install.properties
6. Updatei nstal | . properti es as follows:

¢ PCOLI CY_MGER _URL - Set this value in the format: ht t ps: // <host nane of
pol i cy manager>: <https port>

e SSL_KEYSTORE_FI LE_PATH- The path to the location of the keystore file.
e SSL_KEYSTORE_PASSWORD - The keystore password.
e SSL_TRUSTSTORE_FI LE_PATH- The truststore file path.

¢ SSL_TRUSTSTORE PASSWORD - The truststore password.
Save the changes to thei nstal | . properti es file.

7. Use the following command to see if JAVA_HOME is available.
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echo $JAVA HOMVE

8. If JAVA HOME is not available , use the following command to set JAVA HOVE (Note
that Ranger requires Java 1.7).

export JAVA HOVE=<path for java 1.7>

9. Run the following commands to switch to the HDFS plugin install directory and run the
install agent to update the plugin with the new configuration settings.

cd /usr/ hdp/ <ver si on>/ r anger - hdf s- pl ugi n/
./ enabl e- hdf s- pl ugi n. sh

10Use the following command to stop Ranger Admin.

ranger - adm n stop

11.Use the following commands to add the agent's self-signed cert to the Admin's
trustedCACerts.

cd /etc/ranger/adm n/ conf

keyt ool -export -keystore /etc/hadoop/conf/ranger-plugin-keystore.jks
-alias rangerHdf sAgent -file ranger-hdfsAgent-trust.cer -storepass

myKeyFi | ePasswor d

keytool -inport -file ranger-hdfsAgent-trust.cer -alias ranger Hdf sAgent Trust
-keystore <Truststore file used by Ranger Adnmin - can be the JDK cacerts> -
st or epass changeit

12 Use the following command to start Ranger Admin.
ranger-adnmn start

13Log into the Ranger Policy Manager Ul as the admin user. Click the Edit button of your
repository (in this case, hadoopdev) and provide the CN name of the keystore as the
value for Common Name For Certificate, then save your changes.

14 Use the following command to start the NameNode.

su -1 hdfs -c "/usr/hdp/current/hadoop-client/shin/hadoop-daenon. sh start
nanmenode"

151n the Policy Manager Ul, select Audit > Plugins. You should see an entry for your repo
name with HTTP Response Code 200.

4.22. Connecting to SSL-Enabled Components

This section explains how to connect to SSL enabled HDP Components.

3 Note

In order to access SSL enabled HDP Services through the Knox Gateway,
additional configuration on the Knox Gateway is required, see Configure SSL
for Knox.
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4.22.1. Connect to SSL Enabled HiveServer2 using JDBC

HiveServer2 implemented encryption with the Java SASL protocol's quality of protection
(QOP) setting that allows data moving between a HiveServer2 over JDBC and a JDBC client
to be encrypted.

From the JDBC client specify sasl . sop as part of the JDBC-Hive connection string,

for example j dbc: hi ve: // host nane/ dbnane; sasl . gop=aut h-i nt . For more
information on connecting to Hive, see Data Integration Services with HDP, Moving Data
into Hive: Hive ODBC and JDBC Drivers.

@ Tip
See HIVE-4911 for more details on this enhancement.

4.22.2. Connect to SSL Enabled Oozie Server

On every Oozie client system, follow the instructions for the type of certificate used in your
environment.

4.22.2.1. Use a Self-signed Certificate from Oozie Java Clients

When using a self-signed certificate, you must first install the certificate before the Oozie
client can connect to the server.

1. Install the certificate in the keychain:
a. Copy or download the .cert file onto the client machine.

b. Run the following command (as root) to import the certificate into the JRE's keystore:

sudo keytool -inport -alias toncat -file path/to/certificate.cert -
keystore <JRE cacerts>

Where $JRE_cacert s is the path to the JRE's certs file. It's location may differ
depending on the Operating System, but its typically called cacerts and located
at $JAVA_HOWE/lib/security/cacerts. It can be under a different directory in
$JAVA HOME. The default password is changei t .

Java programes, including the Oozie client, can now connect to the Oozie Server using
the self-signed certificate.

2. In the connection strings change HTTP to HTTPS, for example, replace
http://oozie. server. host name: 11000/ oozi e with ht t ps: //
00zi e. server. host nane: 11443/ oozi e.

Java does not automatically redirect HTTP addresses to HTTPS.

4.22.2.2. Connect to Oozie from Java Clients

In the connection strings change HTTP to HTTPS and adjust the port, for example,
replace htt p: // oozi e. server. host nane: 11000/ oozi e with htt ps: //
oozi e. server. host nane: 11443/ oozi e.
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Java does not automatically redirect HTTP addresses to HTTPS.

4.22.2.3. Connect to Oozie from a Web Browser

Use htt ps:// oozi e. server. host nane: 11443/ oozi e though most browsers should
automatically redirect you if you use ht t p: / / oozi e. server. host narme: 11000/

oozi e.

When using a Self-Signed Certificate, your browser warns you that it can't verify the
certificate. Add the certificate as an exception.
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5. Auditing in Hadoop
5.1. Using Apache Solr for Ranger Audits

Apache Solr is an open-source enterprise search platform. Apache Ranger can use Apache
Solr to store audit logs, and Solr can also to provide a search capability of the audit logs
through the Ranger Admin UL.

It is recommended that Ranger audits be written to both Solr and HDFS. Audits to Solr are
primarily used to enable search queries from the Ranger Admin Ul. HDFS is a long-term
destination for audits — audits stored in HDFS can be exported to any SIEM system, or to
another audit store.

Apache Ranger uses Apache Solr to store audit logs and provides Ul searching through the
audit logs. Solr must be installed and configured before installing Ranger Admin or any of
the Ranger component plugins. The default configuration for Ranger Audits to Solr uses
the shared Solr instance provided under the Ambari Infra service. Solr is both memory and
CPU intensive. If your production system has high volume of access requests, make sure
that the Solr host has adequate memory, CPU, and disk space.

SolrCloud is the preferred setup for production usage of Ranger. SolrCloud, which is
deployed with the Ambari Infra service, is a scalable architecture that can run as a single
node or multi-node cluster. It has additional features such as replication and sharding,
which is useful for high availability (HA) and scalability. You should plan your deployment
based on your cluster size. Because audit records can grow dramatically, plan to have at
least 1 TB of free space in the volume on which Solr will store the index data. Solr works
well with a minimum of 32 GB of RAM. You should provide as much memory as possible to
the Solr process.

It is highly recommended to use SolrCloud with at least two Solr nodes running on different
servers with replication enabled. You can use the information in this section to configure
additional SolrCloud instances.

Configuration Options

* Ambari Infra Managed Solr (default) — Audits to Solr defaults to use the shared Solr
instance provided under the Ambari Infra service. There are no additional configuration
steps required for this option. SolrCloud, which is deployed with the Ambari Infra service,
is a scalable architecture which can run as a single node or multi-node cluster. This is the
recommended configuration for Ranger. By default, a single-node SolrCloud installation
is deployed when the Ambari Infra Service is chosen for installation. Hortonworks
recommends that you install multiple Ambari Infra Solr Instances in order to provide
distributed indexing and search for Atlas, Ranger, and LogSearch (Technical Preview).
This can be accomplished by simply adding additional Ambari Infra Solr Instances to
existing cluster hosts by selecting Actions > Add Service on the Ambari dashboard.

» Externally Managed SolrCloud — You can also install and manage an external SolrCloud
that can run as single or multi-node cluster. It includes features such as replication and
sharding, which are useful for high availability (HA) and scalability. With SolrCloud,
customers need to plan the deployment based on the cluster size.
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» Externally Managed Solr Standalone - Solr Standalone is NOT recommended for
production use, and should be only used for testing and evaluation. Solr Standalone is a
single instance of Solr that does not require ZooKeeper.

O Warning

Solr Standalone is NOT recommended and support for this configuration will
be deprecated in a future release.

* SolrCloud for Kerberos — This is the recommended configuration for SolrCloud in
Kerberos environments.

The following sections describe how to install and configure Apache Solr for Ranger Audits:

* Prerequisites [439]

Installing Externally Managed SolrCloud [439]

Configuring Externally Managed SolrCloud [440]

Configuring Externally Managed Solr Standalone [443]

Configuring SolrCloud for Kerberos [444]

5.1.1. Prerequisites
Solr Prerequisites
* Ranger supports Apache Solr 5.2 or higher.
* Apache Solr requires the Java Runtime Environment (JRE) version 1.7 or higher.

* 1 TB free space in the volume where Solr will store the index data.

* 32 GB RAM.

SolrCloud Prerequisites

* SolrCloud supports replication and sharding. It is highly recommended that you use
SolrCloud with at least two Solr nodes running on different servers with replication
enabled.

* SolrCloud requires Apache ZooKeeper.

* SolrCloud with Kerberos requires Apache ZooKeeper and MIT Kerberos.

5.1.2. Installing Externally Managed SolrCloud

5.1.2.1. Installation and Configuration Steps

1. Run the following commands:

cd $HOVE
git clone https://github.com apache/i ncubator-ranger.git
cd incubator-ranger/security-adm n/contrib/solr_for_audit_setup
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2. Edittheinstal | . properti es file (see the instructions in the following sections).

3. Runthe . / set up. sh script.

4. Refer to $SOLR_RANGER _HOWVE/ i nst al | _not es. t xt for additional instructions.

5.1.2.2. Solr Installation

You can download the Solr package from Apache Solr Downloads. Make sure that the
Solr version is 5.2 or above. You can also use the Ranger set up. sh script to automatically
download, install, and configure Solr. If you would like to use the setup.sh script to install
Solr, set the following properties in the install.properties files, along with the settings from
the one of the configuration options in the following sections.

Table 5.1. Solr install.properties Values for setup.sh script

Property Name

Value

Description

SOLR_INSTALL

true

When settotrue, he setup. sh
script will download the Solr package
and install it.

SOLR_DOWNLOAD_URL

http://archive.apache.org/dist/
lucene/solr/5.2.1/solr-5.2.1.tgz

It is recommended that you use one for
Apache mirror sitess to download the
Solr package. You can choose a mirror
site at http://lucene.apache.org/solr/
mirrors-solr-latest-redir.html

SOLR_INSTALL_FOLDER

/opt/solr

The Solr install folder.

5.1.3. Configuring Externally Managed SolrCloud

3 Note
Beginning with Ambari-2.4.0.0 and HDP-2.5.0, Ranger uses the Ambari Infra

SolrCloud instance by default. Therefore, this procedure is only necessary for
earlier versions, or if you are setting up additional external SolrCloud instances.

Use the following procedure to configure SolrCloud.

1. Use the following command to open thei nst al | . properti es file in the vi text

editor.

vi install.properties

Set the following property values, then save the changes to thei nstal | . properti es

file.

Table 5.2. Solr install.properties Values

Property Name

Value

Description

JAVA_HOME

<path_to_jdk>, for example: / usr/
j dk64/j dk1.8.0_40

Provide the path to the JDK install
folder. For Hadoop, you can

check /et c/hadoop/ conf/
hadoop- env. sh for the value of
JAVA_HOMIE. As noted previously,
Solr only supports JDK 1.7 and higher.

SOLR_USER

solr

The Linux user used to run Solr.
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Property Name Value Description
SOLR_INSTALL_FOLDER /opt/lucidworks-hdpsearch/solr The Solr installation directory.
SOLR_RANGER_HOME /opt/solr/ranger_audit_server The location where the Ranger-
related configuration and schema files
will be copied.
SOLR_RANGER_PORT For HDP Search's Solr Instance: 8983 | The Solr port for Ranger.
For Ambari Infra's Solr Instance:
8886
SOLR_DEPLOYMENT solrcloud The deployment type.
SOLR_ZK <ZooKeeper_host>:2181/ The Solr ZooKeeper host and port.
ranger_audits It is recommended to provide a sub-
folder to create the Ranger Audit
related configurations so you can
also use ZooKeeper for other Solr
instances. Due to a Solr bug, if you are
using a path (sub-folder), you can only
specify one ZooKeeper host.
SOLR_SHARDS 1 If you want to distribute your audit
logs, you can use multiple shards.
Make sure the number of shards is
equal or less than the number of Solr
nodes you will be running.
SOLR_REPLICATION 1 It is highly recommend that you set
up at least two nodes and replicate
the indexes. This gives redundancy
to index data, and also provides load
balancing of Solr queries.
SOLR_LOG_FOLDER /var/log/solr/ranger_audits The folder for the Solr log files.
SOLR_MAX_MEM 29 The memory allocation for Solr.
2. Use the following command to run the set up script.

./ setup. sh

. Run the following command only once from any node. This command adds the Ranger

Audit configuration (including schenma. xnl ) to ZooKeeper.

[opt/solr/ranger_audit_server/scripts/add_ranger_audits_conf_to_zk. sh

. Login as the sol r orr oot user and run the following command to start Solr on each

node.

[ opt/solr/ranger_audit_server/scripts/start_solr.sh

When Solr starts, a confirmation message appears.

Started Solr server on port 8983/8886 (pid=). Happy searching!

. Run the following command only once from any node. This command creates the

Ranger Audit collection.

[opt/sol r/ranger_audit_server/scripts/create_ranger_audits_coll ection.sh

. You can use a web browser to open the Solr Admin Console at the following address:

For HDP Search's Solr Instance:

http: <sol r _host >: 8983/ sol r
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For Ambari Infra's Solr Instance:

htt p: <sol r _host >: 8886/ sol r

3 Note

You can use the following command to stop Solr:

[opt/solr/ranger_audit_server/scripts/stop_solr.sh

7. On the Ambari dashboard, select Ranger > Configs > Ranger Audit, then enable
SolrCloud and External SolrCloud by clicking the OFF buttons. The button labels change
to ON when SolrCloud and External SolrCloud are enabled.
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8. Set the value of the r anger . audi t. sol r. zookeeper s property to
<host _nane>: 2181/ ranger _audits.

9. Select Ranger > Configs > Advanced, then select select Advanced ranger-env and set the
following properties:
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e ranger_solr_replication_factor - setthisto the same value used in the

install.properties file.

e ranger _sol r _shar ds - set this to the same value used in the install.properties file.

10Click Save, then restart Ranger and all required services.

5.1.4. Configuring Externally Managed Solr Standalone

O Warning
This configuration is NOT recommended for new installs of HDP-2.5 and
is intended for non-production use. Support for this configuration will be
deprecated in a future release.

Use the following procedure to configure Solr Standalone.

1. Use the following command to open thei nstal | . properti es file in the vi text

editor.

vi install.properties

Set the following property values, then save the changes to thei nstal | . properti es

file.

Table 5.3. Solr install.properties Values

Property Name

Value

Description

JAVA_HOME

<path_to_jdk>, for example: / usr/
j dk64/j dk1.8.0_60

Provide the path to the JDK install
folder. For Hadoop, you can

check /et ¢/ hadoop/ conf/
hadoop- env. sh for the value of
JAVA_HOME. As noted previously,
Solr only supports JDK 1.7 and higher.

SOLR_USER

solr

The Linux user used to run Solr.

SOLR_INSTALL_FOLDER

/opt/solr

The Solr installation directory.

SOLR_RANGER_HOME

/opt/solr/ranger_audit_server

The location where the Ranger-
related configuration and schema files
will be copied.

SOLR_RANGER_PORT

For HDP Search's Solr Instance: 8983

The Solr port for Ranger.

SOLR_DEPLOYMENT

standalone

The deployment type.

SOLR_RANGER_DATA_FOLDER

/opt/solr/ranger_audit_server/data

The folder where the index data will
be stored. The volume for this folder
should have at least 1 TB free space
for the index data, and should be
backed up regularly.

SOLR_LOG_FOLDER

/var/log/solr/ranger_audits

The folder for the Solr log files.

SOLR_MAX_MEM

29

The memory allocation for Solr.

2. Use the following command to run the Solr for Ranger setup script.

./ setup. sh

3. To start Solr, log in as the sol r or r oot user and run the following command.
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[opt/solr/ranger_audit_server/scripts/start_solr.sh

When Solr starts, a confirmation message appears.

Started Solr server on port 8983/8886 (pid=). Happy searchi ng!
4. You can use a web browser to open the Solr Admin Console at the following address:

For HDP Search's Solr Instance:

htt p: <sol r _host >: 8983/ sol r

3 Note

You can use the following command to stop Solr:

/opt/solr/ranger_audit_server/scripts/stop_solr.sh

5.1.5. Configuring SolrCloud for Kerberos

3 Note

Beginning with Ambari-2.4.0.0 and HDP-2.5.0, Ranger uses the Ambari Infra
SolrCloud instance by default. Therefore, this procedure is only necessary for
earlier versions, or if you are setting up additional SolrCloud instances.

S Note

SolrCloud with Kerberos requires Apache ZooKeeper and MIT Kerberos. You
should also review the other SolrCloud Prerequisites.

Use the following steps to configure SolrCloud for Kerberos.
1. Configure SolrCloud.
2. Configure Kerberos for SolrCloud [444]

3. Configure SolrCloud for Kerberos [445]

5.1.5.1. Configure Kerberos for SolrCloud
Use the following procedure to configure Kerberos for SolrCloud.
1. Create a principal "solr" in your KDC. You can make it host-specific or headless.

2. Log in as the root user to the KDC server and create the keytabs for users "solr" and
HTTP.
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kadmi n. | ocal

Aut henti cating as principal root/adm n@XAMPLE. COM wi t h passwor d.

kadm n. | ocal : addprinc -randkey sol r @GEXAMPLE. COM

WARNI NG no policy specified for sol r @XAVMPLE. COM defaulting to no policy
Princi pal "sol r @XAMPLE. COM' cr eat ed.

kadm n. | ocal : xst -k solr.service. keytab sol r GEXAMPLE. COM

Entry for principal solr @XAMPLE. COM with kvno 2, encryption type aes256-
cts- hmac-shal- 96 added to keytab WRFILE: sol r. servi ce. keyt ab.

Entry for principal solr @XAMPLE. COM wi th kvno 2, encryption type aes128-
cts- hnmac-shal- 96 added to keytab WRFI LE: sol r. servi ce. keyt ab.

Entry for principal solr@ XAMPLE. COM with kvno 2, encryption type des3-chc-
shal added to keytab WRFILE: sol r. servi ce. keyt ab.

Entry for principal solr @XAMPLE. COM wi th kvho 2, encryption type arcfour-
hmac added to keytab WRFI LE: sol r. servi ce. keyt ab.

Entry for principal solr@XAMPLE. COM with kvno 2, encryption type des-hmac-
shal added to keytab WRFI LE: sol r. servi ce. keyt ab.

Entry for principal solr @XAMPLE. COM wi th kvno 2, encryption type des-cbc-
md5 added to keytab WRFI LE: sol r. servi ce. keyt ab.

kadm n.local : quit

The example above creates a headless keytab for the "solr" service user. You should
create one keytab per host. You should also create a principal for each host on which
Solr is running. Use the procedure shown above, but use the principal name with the
host. For example:

kadm n. | ocal : addprinc -randkey sol r/ <SOLR_HOST_NAME>@EXAMPLE. COM

You will also need another keytab for Spnego. This is used by Solr to authenticate HTTP
requests. Follow the process shown above, but replace "solr" with "HTTP". For example:

kadmi n. | ocal

kadm n. | ocal : addprinc -randkey HTTP@EXAMPLE. COM
kadm n.local : xst -k HTTP. keyt ab HTTP@EXAMPLE. COM
kadm n.local: quit

. After the keytabs are created, run the following commands to copy them to all of the

hosts running Solr, chown to "solr", and chnod to 400.

nkdir -p /opt/solr/conf

#scp both the keytab files to the above fol der
chown solr:solr /opt/solr/conf/solr.service. keytab
usernod -a -G hadoop solr

chnod 400 /opt/solr/conf/solr.service. keytab

chown solr:solr /opt/solr/conf/HITP. keyt ab

chnod 400 /opt/sol r/conf/HTTP. keyt ab

3 Note

The usermod -a -G hadoop solr command is required if you are using the
HTTP (Spnego) keytab that is generated by Ambari.

5.1.5.2. Configure SolrCloud for Kerberos

Use the following procedure to configure SolrCloud for Kerberos.

1.

Run the following commands:
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cd /opt/solr
nkdi r /opt/sol r/conf

2. Create a new JAAS file in the / opt / sol r/ conf directory:

vi /opt/solr/conf/solr_jaas.conf

Add the following lines to the sol r _j aas. conf file, but replace the REALM name
@EXAMPLE. COMwith your REALM.

dient {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=t r ue
keyTab="/opt/sol r/ conf/solr. service. keyt ab"
st or eKey=t r ue
useTi cket Cache=true
debug=t rue
pri nci pal =" sol r GEXAMPLE. COM';
i ¢

3. Copy the sol r _j aas. conf file to all of the hosts on which Solr is running.

4. Edit the sol r. i n. sh file in the <SOLR | NSTALL_HOVE>/ bi n/ directory:

Vi $SOLR I NSTALL_HOVE/ r anger _audit_server/scripts/solr.in.sh

Add the following lines at the end of the sol r. i n. sh file:

SCOLR JAAS FI LE=/ opt/sol r/ conf/solr_j aas. conf
SCOLR HOST=" host nanme -f°
ZK_HOST="$ZK_HOST1: 2181, $ZK_HOST2: 2181, $ZK_HOST3: 2181/ r anger _audi t s"
KERBERCS REALM=" EXAMPLE. COM'
SOLR_KEYTAB=/ opt/ sol r/ conf/sol r. servi ce. keyt ab
SOLR_KERB_PRI NCI PAL=HTTP@{ KERBERCS_REALM
SCLR_KERB_KEYTAB=/ opt / sol r/ conf / HTTP. keyt ab
SCLR_AUTHENTI CATI ON_CLI ENT_CONFI GURER="o0r g. apache. sol r.client.solrj.inpl.
Kr b5Ht t pdl i ent Confi gurer"
SCLR_AUTHENTI CATI ON_OPTS=" - Daut henti cati onPl ugi n=or g. apache. sol r. security.
Ker ber osPl ugi n

-Dj ava. security. auth. | ogi n. confi g=$SOLR_JAAS FI LE - Dsol r. ker ber os.
pri nci pal =${ SOLR_KERB_PRI NC| PAL}

- Dsol r. ker ber os. keyt ab=${ SOLR_KERB_KEYTAB} - Dsol r. ker ber os. cooki e. donai n=
${ SOLR _HOST} - Dhost =${ SOLR_HOST}

-Dsol r. ker ber os. nane. r ul es=DEFAULT"

5. Copy the sol r. i n. sh file to all of the hosts on which Solr is running.

6. Run the following command to enable Kerberos as the authentication scheme by
updating the securi ty. j son file in ZooKeeper.

$SOLR | NSTALL_HOWVE/ server/ scri pts/cl oud-scripts/zkcli.sh -zkhost

$ZK HOST: 2181 -cnd put /ranger_audits/security.json '{"authentication":
{"class": "org.apache.solr.security. KerberosPl ugi n"}}'

7. Run the following commands to restart Solr on all hosts.

[opt/solr/ranger_audit_server/scripts/stop_solr.sh
/opt/sol r/ranger_audit_server/scripts/start_solr.sh
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8. On the Ambari dashboard, select Ranger > Configs > Ranger Audit, then enable External
SolrCloud Kerberos by clicking the OFF button. The button label changes to ON when
External SolrCloud Kerberos is enabled.
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9. Click Save, then restart Ranger and all required services.

5.1.5.3. Connecting to Kerberos-enabled SolrCloud

To connect to Kerberos-enabled Solr from your local machine:

1. On both Linux and Mac, copy the / et ¢/ kr b5. conf file from the Solr host to your local
[ et c/ krb5. conf . If you already have a local / et ¢/ kr b5. conf file, merge the two

files.

2. Log in to the KDC host as root and run the following commands to create a KDC user:

kadm n. | ocal

kadm n. | ocal :
kadm n. | ocal :

addpri nc $USERNAMVE@EXAMPLE. COM
qui t

3. Run the following command on your local machine.
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ki nit $USERNAME@EXAMPLE. COM

4. You can now use a browser to connect to the Solr URL.

5.2. Migrating Audit Logs from DB to Solr in
Ambari Clusters

It is recommended that you store audits in both HDFS and Solr. Audit to DB is no longer
recommended and the option is disabled in the Ambari Ul. If your logs were previously
stored on DB, you can migrate the logs to Solr.

3 Note

By default, Solr only indexes the last 30 days' logs.

Before you migrate your audit logs from DB to Solr, make sure your cluster meets the
following requirements:

* Solr must be installed and running (see Using Apache Solr for Ranger Audits).

* All plug-ins must be upgraded and writing audit logs to Solr (i.e., plugins must not be
writing audit logs to DB.)

» The DB server must be running, and the credentials used to connect Audit to DB must be
available.

* Ranger must be running with the audit source as Solr, and the Solr URL must be
configured.

To migrate your audit logs from DB to Solr, complete the following instructions:

1. Configure the properties r anger . audi t . sour ce. t ype and
ranger.audit.solr.urls:

Property Name Sample Value Location

ranger. audit. source.type solr Ranger>Configs>Advanced>Advanced
ranger-admin-site

ranger.audit.solr.urls Syntax: Ranger>Configs>Ranger Audit
http://<sol r_host >: <port >/
sol r/ranger _audits Example:
http://192.168.0. 2: 8983/
sol r/ ranger _audi t sExample:
http://192.168.0. 2: 8886/
solr/ranger_audits

2. Verify or enter ther anger . j pa. audi t. j dbc. url value.

After upgrading Ranger and changing the audit log destination from DB to Solr, Ambari
may not automatically populate the required property values. If necessary, you can add
these as custom properties from Ambari.

a. Select Ranger>Configs>Advanced>Custom ranger-admin-site, then click Add
Property....

448



hdp-security

August 29, 2016

b. Enter the following information on the Add Property pop-up:

* Type: preloaded with the value r anger - admi n- si t e. xmi

* Key: enterranger.j pa.audit.jdbc.url

* Value: enter the JDBC audit string for your DB platform:

3. Restart Ranger Admin.

Table 5.4. JDBC Audit String

he.org:1521:0RCL

)aseName=ranger_al

DB Platform Syntax Example Value

MySQL j dbc: nysql : // DB_HOST: PORT/ [gdiolé: nysairy
¢6401.ambari.apache.org:3306/
ranger_audit

Oracle For Oracle SID: jdbc:oracle:thin:@c6401.ambari.apac

jdbc:oracle:thin:@AUDI T_HOST:PORT:SI D

For Oracle Service Name: jdbc:oracle:thin:@//
¢6401.ambari.apache.org:1521/XE

jdbc:oracle:thin:@//AUDI T_HOST[:IPORT]

[/Servi ceNane]

PostgreSQL jdbc:postgresql://AUDI T_HOST/augiidbcpasegresql://
¢6401.ambari.apache.org:5432/
ranger_audit

MS SQL jdbc:sqlserver://AUDI T_HOST,databatedisgisereerdi/t _nanme
¢6401.ambari.apache.org:1433;data

SQLA jdbc:sglanywhere:host=AUDI T_ HOSJodatediassrehatethosereé401.ambarl

.apache.org:2638;dz

4. Navigate to the Ranger admin directory and run the following command:

$/ path/to/java -D ogdi r=ews/| ogs -D og4j.configuration=db_patch. | og4j . xmn
-cp ews/webapp/ VEB- | NF/ cl asses/ conf: ews/ webapp/ VEEB- | NF/ cl asses/ | i b/ *: ews/
webapp/ VEEB- | NF/ : ews/ webapp/ META- | NF/ : ews/ webapp/ VEB- | NF/ | i b/ *: ews/ webapp/
V\EB- | NF/ cl asses/ : ews/ webapp/ VEEB- | NF/ cl asses/ META- | NF: / usr/ shar e/ j aval mysql -
connector-java.jar org.apache.ranger.patch.cliutil.DbToSolrM grationUti l

If the script succeeds, it prints the following details on the screen:

¢ Processing batch 'n' of total 'noOfBatches' (Where each batch contains 10000 rows.)

* Total number of migrated audit logs.

If the script fails to migrate data, it returns the error: Migration process failed, Please

refer ranger_db_patch.log file.

5.3. Manually Enabling Audit Settings in Ambari

Clusters

It is recommended that Ranger audits be written to both Solr and HDFS. Audits to Solr are
primarily used to enable queries from the Ranger Admin Ul. HDFS is a long-term destination
for audits; audits stored in HDFS can be exported to any SIEM system, or to another audit

store.
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Solr and HDFS audits are generally enabled as part of the standard Ambari installation
procedure. This section describes how to manually update Ambari audit settings for Solr
and HDFS.

5.3.1. Manually Updating Ambari Solr Audit Settings

You can save and store Ranger audits to Solr if you have installed and configured the Solr
service in your cluster.

3 Note
If you enabled Solr Audits as part of the standard Ambari installation
procedure, audits to Solr are activated automatically when Ranger is enabled
for a plugin.

To save Ranger audits to Solr:

1.

From the Ambari dashboard, select the Ranger service. Select Configs > Advanced, then
scroll down and select Advanced ranger-admin-site. Set the following property value:

e ranger.audit.source.type = solr

. On the Ranger Configs tab, select Ranger Audit. The SolrCloud button should be set to

ON. The SolrCloud configuration settings are loaded automatically when the SolrCloud
button is set from OFF to ON, but you can also manually update the settings.

3 Note
Audits to Solr requires that you have already configured SolrCloud.

. Restart the Ranger service.

. After the Ranger service has been restarted, you will then need to make specific

configuration changes for each plugin to ensure that the plugin's data is captured in Solr.

. For example, if you would like to configure HBase for audits to Solr, perform the

following steps:
* Select the Audit to Solr checkbox in Advanced ranger-hbase-audit.
* Enable the Ranger plugin for HBase.

* Restart the HBase component.

. Verify that the Ranger audit logs are being passed to Solr by opening one of the

following URLs in a web browser:
http://{RANGER_HOST_NAME}:6080/index.html#!/reports/audit/bigData

For HDP Search's Solr Instance:

http: { SOLR_HOST}: 8983/ sol r/ ranger _audits

For Ambari Infra's Solr Instance:
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htt p: { SOLR _HOST}: 8886/ sol r/ ranger _audits

5.3.2. Manually Updating HDFS Audit Settings (for Ambari
installs)

3 Note

HDFS audits are enabled by default in the standard Ranger Ambari installation
procedure, and are activated automatically when Ranger is enabled for a

plugin.

The following steps show how to save Ranger audits to HDFS for HBase. You can use the
same procedure for other components.

1. From the Ambari dashboard, select the HBase service. On the Configs tab, scroll down
and select Advanced ranger-hbase-audit. Select the Audit to HDFS check box.

2. Set the HDFS path where you want to store audits in HDFS:

xasecure. audit.destination. hdfs.dir = hdfs://
$NAVENODE _FQDN: 8020/ r anger / audi t

Refer to the f s. def aul t FS property in the Advanced core-site settings.

3 Note

For NameNode HA, NAMENODE FQDN is the cluster name. In order for this to
work, / et ¢/ hadoop/ conf/ hdf s-si te. xm needs to be linked under /
et ¢/ <conponent _nane>/ conf .

3. Enable the Ranger plugin for HBase.
4. Make sure that the plugin sudo user has permission on the HDFS Path:
hdf s: // NAMENODE_FQDN: 8020/ r anger/ audi t

For example, we need to create a Policy for Resource : / r anger/ audi t, all permissions
to user hbase.

5. Save the configuration updates and restart HBase.
6. Generate some audit logs for the HBase component.
7. Check the HFDS component logs on the NameNode:

hdf s: / / NAMENCDE_FQDN: 8020/ r anger/ audi t

S Note

For a secure cluster, use the following steps to enable audit to HDFS for Storm,
Kafka, and Knox:
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* Incore-site.xm setthe hadoop. proxyuser. <conponent >. gr oups
property with value “ * ” or service user.

* For the Knox plugin there is one additional property to add to core-site.xml.
Add hadoop.proxyuser.<component>.users property with value “ * " or
service user (i.e knox).

» For Kafka and Knox, link to / et ¢/ hadoop/ conf/ core-site. xm under
/ et ¢/ <conmponent _name>/ conf . For Storm, link to / et ¢/ hadoop/
conf/core-site. xm under /usr/hdp/<version>/stornfextlib-
daenon/ r anger - st or m pl ugi n-i npl / conf.

* Verify the service user principal.

* Make sure that the component user has permissions on HDFS.

5.4. Enabling Audit Logging in Non-Ambari
Clusters

It is recommended that Ranger audits be written to both Solr and HDFS. Audits to Solr are
primarily used to enable queries from the Ranger Admin Ul. HDFS is a long-term destination
for audits; audits stored in HDFS can be exported to any SIEM system, or to another audit
store.

To enable auditing for HDFS, perform the steps listed below.

1. Set the XAAUDIT.HDFS.ENABLE value to "true" for the component plug-in in the
install.properties file, which can be found here:

[ usr/ hdp/ <ver si on>/r anger - <conponent >=pl ugi n
2. Configure the NameNode host in the XAAUDI T. HDFS. HDFS_DI R field.

3. Create a policy in the HDFS service from the Ranger Admin for individual component
users (hi ve/ hbase/ knox/ st or m yar n/ kaf ka/ kns) to provide READ and WRITE
permissions for the audit folder (i.e., for enabling Hive component to log Audits to HDFS,
you need to create a policy for the hive user with Read and WRITE permissions for the
audit directory).

4. Set the Audit to HDFS caches logs in the local directory, which can be specified
in XAAUDIT.HDFS.LOCAL_BUFFER_DIRECTORY (this can be like / var /| og/
<conponent >/ **), which is the path where the audit is stored for a short time. This is
similar for archive logs that need to be updated.

To enable auditing reporting from the Solr database, perform the steps listed below.

1. Modify the following properties in the Ranger servicei nstal | . properti es to enable
auditing to the Solr database in Ranger:

e audit_store=solr

* For HDP Search's Solr Instance: ht t p: <sol r _host >: 8983/ sol r/ ranger _audits
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For Ambari Infra's Solr Instance: ht t p: <sol r _host >: 8886/ sol r/
ranger _audits

e audit_sol r_user=ranger_solr
e audit_sol r _passwor d- NONE
2. Restart Ranger.

To enable auditing to the Solr database for a plug-in (e.g., HBase), perform the steps listed
below.

1. Set the following propertiesini nst al | . properti es of the plug-in to begin audit
logging to the Solr database:

* XAAUDIT.SOLR.IS.ENABLED=true
* XAAUDIT.SOLR.ENABLE=true

* For HDP Search's Solr Instance: XAAUDI T. SOLR. URL= http://solr_host: 8983/
solr/ranger_audits

For Ambari Infra's Solr Instance: XAAUDI T. SOLR. URL= http://
sol r _host: 8886/ solr/ranger_audits

¢ XAAUDIT.SOLR.USER-ranger_solr

* XAAUDIT.SOLR.PASSWORD=NONE

¢ XAAUDIT.SOLR.FILE_SPOOL_DIR=/var/log/hadoop/hdfs/audit/solr/spool
2. Enable the Ranger HBase plug-in.

3. Restart the HBase component.

5.5. Managing Auditing in Ranger

To explore options for auditing policies in Ranger, access the Ranger console, then click
Audit in the top menu.

There are four tabs on the Audit page:
e Access [455]

* Admin [456]

* Login Sessions [457]

* Plugins [458]
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5.5.1. View Operation Details

To view details on a particular operation, click the Policy ID, Operation name, or Session ID.

Operation : update

policy 10: [E) Added | Deleted
Policy Mame : hbase-test-1-201602022241 28

Repositery Type : hbase

Updated Date : 02M16/2016 09:51:42 AM PST

Updated By : Mal

Pelicy Details :

Fiekds Old Value MNew Value

table " ol

Operation : create

ralicy 10: [[E)

Policy Nama ;| Now-Servics-1-20168021 1205602
Rapaository Type :

Created Date ;0271172016 12:56:02 PM PST
Created By :Admin

Policy Dutalls

Fiekds New Vialue
Policy Mame Mew-Service-1-201 60211205602
Palicy Description Default Policy for Service: New-5Serdace
Paolicy Status enabled

Users/Groups Permissions :

Mew Value

Groups: cempiy

Users; admin
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5.5.2. Access

Provides Service activity data for all Policies that have Audit set to On. The default service
Policy is configured to log all user activity within the Service. This default policy does not
contain user and group access rules.

You can filter the data based on the following criteria:

Table 5.5. Search Criteria

Search Criteria Description

Access Enforcer Ranger (ranger-acl) or Hadoop (hadoop-acl)

Access Type Type of access user attempted (E.G., REVOKE, GRANT,
OPEN, USE).

Client IP IP address of the user system that tried to access the
resource.

Result Shows whether the operation was successful or not.

Service Name The name of the service that the user tried to access.

Service Type The type of the service that the user tried to access.

Start Date, End Date Filters results for a particular date range.

User Name of the user which tried to access the resource.
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The Admin tab contains all events for the auditing HDP Security Administration Web
Ul, including Service, Service Manager, Log in, etc. (actions like create, update, delete,

password change).
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You can filter the data based on the following criteria:

Table 5.6. Search Criteria

Search Criteria Description

Action These are operations performed on resources (actions like
create, update, delete, password change).

Audit Type There are three values Resource,asset and xa user
according to operations performed on Service,policy and
users.

End Date Login time and date is stored for each session. A date
range is used to filter the results for that particular date
range.

Session ID The session count increments each time you try to login to
the system
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Search Criteria Description

Start Date Login time and date is stored for each session. A date
range is used to filter the results for that particular date
range.

User Username who has performed create,update,delete
operation.

5.5.4. Login Sessions

The Login Sessions tab logs the information related to the sessions for each login.

You can filter the data based on the following criteria:

Table 5.7. Search Criteria

Search Criteria Description

Login ID The username through which someone logs in to the
system.

Session-id The session count increments each time the user tries to
log into the system.

Start Date, End Date Specifies that results should be filtered based on a
particular start date and end date.

Login Type The mode through which the user tries to login (by
entering username and password).

1P The IP address of the system through which the user
logged in.

User Agent The browser or library version used to login for the specific

event (e.g. Mozilla, Java, Python)

Result Logs whether or not the login was successful. Possible
results can be Success, Wrong Password, Account Disabled,
Locked, Password Expired or User Not Found.

Ranger UAccess Manager  [3 Audit € Settings o admin
ACCEES Adimin LGQII'! Sessions Plugins
8, Search for your login S

ast Updated Time ; [ L RFaT #e1 T )  &

Session id 7 Login id Rsaile Login Type I User Agent Login Time [ P5T )
232 amb_ranges_ademin Username/Password  192.168.64.101 ORAO2006 12:50:32 PM
328 agmin Username/Password  192.168.64.101 OZOW20N6 12:50:32 PM
}32 admin nefPassword  192.168.64.101 OZOW2016 12:50:32 PM
fRamePassword  192.168.64.1 P 02206 12:39:38 PM

L2325 amb_ranger_admin Use ne/Password 192, 168.64.100 DROWE0NE 105032 AM
S2324 admin sme/Password  192.168.54.101 Q22006 10:50:32 AM
admin Username/Password 19216864100 ORAOR2016 10:50:32 AM

FANEETUSEITYNC G2.168.54.10

0

2006 1002122 AM

FANRErUSErsync 1452, 168,64, 10 k21:21 AM

FANEETUSErsyNG ne/Password | 192,168.64,100

Q2006 10:21:21 AM

ETITLET

FANEETUESErSynG Usermame/Password  192,168.64.101 QEAar20NE 10:21:21 AM
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5.5.5. Plugins

This tab shows the upload history of the Security Agents.This module displays all of the
services exported from the system.You can filter the data based on the following criteria:

Table 5.8. Agents Search Criteria

Search Criteria

Description

Plugin IP

IP Address of the agent that tried to export the service.

Plugin ID

Name of the agent that tried to export the service.

HTTP Response Code

The HTTP code returned when trying to export the service.

Start Date, End Date

Export time and date is stored for each agent. A date
range is used to filter the results for that particular date
range.

Service Name

The service name we are trying to export.
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6. Data Protection: HDFS Encryption
6.1. Ranger KMS Administration

6.1.1.

The Ranger Key Management Service (Ranger KMS) is a open source, scalable
cryptographic key management service supporting HDFS "data at rest" encryption.

Ranger KMS is based on the Hadoop KMS originally developed by the Apache community.
The Hadoop KMS stores keys in a file-based Java keystore by default. Ranger extends the
native Hadoop KMS functionality by allowing you to store keys in a secure database.

Ranger provides centralized administration of the key management server through the
Ranger admin portal.

There are three main functions within the Ranger KMS:

1. Key management. Ranger admin provides the ability to create, update or delete keys
using the Web Ul or REST APIs. All Hadoop KMS APIs work with Ranger KMS using the
keyadmin username and password.

2. Access control policies. Ranger admin also provides the ability to manage access control
policies within Ranger KMS. The access policies control permissions to generate or
manage keys, adding another layer of security for data encrypted in Hadoop.

3. Audit. Ranger provides full audit trace of all actions performed by Ranger KMS.

Ranger KMS along with HDFS encryption are recommended for use in all environments. In
addition to secure key storage using a database, Ranger KMS is also scalable, and multiple
versions of Ranger KMS can be run behind a load balancer.

For more information about HDFS encryption, see HDFS "Data at Rest" Encryption.

Installing the Ranger Key Management Service

This section describes how to install the Ranger Key Management Service (KMS) using
Ambari on a Kerberized cluster.

Prerequisites
Ranger KMS requires HDFS and Ranger to be installed and running on the cluster.

To install Ranger using Ambari, refer to the Ranger Installation Guide. (For more
information about the Ambari Add Service Wizard, see Adding a Service in the Ambari
User's Guide.)

To use 256-bit keys, install the Java Cryptography Extension (JCE) Unlimited Strength
Jurisdiction Policy File on all hosts in the cluster. For installation information, see Install the
JCE. Make sure that the Java location is specified in the $PATH environment variable.

3 Note
If you use the OpenJDK package, the JCE file is already built into the package.
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6.1.1.1. Install Ranger KMS using Ambari (Kerberized Cluster)
To install Ranger KMS on a Kerberized cluster, complete the following steps.
1. Go to the Ambari Web Ul, htt p: / / <gat eway- URL>: 8080.
2. From the Ambari dashboard, go to the Actions menu. Choose Add Service.

3. On the next screen, check the box next to Ranger KMS:

Add Service Wizard
< Hbase 10123 A Nonrelatonal distributed database, plus Phoanix, a high parformance SOL layer for
lcew latancy applications.
J Pig 015023 Seripting platéorm for analyring large datasets.
Saqoop 14623 Tool for iransfeming bulk data between Apache Hadoop and structured data sioms

sweh as relptional databases

< Dozie 42023  System for workfiow coordination and exscution of Apache Hadoas jobs. This alsa
inchudes the installation of the optional Dozie Web Consols which relies on and will
install the Ext.IS Library.

< ZookKeoper 24623  Contralized service which provides highly reliable distributed coondination
Falzon 06123 Data management and processing platiorm
/ Stoem 0100  Apache Hadeop Steam processing framework
Flume 15223 A distributed serdce for colecting, aggregating, and moving large amounts of
StrBaMTING dita ive HOFS
Accumuia 17023  Robust, scalable, high pecformance distributed keyhvalue store.
/ Ambari Metrics 010 A system for maotrics collection that provides siorage and mtrival cagabiity for motrics

eolectid o the chuste”

Atlas 05023  Atlas Motadata and Governance platform
' Kafka 08223 A high-throughput distribused messaging systern
Krax

06023 Prowides & dinghs point of authenScaton and soceds for Apache Hadoop sehvicss in a
chuster

Mahaut 08023 Project of the Apache Software Foundation to produce free implemantations of
distributed or otherwise scalable maching learming algorithms focused primarily in the
aroas of collaborative fitering. clustering and classification

- Ranger 05023  Comprhensive security for Hadeop
& Ranger KMS 05023 Koy Management Sorver
Slicor 080023 A tamewsrk for deploying, managing and monitoring existing distributed applcations
on YARN,
Spark 13123  Apache Spark s a fast and general enging for large-scale data processing

4. Then, choose Next.

5. (Optional) In Assign Masters, if you wish to override the default host setting, specify the
Ranger KMS host address. For example:
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Add Service Wizard

VEras-rthi=my-Sec-nokms-

HiveSenver?: | vp-os-hE-my-sec-nokms-1507 =| 150727-1736-4 openstacklocal {156 GB, 2 cores)
s mEmm—— o
Oozie Server: | vp-os-1h-mmy-s0c-nokma-1507 -
ZogKeeper Server. | vp-oa-rhi-my-sec-nokms-1507 -
V08 -rhi-mry-Sec-nakms-
ZooKeeper Sorver: | vp-os-rhb-my-sec-nokms-1507 - 150727-1736-5.0penstackiocal (15.6 GB, 2 cores)
| Ranger Agmin
ZOOKOSPE! SOrver | VD-OB G-y -sac-nokme- 1507 ~ m
Nimbus: = vp-os-rh-my-sec-nokms-1507 -
DRPC Server. | vp-os-hb-my-sac-nokms-1507 -
Siommn Ul Server: | vp-cs-rhB-my-sec-nokms-1507 -
Kafica Broker: | vp-os-rhi-my-sec-nokms-1507 =
Kafics Broker | vp-oS-Thb-my-sec-nokms-1507 -
Kafica Broker: | vp-cs-rh-my-sec-nokms-1507 -
Kafia Broker: | vp-os-rhi-my-sec-nokms-1507 =

Matrics Goloctor:

Vp=08-rhbemy-sac-nokms-1507 =

Ranger KMS Sorver; | [vp-os-rh-my-sec-nokms- 1507 =
p-0i8-rhé -rmy-sec-nokms-150727-1736-2.operstackiocal (15.6 GB, 2 cores
<o Gat Vp-OS-rhE-rty -S6C-nokms-1507 27-1736-3. openstackiocal 156 GB, 2 cons)
" VP 08-ME-friy-56-nokms-150727-1736-4 oparstackiocal (156 GB, 2 conss)
VE-O8-hE-fry-sec-nokms-1507 27-1736-5.openstackiocal (15.6 GB, 2 cones)
Ranges Admin: | ¥p-0S-Bemy-sec-nokms-1507 =]
Ranger Usersyng: | vp-os-rhif-my-sec-nokms-1507 =
- =

. In Customize Services, set required values (marked in red). Review other configuration

settings, and determine whether you'd like to change any of the default values. (For
more information about these properties, see Ranger KMS Properties.

a. Set the following required settings, marked in red in the "Advanced kms-properties"
section:

 KM5_MASTER_KEY_PASSWD
e db_password

e db_root _password

N

Note

If do not wish to provide system Database Administrator (DBA) account
details to the Ambari Ranger installer, you can use the dba_scri pt . py
Python script to create Ranger DB database users without exposing

DBA account information to the Ambari Ranger installer. For more
information, see Setting up Database Users Without Sharing DBA
Credentials.
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Add Service Wizard

Chiotss Senices

[ CumoniznSonicos ____| -

Customize Services

W hawe come up with recommended configurations for the Senices you seected. Customize them as you see fit

DFS MapReduce?2 YARN Ter Hive HBase Pig Oozie ZooKoeper
Knox  Ranger  Ranger KMS ] Misc
Group  Ranger KMS Default (4} | =  Manage Config Groups
" I ENCOg G
L] Advanced kms-onw
b A s-log
T Advanced kme-properties ()
D8_FLAVOR YSOL
KMS_MASTER_KE
SSWD
REPOSITORY _CONFIG,
PASSWORD
REPOSITORY_CONFIG, Kupymdmin
USERMAME

S0L_CONNECTOR_JAR

a_host VOG- ey 30-nakma- 150727 - 1 T38-5.openstackl eoal
do_name rangerkms

an

dl_roat_user ract

o _user rangorkms

fusrisharejnal mysah-Connecton-java, jar

Storm  Ambari Metrics

Also specify the username for REPOSITORY_CONFIG_USERNAME, so that Ranger will
be able to connect to the Ranger KMS Server and look up keys for creating access
policies. This user will need to be set to proxy into Ranger KMS in a Kerberos mode
(steps included below).

b. Add values for the following properties in the "Custom kms-site" section. These
properties allow the specified system users (hi ve, oozi e, and others) to proxy on
behalf of other users when communicating with Ranger KMS. This helps individual
services (such as Hive) use their own keytabs, but retain the ability to access Ranger

KMS as the end user (use access policies associated with the end user).

hadoop. kns.
hadoop. kns.
hadoop. kns.
hadoop. kns.
hadoop. kns.

hadoop. kns.

pr oxyuser.

pr oxyuser.

pr oxyuser .

pr oxyuser.

pr oxyuser.

pr oxyuser.

hi ve. users

00zi e. users

HTTP. users

anmbari . users

yarn. users

hi ve. host s
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* hadoop. kns. proxyuser. oozi e. host s
* hadoop. kns. proxyuser. HTTP. host s
* hadoop. kns. proxyuser. anbari . hosts
* hadoop. kns. proxyuser. yarn. hosts
¢. Add the following properties to the Custom KMS-site section of the configuration.
These properties use the REPOSITORY_CONFIG_USERNAME specified in the first step

in this section.

If you are using an account other than keyadm n to access Ranger KMS, replace
“keyadmin” with the configured user for the Ranger KMS repository in Ranger admin:

» hadoop. kns. proxyuser . keyadm n. gr oups=*
* hadoop. kns. proxyuser . keyadm n. host s=*

* hadoop. kns. proxyuser . keyadm n. user s=*

Add Property
Type kms-site.xml L I
Properties hadeop.kms.proxyuserkeyadmin.groups="

key=value (one per ling) | NAdOOPR.KMS.proxyuserkeyadmin.hosts="

Cancel w

d. Confirm settings of the following values in the "advanced kms-site" group:
* hadoop. kns. aut henti cati on. t ype=ker ber os

* hadoop. kns. aut henti cati on. ker ber os. keyt ab=/ et ¢/ security/
keyt abs/ spnego. servi ce. keyt ab

* hadoop. kns. aut henti cati on. ker ber os. pri nci pal =*
7. Then, choose Next.

8. Review the default values on the Configure Identities screen. Determine whether you'd
like to change any of the default values. Then, choose Next.

9. In Review, make sure the configuration values are correct. Ranger KMS will be listed
under Services.

10Then, choose Deploy.
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11 Monitor the progress of installing, starting, and testing the service. When the service
installs and starts successfully, choose Next.

12The Summary screen displays the results. Choose Complete.

13 Restart the Ranger and Ranger KMS services.
6.1.1.1.1. Setting up Database Users Without Sharing DBA Credentials

If do not wish to provide system Database Administrator (DBA) account details to the
Ambari Ranger installer, you can use the dba_scri pt. py Python script to create Ranger
DB database users without exposing DBA account information to the Ambari Ranger
installer. You can then run the normal Ambari Ranger installation without specify a DBA
user name and password.

To create Ranger DB users using the dba_scri pt . py script:

1. Download the Ranger rpm using the yum install command.

yuminstall ranger-kns

2. You should see one file named dba_scri pt. py inthe/ usr/ hdp/ current/
ranger - admi n directory.

3. Get the script reviewed internally and verify that your DBA is authorized to run the
script.

4. Execute the script by running the following command:

pyt hon dba_scri pt. py

5. Pass all values required in the argument. These should include db f | avor, JDBC j ar,
db host,db nane, db user, and other parameters.

* If you would prefer not to pass runtime arguments via the command prompt, you can
update the / usr/ hdp/ current/ranger-adm n/install.properties file and
then run:

e python dba_script.py -q

When you specify the - q option, the script will read all required information from the
install.properties file

* You can use the - d option to run the script in "dry" mode. Running the script in dry
mode causes the script to generate a database script.

pyt hon dba_script.py -d /tnp/generated-script.sq

Anyone can run the script, but it is recommended that the system DBA run the script
in dry mode. In either case, the system DBA should review the generated script, but
should only make minor adjustments to the script, for example, change the location
of a particular database file. No major changes should be made that substantially alter
the script — otherwise the Ranger install may fail.

The system DBA must then run the generated script.
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6.

Log in to the host where KMS is to be installed. Run the following commands to back up
files:

cp /var/lib/anbari-agent/cache/ conmon-servi ces/ RANGER KMS/ 0. 5. 0. 2. 3/ package/
scripts/kns.py /var/lib/anbari-agent/cache/ common-servi ces/ RANGER_KMS/ 0. 5. 0.
2. 3/ package/ scri pt s/ knms. py. bak

cp /var/lib/anbari-server/resources/ combpn-servi ces/ RANGER KM5S/ 0. 5. 0. 2. 3/
package/ scri pts/ kns. py /var/lib/anbari-server/resources/conmon-servi ces/
RANGER_KMsS/ 0. 5. 0. 2. 3/ package/ scri pt s/ kns. py. bak

. In both of the kirs. py files copied in the previous step, find and comment out the

following line (shown here commented out).

#Execut e(dba_set up, environnent =env_di ct, | ogout put=True, user=parans.
knms_user)

. Run the Ranger Ambari install procedure, but set Setup Database and Database User to

No in the Ranger Admin section of the Customize Services screen.

6.1.1.1.2. Configure HDFS Encryption to use Ranger KMS Access

At this point, Ranger KMS should be installed and running. If you plan to use Ranger KMS
for HDFS data at rest encryption, complete the following steps:

1.

Create a link to /et ¢/ hadoop/ conf/ core-site. xm under/etc/ranger/kns/
conf:

sudo I n -s /etc/hadoop/conf/core-site.xm /etc/ranger/kns/conf/
core-site. xm

. Configure HDFS to access Ranger KMS.

a. In the left panel of the Ambari main menu, choose HDFS.

b. Choose the Configs tab at the top of the page, and then choose the Advanced tab
partway down the page.

¢. Specify the provider path (the URL where the Ranger KMS server is running) in the
following two properties, if the path is not already specified:

* In "Advanced core-site", specify hadoop. security. key. provi der. path

* In "Advanced hdfs-site", specify df s. encrypti on. key. provi der. uri
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@ Knox N . P N - -
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@ Ranger provider.path

@ Ranger KMS

Actions = ¥ Advanced hdfs-site
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provider.uri

The Ranger KMS host is where Ranger KMS is installed. The Ranger KMS host name
should have the following format:

kms: // htt p@knmshost >: 9292/ ks

3. Under Custom core-site.xml, set the value of the hadoop. pr oxyuser . kirs. gr oups
property to * or service user.

4. Restart the Ranger KMS service and the HDFS service.
6.1.1.1.3. Use a Kerberos Principal for the Ranger KMS Repository

In Ranger, all access policies are configured within a repository for each service. For more
information, refer to the Ranger User Guide.

To manage access policies for Ranger KMS, a repository is needed with Ranger for the
Ranger KMS service. Ambari creates the repository automatically using the repository
config user and password provided.

The repository config user also needs to be created as a principal in Kerberos with
a password. Use the following steps to use a Kerberos principal for the Ranger KMS
repository.

1. Create system user keyadm n which should be sync in User Tabs in Ranger Admin.
2. Create principal keyadni n@XAMPLE. COMwith password keyadmi n:
kadm n. | ocal -q 'addprinc -pw keyadm n keyadm n'

3. On the Add Service wizard Customize Services page, set the required values (marked in
red).

4. Under ranger-kms-properties, set the principal and password in the
REPOSITORY_CONFIG_USERNAME and REPOSITORY_CONFIG_PASSWORD fields.
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5. To check logs, select Audit to DB under Advanced ranger-kms-audit.

6. Click Next to continue with the Ranger KMS Add Service wizard.

*  Advanced Kms-progeeties

REFPOSITORY _CONFIG  keyadming@EXAMPLE COM o les
_USERMAME

S0OL_CONNETTOR_JA us /s hare'javaimysgl-connector-java.jar a O
R

db_hist mp-Gacranger-2406-1.openstackiocal o C
db_user rangarkms a o
db_password

D8 _FLAVDR MY S0L o C
db_root_user [Les) e C
db_rool_password L

db_name Fangerkims e C

KMS_MASTER_KEY_P
ASSWD

REPOSITORY CONFIG
PASSWORD

6.1.2. Store Master Key in a Hardware Security Module
(HSMm)

PCI compliance requires that keys are stored in Hardware Security Modules (HSMs) rather
than a software KMS. For example, this is required for financial institutions working with
customer credit/debit card terminals.

S Note
You must have a separate partition for each KMS cluster.

To store keys in an HSM:
1. Install the SafeNet Luna SA Client Software
2. Install Ranger KMS HSM:

¢ Manually (using the instructions on the Apache Wiki>Installing Ranger KMS HSM
(Manually))

¢ Install Ranger KMS HSM via Ambari with plain text password [468]
* Install Ranger KMS HSM via Ambari with JCEKS [469]

3. Configure HSM High Availability (HA) [470]
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4. HSM Migration [473]
* Migrate HSM to Ranger DB [473]
* Migrate Ranger DB to HSM [474]

5. Optional: Clear Objects from the HSM Partition [474]

6.1.2.1. Install Ranger KMS Hardware Security Module (HSM)

Prerequirements

Install the SafeNet Luna SA Client Software

3 Note

You must have a separate partition for each KMS cluster.

About this Task
You can install Ranger KMS Hardware Security Module (HSM) in three ways:

* Manually (using the instructions on the Apache Wiki>Installing Ranger KMS HSM
(Manually))

¢ Install Ranger KMS HSM via Ambari with plain text password [468]
* Install Ranger KMS HSM via Ambari with JCEKS [469]

6.1.2.1.1. Install Ranger KMS HSM Manually
Prerequirements

Install the SafeNet Luna SA Client Software

3 Note

You must have a separate partition for each KMS cluster.

Steps

Refer to the instructions on the Apache Wiki>Installing Ranger KMS HSM (Manually).
6.1.2.1.2. Install Ranger KMS HSM via Ambari with plain text password

Prerequirements

Install the SafeNet Luna SA Client Software

3 Note

You must have a separate partition for each KMS cluster.

Steps

1. Installing the Ranger Key Management Service [459]
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2. While configuring add the HSM related properties in Advanced dbks-site Menu (dbks-
site.xml):

e ranger. ks. hsm enabl ed=t r ue
e ranger. ks. hsm partition. name=Partition Name
e ranger. ks. hsm partition. password=Partiti on Password

e ranger . ks. hsm t ype=LunaPr ovi der

»" admin authored on Thu, Jan 28, 2015 10:58

ranger.ks. hsm.enakbled rue o 2
ranger.ks. hsm.partition i o 2
nanmse

Fanger, kS hEm, parihan SEilenerl 23 [=] =
passwond

ranger. ks hsm.ype LunaPrownder o 9

3. Click on Next and follow the instructions to install Ranger KMS.
6.1.2.1.3. Install Ranger KMS HSM via Ambari with JCEKS
Prerequirements

Install the SafeNet Luna SA Client Software

S Note

You must have a separate partition for each KMS cluster.

Steps

1. Installing the Ranger Key Management Service [459]

469


http://cloudhsm-safenet-docs.s3.amazonaws.com/007-011136-002_lunasa_5-1_webhelp_rev-a/Content/configuration/configuration_setup_luna_sa_after_installation.htm

hdp-security August 29, 2016

6.1.2.2.

2. While configuring add the HSM related properties in Advanced dbks-site Menu (dbks-
site.xml):

e ranger. ks. hsm enabl ed=t r ue

e ranger. ks. hsm partition. name=Partition Name

e ranger. ks. hsm partition. password=_

e ranger. ks. hsm partition. password. al i as=ranger. kns. hsm partition. password

e ranger . ks. hsm t ype=LunaPr ovi der

v
|

ranger, ks, him, ennbled I

ranger ks, hsm. pastilics {AHSKI
1 o

Name

Low I 5t
rangar. ks frem. partiion

pasgwond

ranger ks hsm, pastiion randger kms |

FRESREWEH L GRS

ranger. ks hsm.bype LimnaPir

3. Click on Next and follow the instructions to install Ranger KMS.
Ranger KMS will fail to start (expected behavior).

4. Execute this command on the cluster where Ranger KMS is installed:

pyt hon /usr/ hdp/ current/ranger-kns/ranger_credential hel per.py -l "/usr/hdp/
current/ranger-knms/cred/lib/*" -f /etc/ranger/kms/rangerkns.jceks -k ranger.
kms. hsm partition. password -v <Partition_Password> -c 1

5. Restart the KMS from Ambari.

Configure HSM High Availability (HA)

Prerequisites

You must have at least two Luna SA appliances with PED Authentication, or two with
Password Authentication.

Steps

1. Set up appliances for HA:

470



hdp-security

August 29, 2016

a. Perform the network setup on both HA units: Install the SafeNet Luna SA Client
Software.

b. Inhsm showPol i ci es, ensure that Al | ow T oni ng=on and Al | ow Net wor k
Repl i cati on=on.

¢. Initialize the HSMs on your Luna SA appliances. They must have the same cloning
domain (i.e., must share the same red, domain PED Key if they are PED-authenticated)
or they must share the same domain string if they are password-authenticated.

d. Create a partition on each Luna SA. They do not need to have the same labels, but
must have the same password.

e. Record the serial number of each partition created on each Luna SA (use partition
show).

. Register clients with Luna SA HA:

a. Proceed with normal client setup, Prepare the Client for Network Trust Link.
b. Register your client computer with both Luna SAs.

¢. Verify using . / vt | verify command. It should show the numbers of partitions
registered with client.

. Create the HA GroupNote for your client version:

¢ Version 5

a. After creating partitions on (at least) two Luna appliances, and setting up Network
Trust Links between those partitions and your client, use LunaCM to configure HA
on your client:

i. Go to the directory: / usr/ saf enet/ | unacl i ent/ bi n/

b. To add members in haadmin, create a new group on the client: . / vt | haAdni n
newG oup -serial Num HA Group Number -1 abel G oupnane -
password password.

For example:

./vtl haAdm n newG oup -serial Num 156453092 -1 abel mnmyHAgroup
- password S@ enet 123

¢. Add members into your haadmin: . /vt|l haAdni n addMenber -group HA
G oup Number -serial Num serial _nunber -password password.

For example:

./vtl haAdm n addMenber -group 1156453092 -serial Num
156451030 - password S@ enet 123

d. Enable synchronization of HAadmin Members: . / vt | haAdmi n synchroni ze
-group HA G oup Nunber -password password.
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For example:

./vtl haAdm n synchroni ze -enable -group 1156453092 - password
S@ enet 123

e. To Enable HAOnly: . / vt | haAdm n HAOnly -enabl e.
f. Check haadmin status after synchronization: . / vt | haAdni n show.

Note: After synchronization please verify kms master key copied to both partitions
registered in hsm ha group. It takes time to copy master key to another partition.

* Version 6
a. After creating partitions on (at least) two Luna appliances, and setting up Network
Trust Links between those partitions and your client, use LunaCM to configure HA
on your client:
i. Gotodirectory:/ usr/safenet/Ilunaclient/bin/.

ii. Select Lunacm:. /| unacm

b. To add members in hagroup, create a new group on the client: haGr oup
creategroup -serial Nunber serial nunber -1 |abel -p password.

For example:

| unacm >haGroup creategroup -serial Nunber 1047740028310 -
HAHSMB -p S@ enet 123

¢. Use the hagroup addmember command to add new member into hagroup client:
hagr oup addMermber -group groupnane -serial Nunber seri al
nunber -password password
Field descriptions:

¢ Label for the group (do NOT call the group just "HA"): gr oupnane

¢ The serial number of the first partition OR the slot number of the first partition:
serial nunber

* The password for the partition: passwor d
¢ Lunacm also generates and assigns a Serial Number to the group itself.
For example:

| unacm >hagr oup addMenber -group rknsgroup -seri al Nunber
1047749341551 -password S@ enet 123

d. Use the hagroup addmember command to add another member to the HA group:
hagr oup addMermber -group groupnane -serial Nunber seri al
nunber -password password.
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For example:

| unacm >hagr oup addMenber -serial Nunber 1047740028310 -g
rknsl group -password S@ enet 123

e. Check group member in group using "hagroup listGroups" command: hagr oup
listG oups.

f. Enable HAOnly: hagr oup HAOnly -enabl e.

d. Enable synchronization of HAgroup Members: hagr oup synchroni ze -group
groupname -password password -enabl e.

For example:

| unacm >hagroup synchroni ze -group rknsl group -password
S@ enet 123 -enabl e

4. After configuring HSM HA, to run Ranger KMS in HSM HA mode you must specify
the virtual group name created above in HSM_PARTI TI ON_NAME property of
instal |l .properties and setup and start Ranger KMS. Note: All other configuration
forHSM ini nstal | . properti es of Ranger KMS as mentioned in “Installing Ranger
KMS HSM"” will remain the same.

6.1.2.3. HSM Migration

If required, you can migrate from HSM to Ranger DB or Ranger DB to HSM.
6.1.2.3.1. Migrate HSM to Ranger DB

Steps

1. If running, stop the Ranger KMS server.

2. Go to the Ranger KMS directory: / usr/ hdp/ ver si on/ r anger - kns.

3 Note
DB details must be correctly configured to which KMS needs migration to
(located in the xml config file of Ranger KMS).

3. Run./ HSMWK2DB. sh provi der HSM PARTI TI ON_NAME
For example:
. HSMWK2DB. sh LunaProvi der par 19

4. Enter the partition password.

5. After the migration is completed: if you want to run Ranger KMS according to the new
configuration (either with HSM enabled or disabled,) update the Ranger KMS properties
if required.

6. Start Ranger KMS.
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Note : After migration, when Ranger KMS is running with HSM disabled: from HSM,
clear the Master Key object from the partition if it is not required as Master Key already
being migrated to DB.

Deleting the master key is a destructive operation. If the master key is lost, there is
potential data loss - data under encryption zones cannot be recovered. Therefore, it is a
best practice to keep backups of the master key in DB as well as HSM.

6.1.2.3.2. Migrate Ranger DB to HSM

Steps

1.

2.

If running, stop the Ranger KMS server.

Go to the Ranger KMS directory: / usr / hdp/ ver si on/ r anger - kns.

3 Note
DB details from which Ranger KMS needs migration must be correctly
configured (located in the xml config file of Ranger KMIS).

HSM details must be the KMS HSM to which we are migrating.

. Run: ./ DBMK2HSM sh provi der HSM PARTI TI ON_NAME.

For example:

./ DBMK2HSM sh LunaPr ovi der par 19

. Enter the partition password.

. After the migration is completed: if you want to run Ranger KMS according to the new

configuration (either with HSM enabled or disabled,) update the Ranger KMS properties
if required.

. Start Ranger KMS

Note: After migration, when Ranger KMS is running with HSM enabled: from DB table
"ranger_masterkey”, delete the Master Key row if it is not required as Master Key
already being migrated to HSM.

6.1.2.4. Optional: Clear Objects from the HSM Partition

Steps

1.

SSH to the HSM Appliance Server.
For example:

ssh adm n@l ab6. saf enet-i nc. com

. Enter Password for the HSM Appliance Server when prompted.

. Check the Partition Objects that you want to clear and enter the password for the

partition when prompted:
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Partition showContents -par partition_nane
For example:

partition showContents -par parl4

f I Note
All objects listed will be destroyed during step 3.

Clear the objects from HMS partition: Partiti on cl ear -par partition_nane
. Enter Password for Partition when prompted.
For example:

partition clear -par parl4

6.1.3. Enable Ranger KMS Audit

Ranger KMS supports audit to DB, HDFS, and Solr. Solr is well-suited for short-term auditing
and Ul access (for example, one month of data accessible via quick queries in the Web Ul).
HDFS is typically used for archival auditing. They are not mutually exclusive; we recommend
configuring audit to both Solr and HDFS.

First, make sure Ranger KMS logs are enabled:

1. Go to the Ambari Ul: ht t p: / / <gat eway>: 8080

N

. Select r anger - ks from the service.

3. Click the Configs tab, and go to the accordion menu.

4. In the Advanced ranger-kms-audit list, set xasecur e. audi t. i s. enabl ed to true.

5. Select "Audit to Solr" and/or "Audit to HDFS", depending on which database(s) you plan
to use:

© HDFS Summary  Configs
© MapReduce?
© YARN Group  Ranger KMS Default (4) = Manage Config Groups auda to a -
0 Tez
@ e @ e @ s (@ -
@ Hive bt & month a0 Bt & month ago abent B e B about & month s
O o HOP-23 W23 HOP23 0P-23
HBase

o ryg

© Oazie

© Zookiseper v ACVANCEI rANGerkMS-au1

© Stom

& triari Matrics B Audit 1o HOFS & o ]
Slaoa Audit 1o SOLR #e o

0 Kerberos

© Kno

© Ranger

6. Save the configuration and restart the Ranger KMS service.
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Next, check to see if the Ranger KMS Plugin is enabled:
1. Go to the Ranger Ul: ht t p: / / <gat eway>: 6080

2. Login with your keyadmin user ID and password (the defaults are keyadmi n,
keyadmi n). The default repository will be added under KMS service.

3. Run a test connection for the service. You should see a ‘connected successfully’ pop-up
message. If the connection is not successful, make sure that the configured user exists (in
KDC for a secure cluster).

4. Choose the Audit > Plugin tab.

5. Check whether plugins are communicating. The Ul should display Ht t p Response
code 200 for the respective plugin.

The next two subsections describe how to save audit to Solr and HDFS.

6.1.3.1. Save Audits to Solr

S Note
Saving audits to Solr requires that you have already installed Solr and
configured SolrCloud.

To save audits to Solr:

1. From the Ambari dashboard, select the Ranger service. Select Configs > Advanced, then
scroll down and select Advanced ranger-admin-site. Set the following property value:

e ranger. audit.source.type = solr

2. On the Ranger Configs tab, select Ranger Audit. The SolrCloud button should be set to
ON. The SolrCloud configuration settings are loaded automatically when the SolrCloud
button is set from OFF to ON, but you can also manually update the settings.

3. Restart the Ranger service.

4. Next, to enable Ranger KMS auditing to Solr, set the following properties in the
Advanced ranger-kms-audit list:

a. Check the box next to Enabl e audit to sol r inthe Ranger KMS component.

b. Check the Audi t provi der sumary enabl ed box, and make sure that
xasecure. audi t.is. enabl ed is set to true.

¢. Restart Ranger KMS.

S Note
Check audit logs on Ranger Ul, to make sure that they are getting through Solr:
htt p: // RANGER_HOST_NAME: 6080/ i ndex. ht ml #! /report s/ audit/
bi gDat a or:
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For HDP Search's Solr Instance: htt p: <sol r _host >: 8983/ sol r/
ranger _audits

For Ambari Infra's Solr Instance: ht t p: <sol r _host >: 8886/ sol r/
ranger _audits

6.1.3.2. Save Audits to HDFS

There are no configuration changes needed for Ranger properties.

To save Ranger KMS audits to HDFS, set the following properties in the Advanced ranger-
kms-audit list.

Note: the following configuration settings must be changed in each Plugin.

1.

2.

Check the box next to Enabl e Audit to HDFSin the Ranger KMS component.
Set the HDFS path to the path of the location in HDFS where you want to store audits:

xasecure. audi t.destination. hdfs.dir = hdfs://NAVENODE FQDN: 8020/
ranger/ audit

. Check the Audi t provi der summary enabl ed box, and make sure that

xasecure. audi t.is. enabl ed is set to true.

. Make sure that the plugin's root user (ks ) has permission to access HDFS Path

hdf s: // NAMENCDE_FQDN: 8020/ r anger / audi t

. Restart Ranger KMS.
. Generate audit logs for the Ranger KMS.

. (Optional) To verify audit to HDFS without waiting for the default sync delay

(approximately 24 hours), restart Ranger KMS. Ranger KMS will start writing to HDFS
after the changes are saved post-restart.

To check for audit data:

hdfs dfs -1s /ranger/audit/

To test Ranger KMS audit to HDFS, complete the following steps:

1.

"yn

Under custom core-site.xml, set hadoop. pr oxyuser . kns. gr oups to or to the

service user.

. In the custom kms-site file, add hadoop. kns. pr oxyuser . keyadm n. user s and

set its value to "*". (If you are not using keyadmin to access Ranger KMS Admin, replace
"keyadmin” with the user account used for authentication.)

. In the custom kms-site file, add hadoop. kns. pr oxyuser . keyadmi n. host s and

set its value to "*". (If you are not using keyadmin to access Ranger KMS Admin, replace
"keyadmin” with the user account used for authentication.)

. Copy the core-site.xml to the component’s class path (/ et ¢/ r anger/ kns/ conf)
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OR

link to/ et ¢/ hadoop/ conf/ core-site.xm under/etc/ranger/kns/ conf
(In -s /etc/hadoop/conf/core-site.xm /etc/ranger/kns/conf/core-
site.xnl)

5. Verify the service user principal. (For Ranger KMS it will be the ht t p user.)

6. Make sure that the component user has permission to access HDFS. (For Ranger KMS the
ht t p user should also have permission.)

6.1.4. Enabling SSL for Ranger KMS

If you do not have access to Public CA-issued certificates, complete the following steps to
create and configure self-signed certificates.

j I Note
The following examples contain sample values (folder locations, passwords, and
filenames). Change these values according to your environment.

Considerations:

» Copy keyst or e/ t rust st or e files into a different location (e.g./ et ¢/ security/
server Keys) than the/ et ¢/ <conponent >/ conf folders.

» Make sure JKS file names are different from each other.
* Make sure correct permissions are applied.
* Make sure all passwords are secured.

 For the test connection to be successful after enabling SSL, self-signed certificates should
be imported to the Ranger admin's trust store (typically JDK cacert s).

* Property r anger . pl ugi n. service. policy.rest.ssl.config.fileshouldbe
verified; for example:

ranger. pl ugi n. kns. policy.rest.ssl.config.file==>/etc/ranger/kns/
conf/ranger-policyngr-ssl.xm
To enable SSL:

1. Stop the Ranger KMS service:

vy Ao, -

2. Go to the Ranger KMS (and plugin) installation location, and create a self-signed
certificate:

cd /etc/ranger/ kmns/ conf/
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keyt ool -genkey -keyalg RSA -alias ranger KMSAgent -keystore
<ranger - kns- ks> - st orepass nyKeyFil ePassword -validity 360 -
keysi ze 2048

chown kns: knms <ranger - knms- ks>

chnmod 400 <ranger - knms- ks>

where

<r anger - knms- ks> is the name of the Ranger KMS keystore (for example, r anger -
pl ugi n-keystore. j ks)

. Provide an identifiable string in response to the question "What is your first and last

name?"

Important: In case multiple servers need to communicate with Ranger admin for
downloading policies for the same service/repository, make sure to use the repo name
or a common string across all nodes. Remember exactly what you entered, because this
value will be required for the Common Name for Certificate field on the edit repository
page in the policy manager Ul.

To create the keystore, provide answers to the subsequent questions. Note: Press enter
when prompted for a password.

. Create a truststore for the Ranger KMS plugin, and add the public key of admin as a

trusted entry into the truststore:
cd /etc/ranger/kns/ conf/

keyt ool -export -keystore <ranger-adm n-ks> -alias rangeradmn -
file <cert-fil enane>

keytool -inmport -file <cert-filename> -alias rangeradnintrust -
keystore <ranger-kns-ts> -storepass changeit

chown kns: knms <ranger - knms-t s>
chnmod 400 <ranger-knms-ts>
where

<r anger - admi n- ks> is the location of the Ranger Admin keystore (for example, /
et c/ ranger/ adm n/ conf/ranger - adm n- keyst ore. j ks)

<ranger - kns- t s> is the name of the Ranger KMS plugin trustore (for example,
ranger - pl ugi n-truststore.jks)

<cert-fil ename> is the name of the Ranger Admin certificate file (for example,
ranger-adm n-trust. cer)

Note: Press enter when prompted for a password.
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5.

Change the policy manager URL to point to HTTPS, and specify the keystore & truststore
in ews/ webapp/ VEB- | NF/ cl asses/ conf/ranger - pol i cyngr-ssl.xm .

a. Inxasecure. policyngr.clientssl.keyst or e, provide the location for the
keystore that you created in the previous step.

b. Inxasecure. policyngr.clientssl. keystore. password, provide the
password for the keystore (myKeyFilePassword).

c. Inxasecure. policyngr.clientssl.truststore, provide the location for the
truststore that you created in the previous step.

d. Inxasecure. policyngr.clientssl.truststore. password, provide the
password for the truststore (changeit).

. Add the plugin's self-signed cert into Admin's trustedCACerts:

cd /etc/ranger/adm n/ conf

keyt ool -export -keystore <ranger-kms-ks> -alias ranger KMsAgent
-file <cert-fil ename> -storepass nyKeyFil ePassword

keytool -inport -file <cert-filenane> -alias rangerknmsAgent Tr ust
-keystore <ranger-adni n-ts> -storepass changeit

where

<ranger - kns- ks> is the path to the Ranger KMS keystore (for example, / et c/
ranger/ kns/ conf/ranger - pl ugi n- keystore. j ks)

<cert-fil ename> is the name of the certificate file (for example, r anger -
knmsAgent -t rust. cer)

<ranger - adni n-t s> is the name of the Ranger Admin truststore file (for example,
the JDK cacerts file)

. Log into the Policy Manager Ul (as keyadmi n user) and click on the Edit button of your

KMS repository. Provide the CN name of the keystore for Common Name For Certificate
(conmonNaneFor Certi fi cat e), and save it. This property is not added by default.
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Configuring the Ranger KMS Server
1. Go to the Ranger KMS config location and create a self-signed certificate:
cd /etc/ranger/ kns/ conf

keyt ool -genkey -keyalg RSA -alias rangerkns -keystore <ranger-
knms- ks> -storepass rangerkns -validity 360 -keysize 2048

chown kns: kns ranger - kns- keystore. j ks
chnod 400 ranger - kns- keystore. jks
where

<r anger - kns- ks> is the name of the Ranger KMS keystore (for example, r anger -
pl ugi n- keystore. j ks)

Provide an identifiable string in response to the question "What is your first and last
name?" To create the keystore, provide answers to all subsequent questions to create
the keystore Note: Press enter when prompted for a password.

2. Add the following properties and values to the Custom ranger-kms-site list:

481



hdp-security August 29, 2016
ranger e ps. st fe G AnE A GO I'-""i'-" kires-kinyEi6m ks 4] =]
Wi Ty
ranger sandce hitps. wearnt o a8
ainbochent guth
ranger. sanvics hitps. falen o &
annb.chantiugh
ranger. senica hitps. slorangenmecont ranger- kma- kiysion (ks L
annib keyaior, ik
ranger. senice hitps. rangerkms e o
annib keywiors, keyakas
ranger. senvics hitps. rangerims o B
A b ey Eiors, pada
ranger. senvice hitps. Frue o o
Binb sl anabhed
ranger. servics hitps. port Bkl LI

3. Update the value of kns_port (in Advanced kms_env) to the

ranger. service. https. port value.

. Save your changes and start Ranger KMS.

. In your browser (or from Curl) when you access the Ranger KMS Ul using the HTTPS

protocol on the r anger . servi ce. htt ps. port listed in Ambari, the browser should
respond that it does not trust the site. Proceed, and you should be able to access Ranger
KMS on HTTPS with the self-signed cert that you just created.

. Export the Ranger KMS certificate:

cd /usr/ hdp/ <versi on>/ranger - knms/ conf

keyt ool -export
<cert-fil enane>

-keystore <ranger-kns-ks> -alias rangerknms -file

where

<r anger - kns- ks> is the name of the Ranger KMS keystore (for example, r anger -
kms- keyst ore. j ks)

<cert-fil enane> is the name of the certificate file (for example, r anger - knrs-
trust.cer)

. Import the Ranger KMS certificate into the Ranger admin truststore:

keytool -inport -file <cert-filenane> -alias rangerkns -keystore
<ranger - admi n-ts> -storepass changeit

where
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<cert-fil ename> is the name of the certificate file (for example, r anger - kns-
trust.cer)

<r anger - adm n-t s> is the name of the Ranger Admin truststore file (for example,
JDK cacerts)

8. Import the Ranger KMS certificate into the Hadoop client truststore:

keytool -inmport -file <cert-filename> -alias rangerkns -keystore
<ts-fil ename> -storepass bigdata

where

<cert-fil enanme> is the name of the certificate file (for example, r anger - kns-
trust.cer)

<t s-fil enanme> is the name of Hadoop client truststore file (for example, / et ¢/
security/clientKeys/all.jks)

9. Restart Ranger Admin and Ranger KMS.

10Now in the Policy Manager Ul, Audit —> Plugin tab, you should see an entry for your
service name with HTTP Response Code = 200.

6.1.5. Install Multiple Ranger KMS

Multiple services can be set up for high availability of Ranger KMS. HDFS interacts with the
active process.

Prerequisite: an instance with more than one node.

To install Ranger KMS on multiple nodes:

1. First install Ranger KMS on a single node (see Installing the Ranger Key Management
Service).

2. Next, add the Ranger KMS service to another node.

In the Ambari Web Ul for the additional node, go to Ranger KMS service # Summary #
Service Actions # Add Ranger KMS server.

3. After adding Ranger KMS server, Ambari will show a pop-up message.

4. Press OK. Ambari will modify two HDFS properties,
hadoop. security. key. provi der. pat h and
df s. encryption. key. provi der. uri.
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5. Restart the HDFS service:

Confirmation

ng Aanger KME Servar may reconfiguee such propesties

6. For the Ranger KMS service, go to the Advanced kms-site list and change the following
property values:

hadoop. kns. cache. enabl e=f al se

hadoop. kns. cache. ti neout . ns=0

hadoop. kns. current. key. cache. ti meout . ns=0

hadoop. kis. aut henti cati on. si gner. secret. provi der =zookeeper

hadoop. kns. aut henti cati on. si gner. secret. provi der. zookeeper. connection. string
ip of first node}:2181,{internal ip of second node}: 2181,

hadoop. kns. aut henti cati on. si gner. secret. provi der. zookeeper. aut h. t ype=none

7. Save your configuration changes and restart the Ranger KMS service.

Next, check connectivity from Ranger admin for the newly-added Ranger KMS server:
1. Go to the Ranger Ul: htt p: / / <gat eway>: 6080

2. Login with your keyadmin user ID and password (the defaults are keyadmi n,
keyadmi n; these should be changed as soon as possible after installation). The default
repository will be added under Ranger KMS service.

3. Under Config properties of the Ranger KMS URL, add the newly added Ranger KMS
server FQDN. For example:

Previous Ranger KMS URL=kns: // htt p@«i nt ernal host nanme>: 9292/ kns

New Ranger KMS URL=kns: // htt p@i nt ernal host nanmel>; <internal
host name2>;...:9292/kns

4. Run a test connection for the service. You should see a ‘connected successfully’ message.
5. Choose the Audit > Plugin tab.

6. Check whether plugins are communicating. The Ul should display HTTP Response Code =
200 for the respective plugin.

6.1.6. Using the Ranger Key Management Service

Ranger KMS can be accessed at the Ranger admin URL, htt p: / / <host nane>: 6080.
Note, however, that the login user for Ranger KMS is different than that for Ranger.
Logging on as the Ranger KMS admin user leads to a different set of screens.
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6.1.6.1.

Role Separation

By default, Ranger admin uses a different admin user (keyadimmi n) to manage access
policies and keys for Ranger KMS.

The person accessing Ranger KMS via the keyadni n user should be a different person than
the administrator who works with regular Ranger access policies. This approach separates
encryption work (encryption keys and policies) from Hadoop cluster management and
access policy management.

Accessing the Ranger KMS Web Ul

To access Ranger KMS, log in as user keyadni n, password keyadmi n.

2 Important

Change the password after you log in.

After logging in, you will see the Service Manager screen. To view or edit Ranger KMS
repository properties, click on the edit button next to the repository name:
Ranger UAccessManager @ Encryption s keyadmin

Service Manager

B KMS +
c1_kms Eu

You will see a list of service details and config properties for the repository:
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Ranger UAccess Manager ~ & Encryption 5 keyadmin

Create Service

Service Details :

Service Name * c1_kms

Description kms repo

Active Status (&) Enabled () Disabled

Config Properties :

KMS URL * kms://http@vp-os-rhé-my-sec-150
Username * keyadmin@EXAMPLE.COM
Password *

Add New Configurations Name Value

Test Connection

o] o Lo’

6.1.6.2. Listing and Creating Keys
To list existing keys:
1. Choose the Encryption tab at the top of the Ranger Web Ul screen.

2. Select the Ranger KMS service from the drop-down list.
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Ranger UAccessManager @& Encryption 9 keyadmin
Key Management
Select Service : ci_kms .
| 3]
Q Search for your _‘ i New Key
Key Name Cipher Version Attributes Length Created Date Action
sensitivefolder AES/CTR/NoPadding 1 key.acl.name —+ SensitiveFolder 128 08/06/2015 01:30:44 PM @ B
test AES/CTR/NoPadding 1 key.acl.name —+ test 128 08/13/2015 01:49:35 PM '3 B
testkeyfromeli AES/CTR/NoPadding 1 key.acl.name — testkeyfromcli 128 07/24/2015 06:04:36 PM r3 B
testkeyfromui AES/CTR/NoPadding 1 key.acl.name —+ testkeyfromui 128 07/24/2015 06:04:16 PM @ B
testkeygmi AES/CTR/NoPadding 1 key.acl.name —+ testkeyGMI| 128 08/06/2015 02:02:40 PM @ B
tkl AES/CTR/NoPadding 1 key.acl.name — tk1 128 08/25/2015 12:22:23 PM r3 B

To create a new key:

1. Click on "Add New Key".

2. Add a valid key name.

3. Select the cipher name. Ranger supports AES/CTR/NoPadding as the cipher suite.
4. Specify the key length, 128 or 256 bits.

5. Add other attributes as needed, and then save the key.

Ral‘lger UAccess Manager & Encryption s keyadmin

Key Detail
Key Name *

Cipher | AES/CTR/NoPadding

Length 128 @
Description
4
Attributes Name Value
+

m e
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6.1.6.3. Rolling Over an Existing Key

Rolling over (or "rotating") a key retains the same key name, but the key will have a
different version. This operation re-encrypts existing file keys, but does not re-encrypt the
actual file. Keys can be rolled over at any time.

After a key is rotated in Ranger KMS, new files will have the file key encrypted by the new
master key for the encryption zone.

To rotate a key, click the edit button next to the key name in the list of keys, as shown in
the following screen shot:

Rallger UAccess Manager & Encryption & keyadmin

List of Policies : cl1_kms

Q Search for your policy... Add New Policy
Policy ID Policy Name Status Audit Logging Groups Users Action
cl1_kms-1-20150724233747 Enabled Enabled public keyadmin [r3 ﬁ

Edit the key information, and then press Save.

When asked to confirm the rollover, click "OK":

Are you sure want to rollover ?

Cancel

6.1.6.4. Deleting a Key

O Warning

Deleting a key associated with an existing encryption zone will result in data
loss.

To delete an existing key:

1. Choose the Encryption tab at the top of the Ranger Web Ul screen.
2. Select Ranger KMS service from the drop-down list.

3. Click on the delete symbol next to the key.

4. You will see a confirmation pop-up window; confirm or cancel.
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6.1.7. Ranger KMS Properties

This chapter describes configuration properties for the Ranger Key Management Service

(KMS).

Table 6.1. Properties in Advanced dbks-site Menu (dbks-site.xml)

Property Name

Default Value

Description

ranger.ks.masterkey.credential.alias

ranger.ks.masterkey.password

Credential alias used for masterkey.

ranger.ks.jpa.jdbc.user

rangerkms

Database username used for
operation.

ranger.ks.jpa.jdbc.url

jdbc:log4jdbc:mysql://localhost:3306/
rangerkms

JDBC connection URL for database.

ranger.ks.jpa.jdbc.password

_ (default it's encrypted)

Database user's password.

ranger.ks.jpa.jdbc.driver

net.sf.log4jdbc.DriverSpy

Driver used for database.

ranger.ks.jpa.jdbc.dialect

org.eclipse.persistence.platform.
database.MySQLPlatform

Dialect used for database.

ranger.ks.jpa.jdbc.credential.
provider.path

/etc/ranger/kms/rangerkms.jceks

Credential provider path.

ranger.ks.jpa.jdbc.credential.alias

ranger.ks.jdbc.password

Credential alias used for password.

ranger.ks.jdbc.sqlconnectorjar

/usr/share/java/mysgl-connector-
java.jar

Driver jar used for database.

ranger.db.encrypt.key.password

_ (Default; it's encrypted)

Password used for encrypting the
Master Key.

hadoop.kms.blacklist. DECRYPT_EEK

hdfs

Blacklist for decrypt EncryptedKey
CryptoExtension operations.

This can have multiple user IDs

in a comma separated list. e.g.

st ornuser, yarn, hdf s.

Table 6.2. Properties in Advanced kms-env

Property Name

Default Value

Description

Kms User kms Ranger KMS process will be started
using this user.

Kms Group kms Ranger KMS process will be started
using this group.

LD library path LD library path (basically used when
the db flavor is SQLA). Example: / opt /
sql anywherel7/ i b64

kms_port 9292 Port used by Ranger KMS.

kms_log_dir /var/log/ranger/kms Directory where the Ranger KMS log

will be generated.

Table 6.3. Properties in Advanced kms-properties (install.properties)

Property Name

Default Value

Description

db_user

rangerkms

Database username used for the
operation.

db_root_user

Database root username. Default is
blank. Specify the root user.

db_root_password

Database root user’s password.
Default is blank. Specify the root user
password.
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Property Name

Default Value

Description

db_password

Database user’s password for the
operation. Default is blank. Specify the
Ranger KMS database password.

db_name

rangerkms

Database name for Ranger KMS.

db_host

<FQDN of instance where the Ranger
KMS is installed>

Hostname where the database is
installed. Note: Check the hostname
for DB and change it accordingly.

SQL_CONNECTOR_JAR

/usr/share/java/mysgl-connector.jar

Location of DB client library.

REPOSITORY_CONFIG_USERNAME keyadmin User used in default repo for Ranger
KMS.
REPOSITORY_CONFIG_PASSWORD keyadmin Password for user used in default repo
for Ranger KMS.
KMS_MASTER_KEY_PASSWD Password used for encrypting the
Master Key. Default value is blank. Set
the master key to any string.
DB_FLAVOR MYSQL Database flavor used for Ranger KMS.

Supported values: MYSQL, SQLA,
ORACLE, POSTGRES, MSSQL

Table 6.4. Properties in Advanced kms-site (kms-site.xml)

Property Name

Default Value

Description

hadoop.security.keystore.
JavaKeyStoreProvider.password

none

If using the JavaKeyStoreProvide, the
password for the keystore file.

hadoop.kms.security.
authorization.manager

org. apache. ranger.
aut hori zati on. kirs.
aut hori zer. Ranger KnmsAut hori z¢

Ranger KMS security authorizer.

18

hadoop.kms.key.provider.uri

dbks://http@localhost:9292/kms

URI of the backing KeyProvider for the
KMS.

hadoop.kms.current.key.
cache.timeout.ms

30000

Expiry time for the KMS current key
cache, in milliseconds. This affects
getCurrentKey operations.

hadoop.kms.cache.timeout.ms

600000

Expiry time for the KMS key

version and key metadata cache, in
milliseconds. This affects getKeyVersion
and getMetadata.

hadoop.kms.cache.enable

true

Whether the KMS will act as a cache
for the backing KeyProvider. When
the cache is enabled, operations like
getKeyVersion, getMetadata, and
getCurrentKey will sometimes return
cached data without consulting the
backing KeyProvider. Cached values
are flushed when keys are deleted or
modified.

Note: This setting is beneficial if Single
KMS and single mode are used. If this
is set to true when multiple KMSs are

used, or when the key operations

are from different modes (Ranger Ul,

CURL, or hadoop command), it might
cause inconsistency.

hadoop.kms.authentication.type

simple

Authentication type for the Ranger
KMS. Can be either “simple” or
“kerberos”.
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Property Name

Default Value

Description

hadoop.kms.authentication.signer.
secret.provider.zookeeper.path

/hadoop-kms/hadoop-auth-signature-
secret

The ZooKeeper ZNode path where the
Ranger KMS instances will store and
retrieve the secret from.

hadoop.kms.authentication.
signer.secret.provider.
zookeeper.kerberos.principal

kms/#HOSTNAME#

The Kerberos service principal used to
connect to ZooKeeper

hadoop.kms.authentication.
signer.secret.provider.
zookeeper.kerberos.keytab

/etc/hadoop/conf/kms.keytab

The absolute path for the Kerberos
keytab with the credentials to connect
to ZooKeeper.

secret.provider

hadoop.kms.authentication. #HOSTNAME#:#PORTH#, ... The ZooKeeper connection string, a
signer.secret.provider. list of hostnames and port comma
zookeeper.connection.string separated. For example:

<FQDN for first

i nstance>: 2181, <FQDN f or

second instance>: 2181
hadoop.kms.authentication. kerberos ZooKeeper authentication type: 'none’
signer.secret.provider. or 'sasl' (Kerberos)
zookeeper.auth.type
hadoop.kms.authentication. signer. random Indicates how the secret to sign

authentication cookies will be stored.
Options are 'random' (default),

'string’, and zookeeper'. If you have
multiple Ranger KMS instances, specify
‘zookeeper'.

hadoop.kms.authentication.
kerberos.principal

HTTP/localhost

The Kerberos principal to use for the
HTTP endpoint. The principal must
start with '"HTTP/' as per the Kerberos
HTTP SPNEGO specification.

hadoop.kms.authentication.
kerberos.name.rules

DEFAULT

Rules used to resolve Kerberos principal
names.

hadoop.kms.authentication.
kerberos.keytab

${user.home}/kms.keytab

Path to the keytab with credentials for
the configured Kerberos principal.

hadoop.kms.audit.
aggregation.window.ms

10000

Specified in ms. Duplicate audit log
events within this aggregation window
are quashed to reduce log traffic. A
single message for aggregated events
is printed at the end of the window,
along with a count of the number of
aggregated events.

Table 6.5. Properties in Advanced ranger-kms-audit (ranger-kms-audit.xml)

Property Name

Default Value

Description

Audit provider summary enabled

Enable audit provider summary.

xasecure.audit.is.enabled

true

Enable audit.

xasecure.audit.destination.
solr.zookeepers

none

Specify solr zookeeper string.

xasecure.audit.destination.solr.urls

{{ranger_audit_solr_urls}}

Specify solr URL.

Note: In Ambari this value is populated
from the Ranger Admin by default.

xasecure.audit.destination.
solr.batch.filespool.dir

/var/log/ranger/kms/audit/solr/spool

Directory for solr audit spool.

Audit to SOLR

Enable audit to solr.

xasecure.audit.destination.hdfs.dir

hdfs://NAMENODE_HOST:8020/
ranger/audit

HDFS directory to write audit.
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Property Name

Default Value

Description

Note: Make sure the service user has
required permissions.

xasecure.audit.destination.
hdfs.batch.filespool.dir

/var/log/ranger/kms/audit/hdfs/
spool

Directory for HDFS audit spool.

Audit to HDFS

Enable hdfs audit.

xasecure.audit.destination.db.user

{{xa_audit_db_user}}

xa audit db user

Note: In Ambari this value is populated
from the Ranger Admin by default.

xasecure.audit.destination.
db.password

encrypted (it's in encrypted format)

xa audit db user password

Note: In Ambari this value is populated
from the Ranger Admin by default.

xasecure.audit.destination.db.jdbc.url

{{audit_jdbc_url}}

Database JDBC URL for xa audit.

Note: In Ambari the value for this is
populated from the Ranger Admin by
default.

xasecure.audit.destination.
db.jdbc.driver

{{jdbc_driver}}

Database JDBC driver.

Note: In Ambari this value is populated
from the Ranger Admin by default.

xasecure.audit.destination.
db.batch.filespool.dir

/var/log/ranger/kms/audit/db/spool

Directory for database audit spool.

Audit to DB

Enable audit to database.

xasecure.audit.credential.provider.file

jeeks://file{{credential_file}}

Credential provider file.

Table 6.6. Properties in Advanced ranger-kms-policymgr-ssl|

Property Name

Default Value

Description

xasecure.policymgr.clientssl.
truststore.password

changeit

Password for the truststore.

xasecure.policymgr.clientssl. truststore

/Jusr/hdp/current/ranger-kms/conf/
ranger-plugin-truststore.jks

jks file for truststore

xasecure.policymgr.clientssl.
keystore.password

myKeyFilePassword

Password for keystore.

xasecure.policymgr.clientssl.
keystore.credential.file

jeeks://file{{credential_file}}

Java keystore credential file.

xasecure.policymgr.clientssl. keystore

/Jusr/hdp/current/ranger-kms/conf/
ranger-plugin-keystore.jks

Java keystore file.

xasecure.policymgr.clientssl.
truststore.credential.file

jeeks://file{{credential_file}}

Java truststore file.

Table 6.7. Properties in Advanced ranger-kms-security

Property Name

Default Value

Description

ranger.plugin.kms.service.name

<default name for Ranger KMS Repo>

Name of the Ranger service containing
policies for the KMS instance. Note:

In Ambari the default value is

<cl ust er Nane>_kns.

ranger.plugin.kms.policy.source.impl

org.apache.ranger.admin.client.
RangerAdminRESTClient

Class to reterive policies from the
source.

ranger.plugin.kms.policy.rest.url

{{policymgr_mgr_url}}

URL for Ranger Admin.
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Property Name Default Value Description

ranger.plugin.kms.policy.rest. /etc/ranger/kms/conf/ranger- Path to the file containing SSL details

ssl.config.file policymgr-ssl.xml for contacting the Ranger Admin.

ranger.plugin.kms.policy. 30000 Time interval to poll for changes in

pollintervalMs policies.

ranger.plugin.kms.policy.cache.dir /etc/ranger/{{repo_name}}/ Directory where Ranger policies are
policycache cached after successful retrieval from

the source.

6.1.8. Troubleshooting Ranger KMS

Table 6.8. Troubleshooting Suggestions

Issue Action

Not able to install Ranger KMS Check to see if ranger admin is running, verify DB.

Not able to start Ranger KMS Check the Ranger KMS log. If there is a message about
illegal key size, make sure unlimited strength JCE is
available.

Hadoop key commands fail Make sure Ranger KMS client properties are updated in
hdfs config.

Not able to create keys from Ranger Ul Make sure that the keyadni n user (or any custom user)
configured in the KMS repository is added to proxy
properties in the custom kns- si t e. xi file.

6.2. HDFS "Data at Rest" Encryption

Encryption is a form of data security that is required in industries such as healthcare and the
payment card industry. Hadoop provides several ways to encrypt stored data.

» The lowest level of encryption is volume encryption, which protects data after physical
theft or accidental loss of a disk volume. The entire volume is encrypted; this approach
does not support finer-grained encryption of specific files or directories. In addition,
volume encryption does not protect against viruses or other attacks that occur while a
system is running.

» Application level encryption (encryption within an application running on top of
Hadoop) supports a higher level of granularity and prevents "rogue admin" access, but
adds a layer of complexity to the application architecture.

* A third approach, HDFS data at rest encryption, encrypts selected files and directories
stored ("at rest") in HDFS. This approach uses specially designated HDFS directories
known as "encryption zones."

This chapter focuses on the third approach, HDFS data at rest encryption. The chapter is
intended as an introductory quick start to HDFS data at rest encryption. Content will be
updated regularly.

6.2.1. HDFS Encryption Overview

HDFS data at rest encryption implements end-to-end encryption of data read from and
written to HDFS. End-to-end encryption means that data is encrypted and decrypted only
by the client. HDFS does not have access to unencrypted data or keys.
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HDFS encryption involves several elements:

* Encryption key: A new level of permission-based access protection, in addition to
standard HDFS permissions.

* HDFS encryption zone: A special HDFS directory within which all data is encrypted upon
write, and decrypted upon read.

¢ Each encryption zone is associated with an encryption key that is specified when the
zone is created.

 Each file within an encryption zone has a unique encryption key, called the "data
encryption key" (DEK).

¢ HDFS does not have access to DEKs. HDFS DataNodes only see a stream of encrypted
bytes. HDFS stores "encrypted data encryption keys" (EDEKs) as part of the file's

metadata on the NameNode.

¢ Clients decrypt an EDEK and use the associated DEK to encrypt and decrypt data
during write and read operations.

* Ranger Key Management Service (Ranger KMS): An open source key management
service based on Hadoop’s KeyPr ovi der API.

For HDFS encryption, the Ranger KMS has three basic responsibilities:
¢ Provide access to stored encryption zone keys.

¢ Generate and manage encryption zone keys, and create encrypted data keys to be
stored in Hadoop.

¢ Audit all access events in Ranger KMIS.
Note: This chapter is intended for security administrators who are interested in

configuring and using HDFS encryption. For more information about Ranger KMS, see
the Ranger KMS Administration Guide.
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Figure 6.1. HDFS Encryption Components

DATA ACCESS Ranger K

HDFS Client
DEK EDEK
HE‘mewder 3  KeyProvider A
DEKs 2
Encrypted File "‘Eﬂrﬁ'der —
(attrbutes - EDEK, IV)

Encryption Zone
(attributes - EZKey ID, version) Name Node
HDFS

(Hadoop Distributed File System)

DATA MANAGEMENT

Role Separation

Access to the key encryption/decryption process is typically restricted to end users. This
means that encrypted keys can be safely stored and handled by HDFS, because the HDFS
admin user does not have access to them.

This role separation requires two types of HDFS administrator accounts:
« HDFS service user: the system-level account associated with HDFS (hdf s by default).

¢ HDFS admin user: an account in the hdf s supergroup, which is used by HDFS
administrators to configure and manage HDFS.

c Important

For clear segregation of duties, we recommend that you restrict use of the
hdf s account to system/interprocess use. Do not provide its password to
physical users. A (human) user who administers HDFS should only access HDFS
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through an admin user account created specifically for that purpose. For more
information about creating an HDFS admin user, see Creating an HDFS Admin
User.

Other services may require a separate admin account for clusters with HDFS encryption
zones. For service-specific information, see Configuring HDP Services for HDFS Encryption.

6.2.2. Configuring and Starting the Ranger Key
Management Service (Ranger KMS)

In a typical environment, a security administrator will set up the Ranger Key Management
Service. For information about installing and configuring the Ranger KMS, see the Ranger
KMS Administration Guide.

6.2.3. Configuring and Using HDFS Data at Rest Encryption

After the Ranger KMS has been set up and the NameNode and HDFS clients have
been configured, an HDFS administrator can use the hadoop key and hdfs crypto
command-line tools to create encryption keys and set up new encryption zones.

The overall workflow is as follows:

1. Create an HDFS encryption zone key that will be used to encrypt the file-level data
encryption key for every file in the encryption zone. This key is stored and managed by
Ranger KMS.

2. Create a new HDFS folder. Specify required permissions, owner, and group for the
folder.

3. Using the new encryption zone key, designate the folder as an encryption zone.

4. Configure client access. The user associated with the client application needs sufficient
permission to access encrypted data. In an encryption zone, the user needs file/directory
access (through Posix permissions or Ranger access control), as well as access for
certain key operations. To set up ACLs for key-related operations, see the Ranger KMS
Administration Guide.

After permissions are set, Java API clients and HDFS applications with sufficient HDFS and
Ranger KMS access privileges can write and read to/from files in the encryption zone.

2 Important
You should create a separate HDFS Admin user account for HDFS Data at Rest
Encryption.

6.2.3.1. Prepare the Environment

HDP supports hardware acceleration with Advanced Encryption Standard New Instructions
(AES-NI). Compared with the software implementation of AES, hardware acceleration
offers an order of magnitude faster encryption/decryption.

To use AES-NI optimization you need CPU and library support, described in the following
subsections.
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6.2.3.1.1. CPU Support for AES-NI optimization

AES-NI optimization requires an extended CPU instruction set for AES hardware
acceleration.

There are several ways to check for this; for example:
$ cat /proc/cpuinfo | grep aes
Look for output with flags and 'aes'.

6.2.3.1.2. Library Support for AES-NI optimization

You will need a version of the | i bcr ypt 0. so library that supports hardware acceleration,
such as OpenSSL 1.0.1e. (Many OS versions have an older version of the library that does
not support AES-NI.)

A version of the | i bcr ypt 0. so library with AES-NI support must be installed on HDFS
cluster nodes and MapReduce client hosts — that is, any host from which you issue HDFS or
MapReduce requests. The following instructions describe how to install and configure the
I i bcrypto. so library.

RHEL/CentOS 6.5 or later

On HDP cluster nodes, the installed version of | i bcr ypt 0. so supports AES-NI, but you
will need to make sure that the symbolic link exists:

$ sudo In -s /usr/lib64/libcrypto.so.1.0.1e /usr/lihb64/
l'ibcrypto.so

On MapReduce client hosts, install the openssl - devel package:
$ sudo yuminstall openssl-devel
6.2.3.1.3. Verifying AES-NI Support

To verify that a client host is ready to use the AES-NI instruction set optimization for HDFS
encryption, use the following command:

hadoop checknative

You should see a response similar to the following:

15/ 08/ 12 13:48:39 | NFO bzi p2. Bzi p2Fact ory: Successfully | oaded & initialized
nati ve-bzip2 library systemnative

14/ 12/ 12 13:48:39 INFO zlib. Zl i bFactory: Successfully |loaded & initialized
native-zlib library

Native |ibrary checking

hadoop: true /usr/lib/hadoop/lib/native/libhadoop.so.1.0.0

zlib: true /1ib64/1ibz.so.1
snappy: true /usr/lib64/1ibsnappy.so.1
| z4: true revision: 99

bzi p2: true /1ib64/1ibbz2.so.1
openssl: true /usr/lib64/1ibcrypto.so
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If you seet r ue in the openssl row, Hadoop has detected the right version of
I i bcrypt 0. so and optimization will work.

If you see f al se in this row, you do not have the correct version.

6.2.3.2. Create an Encryption Key

Create a "master" encryption key for the new encryption zone. Each key will be specific to
an encryption zone.

Ranger supports AES/CTR/NoPadding as the cipher suite. (The associated property is listed
under HDFS -> Configs in the Advanced hdfs-site list.)

Key size can be 128 or 256 bits.

Recommendation: create a new superuser for key management. In the following examples,
superuser encr creates the key. This separates the data access role from the encryption
role, strengthening security.

Create an Encryption Key using Ranger KMS (Recommended)
In the Ranger Web Ul screen:

1. Choose the Encryption tab at the top of the screen.

2. Select the KMS service from the drop-down list.

Ranger DAccess Manager @ Encryption 2 keyadmin

Key Management

Select Service: | ci_kms . |

Q
Q Search for your k__ Add New Key
Key Name Cipher Version Attributes Length Created Date Action
sensitivefolder AES/CTR/NoPadding 1 key.acl.name — SensitiveFolder 128 08/06/2015 01:30:44 PM i ﬂ
test AES/CTR/NoPadding 1 key.acl.name —+ test 128 08/13/2015 01:49:35 PM |2 | B
testkeyfromeli AES/CTR/NoPadding 1 key.acl.name — testkeyfromcli 128 07/24/2015 06:04:36 PM = B
testkeyfromui AES/CTR/NoPadding 1 key.acl.name —+ testkeyfromui 128 07/24/2015 06:04:16 PM i ﬂ
testkeygmi AES/CTR/NoPadding 1 key.acl.name —+ testkeyGMI| 128 08/06/2015 02:02:40 PM [r3 ﬂ
tkl AES/CTR/NoPadding 1 key.acl.name — tk1 128 08/25/2015 12:22:23 PM L | E

To create a new key:
1. Click on "Add New Key":

2. Add a valid key name.
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3. Select the cipher name. Ranger supports AES/CTR/NoPadding as the cipher suite.
4. Specify the key length, 128 or 256 bits.

5. Add other attributes as needed, and then save the key.

Ranger UAccess Manager @ Encryption i keyadmin

Key Detail
Key Name *
Cipher AES/CTR/NoPadding
Length 128

Description

Attributes Name Value

For information about rolling over and deleting keys, see Using the Ranger Key
Management Service.

o Warning
Do not delete an encryption key while it is in use for an encryption zone. This
will result in loss of access to data in that zone.

Create an Encryption Key using the CLI

The full syntax of the hadoop key creat e command is as follows:

[create <keyname> [-cipher <cipher>]
[-size <size>]

[-description <description>]

[-attr <attribute=val ue>]

[ - provider <provider>]

[-help]]

Example:
# su - encr
# hadoop key create <key_name> [-size <numnber-of - bits>]

The default key size is 128 bits. The optional - si ze parameter supports 256-bit keys, and
requires the Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy File
on all hosts in the cluster. For installation information, see Installing the JCE.

Example:
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6.2.3.3.

# su - encr

# hadoop key create keyl

To verify creation of the key, list the metadata associated with the current user:
# hadoop key list -netadata

For information about rolling over and deleting keys, see Using the Ranger Key
Management Service.

O Warning
Do not delete an encryption key while it is in use for an encryption zone. This
will result in loss of access to data in that zone.

Create an Encryption Zone

Each encryption zone must be defined using an empty directory and an existing encryption
key. An encryption zone cannot be created on top of a directory that already contains
data.

Recommendation: use one unique key for each encryption zone.

Use the crypt o cr eat eZone command to create a new encryption zone. The syntax is:
-createZone -keyNane <keyNane> -path <pat h>

where:

» - keyNane: specifies the name of the key to use for the encryption zone.

- pat h specifies the path of the encryption zone to be created. It must be an empty
directory.

3 Note
The hdf s service account can create zones, but cannot write data unless the
account has sufficient permission.

Recommendation: Define a separate user account for the HDFS administrator,
and do not provide access to keys for this user in Ranger KMIS.

Steps:

1. As HDFS administrator, create a new empty directory. For example:
# hdfs dfs -nkdir /zone_encr

2. Using the encryption key, make the directory an encryption zone. For example:
# hdfs crypto -createZone -keyNane keyl -path /zone_encr

When finished, the NameNode will recognize the folder as an HDFS encryption zone.
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6.2.3.4.

3. To verify creation of the new encryption zone, runthecrypto -1i st Zones command
as an HDFS administrator:

-1i st Zones

You should see the encryption zone and its key. For example:

$ hdfs crypto -listZones
[ zone-encr keyl

Q Note

The following property (in the hdf s- def aul t . xm file) causes listZone
requests to be batched. This improves NameNode performance. The
property specifies the maximum number of zones that will be returned in a
batch.

df s. nanenode. | i st. encrypti on. zones. num r esponses

The default is 100.

To remove an encryption zone, delete the root directory of the zone. For example:

hdfs dfs -rm -R /zone_encr

Copy Files from/to an Encryption Zone

To copy existing files into an encryption zone, use a tool like di st cp.

Note: for separation of administrative roles, do not use the hdf s user to create encryption
zones. Instead, designate another administrative account for creating encryption keys and
zones. See Creating an HDFS Admin User for more information.

The files will be encrypted using a file-level key generated by the Ranger Key Management
Service.

DistCp Considerations

Di st Cp is commonly used to replicate data between clusters for backup and disaster
recovery purposes. This operation is typically performed by the cluster administrator, via an
HDFS superuser account.

To retain this workflow when using HDFS encryption, a new virtual path prefix has been
introduced, / . r eser ved/ r aw . This virtual path gives super users direct access to the
underlying encrypted block data in the file system, allowing super users to di st cp data
without requiring access to encryption keys. This also avoids the overhead of decrypting
and re-encrypting data. The source and destination data will be byte-for-byte identical,
which would not be true if the data were re-encrypted with a new EDEK.

O Warning

When using / . reserved/ raw to di st cp encrypted data, make sure you
preserve extended attributes with the - px flag. This is necessary because
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6.2.3.5.

encrypted attributes such as the EDEK are exposed through extended
attributes; they must be preserved to be able to decrypt the file. For example:

sudo -u encr hadoop distcp -px hdfs:/clusterl-
nanenode: 50070/ . reserved/ raw apps/ enczone hdfs:/cl uster2-
nanenode: 50070/ . reserved/ raw apps/ enczone

This means that if the di st cp operation is initiated at or above the encryption
zone root, it will automatically create a new encryption zone at the destination
(if one does not already exist).

Recommendation: To avoid potential mishaps, first create identical encryption
zones on the destination cluster.

Copying between encrypted and unencrypted locations

By default, di st cp compares file system checksums to verify that data was successfully
copied to the destination.

When copying between an unencrypted and encrypted location, file system checksums
will not match because the underlying block data is different. In this case, specify the -
ski pcrccheck and - updat e flags to avoid verifying checksums.

Read and Write Files from/to an Encryption Zone

Clients and HDFS applications with sufficient HDFS and Ranger KMS permissions can read
and write files from/to an encryption zone.

Overview of the client write process:
1. The client writes to the encryption zone.

2. The NameNode checks to make sure that the client has sufficient write access
permissions. If so, the NameNode asks Ranger KMS to create a file-level key, encrypted
with the encryption zone master key.

3. The Namenode stores the file-level encrypted data encryption key (EDEK) generated by
Ranger KMS as part of the file's metadata, and returns the EDEK to the client.

4. The client asks Ranger KMS to decode the EDEK (to DEK), and uses the DEK to write
encrypted data. Ranger KMS checks for permissions for the user before decrypting EDEK
and producing the DEK for the client.

Overview of the client read process:
1. The client issues a read request for a file in an encryption zone.

2. The NameNode checks to make sure that the client has sufficient read access
permissions. If so, the NameNode returns the file's EDEK and the encryption zone key
version that was used to encrypt the EDEK.

3. The client asks Ranger KMS to decrypt the EDEK. Ranger KMS checks for permissions to
decrypt EDEK for the end user.

4. Ranger KMS decrypts and returns the (unencrypted) data encryption key (DEK).
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6.2.3.6.

5. The client uses the DEK to decrypt and read the file.

The preceding steps take place through internal interactions between the DFSClient, the
NameNode, and Ranger KMS.

In the following example, the / zone_encr directory is an encrypted zone in HDFS.

To verify this, use the crypt o -1 i st Zones command (as an HDFS administrator). This
command lists the root path and the zone key for the encryption zone. For example:

# hdfs crypto -1istZones
/ zone_encr keyl

Additionally, the / zone_encr directory has been set up for read/write access by the hi ve
user:

# hdfs dfs -Is /
dr wxr - x- - - - hive hi ve 0 2015-01-11 23:12 /zone_encr
The hi ve user can, therefore, write data to the directory.

The following examples use the copyFr onlLocal command to move a local file into HDFS.

[hive@l ue ~]# hdfs dfs -copyFronlocal web.|og /zone_encr

[hive@l ue ~]# hdfs dfs -1s /zone_encr

Found 1 itens

STWIr--T-- 1 hive hive 1310 2015-01-11 23: 28 /zone_encr/web. | og

The hi ve user can read data from the directory, and can verify that the file loaded into
HDFS is readable in its unencrypted form.

[hive@l ue ~]# hdfs dfs -copyToLocal /zone_encr/web.|og read.| og
[hive@lue ~]# diff web.log read.| og

3 Note

For more information about accessing encrypted files from Hive and other
components, see Configuring HDP Services for HDFS Encryption.

Users without access to KMS keys will be able to see file names (via the -Is command), but
they will not be able to write data or read from the encrypted zone. For example, the hdf s
user lacks sufficient permissions, and cannot access the datain/ zone_encr:

[ hdf s@l ue ~]# hdfs dfs -copyFromLocal install.log /zone_encr
copyFromLocal : Perm ssion deni ed: user=hdfs, access=EXECUTE, inode="/
zone_encr": hi ve: hi ve: dr wxr - x- - -

[ hdf s@l ue ~]# hdfs dfs -copyToLocal /zone_encr/web.| og read.| og

copyToLocal : Permi ssion deni ed: user=hdfs, access=EXECUTE, i node="/
zone_encr": hi ve: hi ve: dr wxr - x- - -

Delete Files from an Encryption Zone with Trash Enabled

The trash location for encrypted HDFS files is different than the default trash location for
unencrypted files (/ user / $USER/ . Trash/ Current/ O i gi nal Pat hToDel et edFi | e).
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When trash is enabled and an encrypted file is deleted, the file is moved to the . Trash
subdirectory under the root of the encryption zone as / Encr ypt i onZoneRoot /. Tr ash/
$USER/ Current/ Ori gi nal Pat hToDel et edFi | e. The file remains encrypted without
additional decryption/re-encryption overhead during the move to trash. The move
operation preserves the name of the user who executes the deletion, and the full path of
the deleted file.

For example, if user hdp- adm n deletes file / zone_nane/ fi | el using the following
command:

hdfs dfs -rm/zone_nane/filel

fil el will remain encrypted, and it will be moved to the following location within the
encryption zone:

/ zone_nane/ . Trash/ hdp- adm n/ Current/ zone_nane/fil el

A trash checkpoint will be created for the . Tr ash subdirectory in each

encryption zone. Checkpoints will be deleted/created according to the value of
fs.trash. checkpoi nt.interval (number of minutes between trash checkpoints). A
checkpoint for this example would be:

[ zone_nane/ . Tr ash/ hdp- adni n/ <CheckPoi nt Ti meSt anp>/ zone_nane/
filel

For additional information, see Apache HDFS-8831.

6.2.4. Configuring HDP Services for HDFS Encryption

HDFS data at rest encryption is supported on the following HDP components:

2 Important

You should create a separate Admin user account for HDFS Data at Rest
Encryption for each of the following supported components.

* HBase

* Hive

* Hive on Tez
* MapReduce
* Oozie

* Spark

* Sqoop

e Storm

* WebHDFS

* YARN
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6.2.4.1.

6.2.4.1.1.

6.2.4.1.2.

HDFS data at rest encryption is not supported on the following components:
* Accumulo

* Falcon

* HDP Search

The remainder of this section describes scenarios and access considerations for accessing
HDFS-encrypted files from supporting HDP components.

HBase

HBase stores all of its data under its root directory in HDFS, configured with
hbase. r oot di r. The only other directory that the HBase service will read or write is
hbase. bul kl oad. st agi ng. di r.

On HDP clusters, hbase. r oot di r is typically configured as / apps/ hbase/ dat a, and
hbase. bul kl oad. st agi ng. di r is configured as / apps/ hbase/ st agi ng. HBase data,
including the root directory and staging directory, can reside in an encryption zone on
HDFS.

The HBase service user needs to be granted access to the encryption key in the Ranger
KMS, because it performs tasks that require access to HBase data (unlike Hive or HDFS).

By design, HDFS-encrypted files cannot be bulk-loaded from one encryption zone into
another encryption zone, or from an encryption zone into an unencrypted directory.
Encrypted files can only be copied. An attempt to load data from one encryption zone
into another will result in a copy operation. Within an encryption zone, files can be copied,
moved, bulk-loaded, and renamed.

Recommendations

* Make the parent directory for the HBase root directory and bulk load staging directory
an encryption zone, instead of just the HBase root directory. This is because HBase bulk
load operations need to move files from the staging directory into the root directory.

* In typical deployments, / apps/ hbase can be made an encryption zone.

* Do not create encryption zones as subdirectories under / apps/ hbase, because HBase
may need to rename files across those subdirectories.

* The landing zone for unencrypted data should always be within the destination
encryption zone.

Steps

On a cluster without HBase currently installed:

1. Create the / apps/ hbase directory, and make it an encryption zone.
2. Configure hbase. r oot di r =/ apps/ hbase/ dat a.

3. Configure hbase. bul kl oad. st agi ng. di r =/ apps/ hbase/ st agi ng.
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6.2.4.1.3.

6.2.4.2.

6.2.4.2.1.

On a cluster with HBase already installed, perform the following steps:

1. Stop the HBase service.

2. Rename the / apps/ hbase directory to / apps/ hbase-t np.

3. Create an empty / apps/ hbase directory, and make it an encryption zone.

4. Di st Cp - ski pcrccheck -updat e all data from / apps/ hbase-t np to/ apps/
hbase, preserving user-group permissions and extended attributes.

5. Start the HBase service and verify that it is working as expected.
6. Remove the / apps/ hbase- t np directory.
Changes in Behavior after HDFS Encryption is Enabled

The HBase bulk load process is a MapReduce job that typically runs under the user who
owns the source data. HBase data files created as a result of the job are then bulk loaded
in to HBase RegionServers. During this process, HBase RegionServers move the bulk-loaded
files from the user's directory and move (rename) the files into the HBase root directory

(/ apps/ hbase/ dat a). When data at rest encryption is used, HDFS cannot do a rename
across encryption zones with different keys.

Workaround: run the MapReduce job as the hbase user, and specify an output directory
that resides in the same encryption zone as the HBase root directory.

Hive
Recommendation: Store Hive data in an HDFS path called / apps/ hi ve.

Configuring Hive Tables for HDFS Encryption

Before enabling encryption zones, decide whether to store your Hive tables across one
zone or multiple encryption zones.

Single Encryption Zone

To configure a single encryption zone for your entire Hive warehouse:
1. Rename / apps/ hi ve to/ apps/ hi ve-ol d

2. Create an encryption zone at/ apps/ hi ve

3. di st cp all of the data from / apps/ hi ve- ol d to/ apps/ hi ve.

To configure the Hive scratch directory (hi ve. exec. scr at chdi r) so that it resides inside
the encryption zone:

1. Set the directory to / apps/ hi ve/ t np.
2. Make sure that the permissions for / apps/ hi ve/t np are set to 1777.

Multiple Encryption Zones
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To access encrypted databases and tables with different encryption keys, configure multiple
encryption zones.

For example, to configure two encrypted tables, ez1. db and ez2. db, in two different
encryption zones:

1. Create two new encryption zones, / apps/ hi ve/ war ehouse/ ez1. db and / apps/
hi ve/ war ehouse/ ez2. db.

2. Load data into Hive tables ez1. db and ez2. db as usual, using LOAD statements. (For
additional considerations, see "Loading Data into an Encrypted Table.")

6.2.4.2.2. Loading Data into an Encrypted Table

By design, HDFS-encrypted files cannot be moved or loaded from one encryption zone
into another encryption zone, or from an encryption zone into an unencrypted directory.
Encrypted files can only be copied.

Within an encryption zone, files can be copied, moved, loaded, and renamed.

Recommendations:

* When loading unencrypted data into encrypted tables (e.g., LOAD DATA | NPATH), we
recommend placing the source data (to be encrypted) into a landing zone within the
destination encryption zone.

* An attempt to load data from one encryption zone into another will result in a copy
operation. Di st cp will be used to speed up the process if the size of the files being
copied is higher than the value specified by the hi ve. exec. copyfil e. maxsi ze
property. The default limit is 32 MB.

Here are two approaches for loading unencrypted data into an encrypted table:
* To load unencrypted data into an encrypted table, use the LOAD DATA ... statement.

If the source data does not reside inside the encryption zone, the LOAD statement will
result in a copy. If your data is already inside HDFS, though, you can use di st cp to
speed up the copying process.

* If the data is already inside a Hive table, create a new table with a LOCATI ONinside an
encryption zone, as follows:

CREATE TABLE encrypted_table [ STORED AS] LOCATION ... AS SELECT *
FROM <unencrypt ed_t abl e>

3 Note
The location specified in the CREATE TABLE statement must be within
an encryption zone. If you create a table that points LOCATI ONto an
unencrypted directory, your data will not be encrypted. You must copy your
data to an encryption zone, and then point LOCATI ONto that encryption
zone.

If your source data is already encrypted, use the CREATE TABLE statement. Point
LOCATI ONto the encrypted source directory where your data resides:
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6.2.4.2.3.

6.2.4.2.4.

6.2.4.3.

6.2.4.3.1.

CREATE TABLE encrypted_table [ STORED AS] LOCATION ... AS SELECT *
FROM <encrypt ed _source_directory>

This is the fastest way to create encrypted tables.

Encrypting Other Hive Directories

* LOCALSCRATCHDI R: The MapJoin optimization in Hive writes HDFS tables to a local
directory and then uploads them to distributed cache. To enable encryption, either
disable MaplJoin (set hi ve. aut 0. convert.j oi ntof al se) orencrypt thel ocal
Hive Scratch directory (hi ve. exec. | ocal . scr at chdi r ). Performance note: disabling
MapJoin will result in slower join performance.

 DOANLOADED RESOURCES DI R: Jars that are added to a user session and stored in
HDFS are downloaded to hi ve. downl oaded. r esour ces. di r. If you want these Jar
files to be encrypted, configure hi ve. downl oaded. r esour ces. di r to be part of an
encryption zone. This directory needs to be accessible to the HiveServer2.

* NodeManager Local Directory List: Hive stores Jars and MaplJoin files in the
distributed cache, so if you'd like to use MapJoin or encrypt Jars and other
resource files, the YARN configuration property NodeManager Local Directory List
(yar n. nodermanager . | ocal - di r s) must be configured to a set of encrypted local
directories on all nodes.

Alternatively, to disable MapJoin, set hi ve. aut 0. convert.joi ntofal se.
Additional Changes in Behavior with HDFS-Encrypted Tables

* Users reading data from read-only encrypted tables must have access to a temp directory
that is encrypted with at least as strong encryption as the table.

» By default, temp data related to HDFS encryption is written to a staging directory
identified by the hi ve- exec. st agi ngdi r property created in the hi ve-si te. xm
file? associated with the table folder.

* Previously, an | NSERT OVERWRI TE on a partitioned table inherited permissions for
new data from the existing partition directory. With encryption enabled, permissions are
inherited from the table.

* When using encryption with Trash enabled, table deletion operates differently than the
default trash mechanism. For more information see Delete Files from an Encryption Zone.

MapReduce on YARN

Recommendation: Make / apps/ hi st ory a single encryption zone. History files are
moved between the i nt er medi at e and done directories, and HDFS encryption will not
allow you to move encrypted files across encryption zones.

Steps

On a cluster with MapReduce over YARN installed, create the / apps/ hi st ory directory
and make it an encryption zone.
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6.2.4.4.

6.2.4.4.1.

If / apps/ hi st ory already exists and is not empty:

1. Create an empty / apps/ hi st ory-t np directory

2. Make / apps/ hi st ory-t np an encryption zone

3. Copy (di st cp) all data from / apps/ hi st ory into/ apps/ hi story-tnmp
4. Remove / apps/ hi story

5. Rename / apps/ hi story-tnpto/apps/ history

Oozie

Recommendations

A new Oozie administrator role (00zi e- admi n) has been created in HDP 2.3.

T

his role enables role separation between the Oozie daemon and administrative tasks. Both

the 00zi e- adni n role and the 00zi e role must be specified in the adni nuser s. t xt

fi
2

le. This file is installed in HDP 2.3 with both roles specified. Both are also defined in Ambari
.1 as well. Modification is only required if administrators choose to change the default

administrative roles for Oozie.

If o0zi e- adm n is used as the Oozie administrator user in your cluster, then the role is
automatically managed by ambari.

If you plan to create an Oozie admin user other than 0ozi e- admni n, add the chosen
username to admi nuser s. t xt under the $00ZI E_HOWE/ conf di rectory.

Here is a sample admi nuser s. t xt file:

#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#
#

Li censed to the Apache Software Foundati on (ASF) under one
or nmore contributor |icense agreenents. See the NOTICE file
distributed with this work for additional information
regardi ng copyright ownership. The ASF |licenses this file
to you under the Apache License, Version 2.0 (the
"License"); you may not use this file except in conpliance
with the License. You nmay obtain a copy of the License at

http: //ww. apache. org/ | i censes/ LI CENSE- 2. 0

Unl ess required by applicable |aw or agreed to in witing, software
distributed under the License is distributed on an "AS | S" BASI S,

W THOUT WARRANTI ES OR CONDI TI ONS OF ANY KIND, either express or inplied.
See the License for the specific | anguage governi ng perm ssions and
l'imtations under the License.

Users shoul d be set using foll owi ng rul es:

One user nane per line
Enpty lines and |ines starting with '# are ignored

oozi e
0ozi e-adm n

509



hdp-security August 29, 2016

6.2.4.5. Sqoop

Following are considerations for using Sqoop to import or export HDFS-encrypted data.
6.2.4.5.1. Recommendations
* For Hive:

Make sure that you are using Sqoop with the - -t ar get - di r parameter setto a
directory that is inside the Hive encryption zone. Specify the -D option after sqoop
import.

For example:
sqoop inport \
-D sqoop.test.inport.rootDir=<root-directory>\
--target-dir <directory-inside-encryption-zone> \
<addi ti onal - ar gunent s>

* For append or incremental import:

Make sure that the sqoop. t est . i nport. root Di r property points to the encryption
zone specified in the - - t ar get - di r argument.

* For HCatalog:

No special configuration is required.
6.2.4.6. WebHDFS

6.2.4.6.1. Recommendations

WebHDFS is supported for writing and reading files to and from encryption zones.
6.2.4.6.1.1. Steps

To access encrypted files via WebHDFS, complete the following steps:

1. To enable WebHDFS in hdf s-si t e. xni , set the df s. webhdf s. enabl ed property to
true:

<property>
<nane>df s. webhdf s. enabl ed</ nane>
<val ue>t rue</ val ue>

</ property>

2. Make sure that you have separate HDFS administrative and service users, as described in
Creating an HDFS Admin User.

3. KMS supports a blacklist and a whitelist for key access (through kns- acl s. xm ).

By default the hdf s service user is included in the blacklist for decrypt_eek operations.
To support WebHDFS, the HDFS service user must not be on the key access blacklist.
Remove the HDFS service user from the blacklist:
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a. To edit the blacklist using Ambari, go to Ranger KMS -> Configs, and search for
"blacklist" or open the Advanced dbks-site list.

b. Remove hdf s from the hadoop. kns. bl ackl i st . DECRYPT_EEK property:

® HDFS Summary = Configs Service Actions ~

© MapReduce2

© YARN Group  Ranger KMS Default (4) | -~  Manage Config Groups blacklist e -
0 Tez
admin m admin m admin | Kl admin
© Hive aboutamonthago | aboutamonth ago | about a month age | about a month ago
HDP-2.3 HDP-2.3 HDP-2.3 HDP-2.3
© HBase a
L Pig V4| « admin authored on Fri, Jul 24, 2015 18:00 Save
@ Oozie
© ZooKeeper ¥ Advanced dbks-site
@ Storm
A Ambari Metrics B hadoop.kms.blacklist. hdfs o C
DECRYPT_EEK
© Kafka
0 Kerberos
© Knox
© Ranger
Ranger KMS
Actions ~

¢. Restart Ranger KMS.

4. The HDFS service user must have GENERATE_EEK and DECRYPT_EEK permissions. To
add the permissions using the Ranger Web U], select the Access Manager tab-> Resource
Based Policies (the default Access Manager view). Select the key store, select the policy,
and click the edit icon. In the Permissions column click the edit icon and check the boxes
for GenerateEEK and DecryptEEK. Then click Save.

Ranger UAccess Manager @ Encryption t keyadmin

Create Policy

Policy Details :

Policy Name * hdfs-sve M_J

Key Name * x *

Description
4
Audit Logging (IR
User and Group Permissions :
Permissions Delegate
Select Group Select User Permissions
Admin
mnie buie . a
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5. Because the HDFS service user will have access to all keys, the HDFS service user should
not be the administrative user. Specify a different administrative user in hdf s-
site. xm for the administrative user.

For more information about operational tasks using Ranger KMS, see the Ranger KMS
Administration Guide.

6.2.5. Appendix: Creating an HDFS Admin User

To capitalize on the capabilities of HDFS data at rest encryption, you will need two separate
types of HDFS administrative accounts:

* HDFS administrative user: an account in the hdf s supergroup that is used to manage
encryption keys and encryption zones. Examples in this chapter use an administrative
user account named encr .

» HDFS service user: the system-level account traditionally associated with HDFS. By
default this is user hdf s in HDP. This account owns the HDFS DataNode and NameNode
processes.

c Important

This is a system-only account. Physical users should not be given access to this
account.

Complete the following steps to create a new HDFS administrative user.

Note: These steps use sample values for group (oper at or ) and user account (opt 1).
1. Create a new group called oper at or .

2. Add a new user (for example, opt 1) to the group.

3. Add principal opt 1 @XAMPLE. COMand create a keytab.

4. Login asopt 1, and do a ki ni t operation.

5. In Ambari, replace the current value of df s. per m ssi ons. super user gr oup with
the group name “operator”.

3 Note
You can assign only one administrator group for the
df s. perm ssi ons. super user gr oup parameter.

6. In Ambari, add hdf s, oper at or todfs. cl uster. adm ni strators:

¥ Advanced hdfs-site

dfs.cluster.administrators hdfs,operator o C

7. Add opt 1 to the KMS blacklist. Set the corresponding property in Ambari:
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hadoop. kns. bl ackl i st. DECRYPT_EEK=opt 1
8. Restart HDFS.
Validation
Make sure the opt 1 account has HDFS administrative access:
hdf s df sadmin -report

Make sure the opt 1 account cannot access encrypted files. For example, if / dat a/ t est/
file.txt isinan encryption zone, the following command should return an error:

hdfs dfs -cat /data/test/file.txt
Additional Administrative User Accounts

If you plan to use HDFS data at rest encryption with YARN, we recommend that you create
a separate administrative user account for YARN administration.

If you plan to use HDFS data at rest encryption with Oozie, refer to the Oozie section of this
chapter.
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7. Addendum

This chapter collects supplemental documentation.

7.1. ZooKeeper ACLs Best Practices

Permissions for Secure Clusters
Introduction

As more and more components begin to rely on ZooKeeper within a Hadoop cluster, there
are various permissions that need to be maintained to ensure the integrity and security of
the znodes. These permissions are different from component to component.

Some components only use ZooKeeper when they are running in their component specific
HA mode. Others have separate secure and unsecure ACLs defined and switch between
which to enforce based on the component knowledge of whether the cluster is secured or
not.

In general, it seems that the ACLs are pretty open and assume an unsecure cluster by
default. These permissions need to be hardened for secure clusters in order to avoid
inappropriate access or modification of this critical platform state.

This paper collects the required steps for tightening the ZooKeeper ACLs/permissions when
provisioning a secure cluster to be used as a best practices guideline for ops and security
management.

Unaffected Components
The following components require no action:
* Ambari

¢ ZooKeeper Usage: Ambari does not use ZooKeeper; however it does install, configure,
and manage it so that services running on the cluster can use it.

¢ Default ACLs: None. Ambari does not create or use any znodes.

¢ Security Best Practice ACLs/Permissions and Required Steps: None. Ambari does not
create or use any znodes.

* Calcite
* DataFu
* Falcon
* Flume

¢ HDP Flume currently does not depend upon ZooKeeper for any of its core operations.
However, ZooKeeper is used by the HBase or Kafka connectors, as the respective client
libraries need them.

* There are no pre-created (i.e at install time) znodes that it depends upon.
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* Hue

* Knox

* Mahout

* MapReduce
* Phoenix

* ZooKeeper Usage: Phoenix does not use ZooKeeper on its own. All usages are covered
in the HBase section.

* Security Best Practice ACLs/Permissions and Required Steps: None. HBase correctly
protects all ZNodes in ZooKeeper automatically.

* Pig
* Spark
* Sqoop
* Stargate/HBase RestServer
* No ZooKeeper usage outside of normal HBase client usage.
* Tez

» Zeppelin

7.1.1. Accumulo

* ZooKeeper Usage:
e [ accunul o - Parent ZNode for all of Accumulo use in ZooKeeper
» [ accunul o/ $UUl D- Parent ZNode for a specific Accumulo instance

e /accunul o/ i nst ances - Contains mappings of human-readable Accumulo names to
the UUID

e [accunul o/ $UUI DJ user s - Accumulo user database

e [ accunul o/ $UUI DJ pr obl ens - Persisted advertisement of reported problems in
Accumulo

e [accunul o/ $UUI D/ r oot _t abl es - The “root” Accumulo table (points to the
Accumulo metadata table)

e /accunul o/ $UUI D/ hdf s_r eser vat i ons - ZNode to coordinate unique directories
in HFDS for bulk imports of Accumulo files to a table

e /accumul o/ $UUI DJ gc - Advertisement and leader election for Accumulo
GarbageCollector
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* /accunul o/ $UUI D/ t abl e_I ocks - RW-locks per Accumulo table

e /accunul o/ $UUI DJ f at e - Parent znode for Accumulo’s FATE (distributed, multi-
step transactions)

e /accunul o/ $UUI D/ t ser ver s - Advertisement and ephemeral znodes(keep-alive)
for TabletServers

e /accunul o/ $UUI D/ t abl es - The “database” of Accumulo tables (metadata)

e /accunul o/ $UUI DY nanmespaces - The “database” of Accumulo namespaces
(metadata)

e /accunul o/ $UUI DJ next _fi | e - Coordinates unique name generation for files in
HDFS

e /accunul o/ $UUI DJ confi g - Dynamic configuration for Accumulo

e /accunul o/ $UUI DJ nast er s - Advertisement and leader election for the Accumulo
Master

e /accunul o/ $UUI DJ noni t or - Advertisement and leader election for the Accumulo
Monitor

e /accunul o/ $UUI ¥ bul k_f ai | ed_copyq - Tracking files to bulk import which
failed

e /accunul o/ $UUI D/ r ecovery - Used to coordinate recovery of write-ahead logs
» Default ACLs:

¢ All znodes not specified otherwise are world-readable and cdrwa ‘accumulo’. Those
below are not world-readable:

[ accurul o/ $UUI DJ user s/ *
* Security Best Practice ACLs/Permissions and Required Steps:

¢ The user does not need to alter any ACLs in ZooKeeper. Accumulo protects all ZNodes
automatically.

7.1.2. Ambari Solr

Ambari Solr is used by LogSearch, Ranger and Atlas.
* ZooKeeper Usage:

e [ anbari - sol r - Solr node for storing collection, leaders, configuration, etc.
* Default ACLs:

e /anbari - sol r - world:anyone:cdrwa

* Security Best Practice ACLs/Permissions and Required Steps:
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e /anbari-sol r -wor | d: anyone: r

e [anbari-solr -sasl:solr:cdrwa

7.1.3. Atlas

* ZooKeeper Usage:

e / apache_at | as - Root zookeeper node which is configured for curator, under which
nodes for leader election are created.

e [apache_atl as/active_server _info-Znode used in HA environments for
storing active server information.

e /[ apache_at| as/ set up_i n_progr ess - Transient Znode used to ensure some
setup steps are executed only from one instance. This gets deleted after use and
should normally not be seen.

* Default ACLs:
¢ All znodes have world:anyone:cdrwa by default.
* Security Best Practice ACLs/Permissions and Required Steps:

* No user intervention is required for creating/using the Znodes. They are all
managed internally by Atlas. Atlas exposes two configuration properties that
define the auth and ACL - to use while creating these Znodes. Ambari should
configure these correctly for a secure cluster. The recommended configuration
isat| as. server. ha. zookeeper . aut h=sasl : at | as@domai n. conm>
and at | as. server. ha. zookeeper. acl =sasl : at | as@donai n. conp,
where <domain.com> should be replaced with the right value
of the atlas service user principal. (Assuming atlas is the service
user name). When set this way, the ACLs for all znodes will be
at |l as. server. ha. zookeeper. acl =sasl : at | as@domai n. con: cdr wa.
(Note we don't allow configuration of the permissions from Ambari).

7.1.4. HBase

* ZooKeeper Usage:
¢ / hbase- unsecur e - Default znode for unsecured clusters
* / hbase- secur e - Default znode used for secured clusters
* Default ACLs:
* / hbase-unsecur e -worl d: hbase: cdrwa
¢ All children ZNodes are also world cdrwa
* Open for global read, write protected: wor | d: anyone: r, sasl : hbase: cdrwa

* [ hbase-secure
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* / hbase-secur e/ mast er
* / hbase-secur e/ net a- r egi on- server
* / hbase-secur e/ hbasei d
* / hbase-secure/tabl e
* / hbase-secure/rs
* No global read, r/w protected: sasl : hbase: cdr wa:
* / hbase-secur e/ acl
* / hbase-secur e/ namespace
* / hbase-secur e/ backup- nmast ers
* / hbase-secur e/ onl i ne- snapshot
e / hbase-secur e/ drai ni ng
* / hbase-secure/replication
* / hbase-secure/region-in-transition
* / hbase-secure/splitWAL
* / hbase-secure/tabl e-1 ock
* / hbase-secure/ recoveri ng-regi ons
* / hbase-secur e/ runni ng
* / hbase-secur e/t okenaut h
* Security Best Practice ACLs/Permissions and Required Steps:
* HBase code determines which ACL to enforce based on the configured security

mode of the cluster/hbase. Users are not expected to perform any modification of
ZooKeeper ACLs on ZNodes and users should not alter any ACLs by hand.

7.1.5. HDFS/WebHDFS

* ZooKeeper Usage:
¢ hadoop- ha-hdfs zkfc automati c NaneNode fail over
» Default ACLs:

* hadoop- ha-worl d: anyone: cdrwa

S itv_Best P ice ACLs/P . IR ired-S :
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¢ hadoop- ha-sasl: nn:cdrwa

* Existing SmartSense rule recommends ACL of sasl : nn: rwcda for secured clusters. To
set this:

1. Set ha. zookeeper . acl tosasl : nn: rwcda:
* Using Ambari:

Add ha. zookeeper . acl with value sasl : nn: rweda in
Configs>Advanced>Custom core-site.

e Manually:

Add this to core-site. xml as root user:

<property>
<name>ha. zookeeper . acl </ name>
<val ue>sasl : nn: rwcda</ val ue>
</ property>

2. Add this HADOOP_ZKFC_OPTS export:
* Using Ambari:

In Configs > Advanced > Advanced hadoop-env > hadoop-env template, add the
following:

export HADOOP_ZKFC OPTS="Dzookeeper. sasl.client=true
Dzookeeper. sasl . cli ent. user nanme=

zookeeper
Dy ava. security. aut h. | ogi n. confi g=/

et ¢/ hadoop/ conf / hdf s_j aas. conf
Dzookeeper. sasl . cli ent config=d i ent

${ HADOOP_ZKFC_OPTS}"
* Manually:

Add this to hadoop-env.sh as root user:

export HADOOP_ZKFC OPTS="Dzookeeper. sasl.client=true
Dzookeeper. sasl . cli ent. user name=

zookeeper
Dy ava. security. aut h. | ogi n. confi g=/

et ¢/ hadoop/ conf / hdf s_j aas. conf
Dzookeeper . sasl . cli entconfig=d i ent

${ HADOOP_ZKFC_OPTS} "

3. On two Namenodes, create / et ¢/ hadoop/ conf/ hdf s_j aas. conf as root user
with the following contents:
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Cient {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=t r ue
st or eKey=true
useTi cket Cache=f al se
keyTab="/etc/ security/keytabs/nn. servi ce. keyt ab"
princi pal =" nn/ <HOST>@EXAMPLE. COM';
)
nn/ <HOST>@EXAMPLE. COMmust be changed to the actual hostname and realm,
e.g.nn/ c6401. anbari . apache. or g@XAMPLE. COM To get actual principal, on

two Namenodes, run the command as hdfs user: klist -k /etc/security/
keyt abs/ nn. servi ce. keyt ab.

4. Stop the two ZKFCs.

5. On one of Namenodes, run the command as hdfs user: hdf s zkfc -fornmat ZK -
force.

6. Start the two ZKFCs.
One of two Namenodes may be stopped in the process, or standby Namenode may be
transitioned to active one. Start the stopped namenode if any.

7.1.6. Hive/HCatalog

* ZooKeeper Usage:

e / hi veserver 2 - The parent znode used by HiveServer2 when supporting dynamic
service discovery. Each server instance creates an ephemeral znode under this
namespace. Exposed via the hive config: hi ve. server 2. zookeeper . nanespace

¢ / hi vedel egati on/ METASTORE - HA ONLY - The root path for token store data,
used by Metastore servers to store delegation tokens. Exposed via hive config:
hi ve. cl ust er. del egati on. t oken. st or e. zookeeper. znode

¢ / hi vedel egati on/ H VESERVERZ - HA ONLY - The root path for token store
data, used by HiveServer2 servers to store delegation tokens. Exposed via hive config:
hi ve. cl ust er. del egati on. t oken. st or e. zookeeper. znode

« / hi ve_zookeeper namespace - Used by ZooKeeper-based implementation of
Hive's LockMgr (ZooKeeper Hi veLockManager ) if used. This usage is writable-to
by any user as it tries to co-ordinate locking among multiple users. Controlled by hive
config : hi ve. zookeeper . namespace. In addition, which LockMgr we use is also
controlled by hive config : hi ve. | ock. manager . (Note also, that if ACID is used, we
do not use a ZooKeeper-based lock manager)

« /1l ap- <sasl | unsecur e>/ user - <user _nane> is used by LLAP to store cluster
node locations. Should be writable by hive, readable by anyone. LLAP takes care of
enforcing the ACLs for the secure path.

e / zkdt sm <cl ust er _i d>/ ZKDTSMRoot / * is used by LLAP token/secret manager, in
secure cluster only. Should only be accessible by hive. LLAP sets and validates the ACLs.

e Default ACLs:
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e / hiveserver2-worl d: anyone:r

e [ hiveserver2-sasl: hive: cdrwa

/ hi vedel egati on-worl d: anyone: r

/ hi vedel egati on-sasl : hive: cdrwa

e / hive_zookeeper _namespace -conpl et el y- open

/1l ap-sasl/user-<user_nane>-sasl : hive: cdrwa, worl d: anyone:r

/'l ap-unsecur e/ user - <user _nanme>-wor | d: anyone: cdrwa

/ zkdt sm <cl ust er _i d>/ ZKDTSMRoot / * -sasl : hi ve: cdrwa
Note that ACLs are considered recursively applied to nodes inside these roots -
i.e., / hi vedel egati on/ METASTORE, / hi vedel egati on/ H VESERVERZ, or /
hi veserver 2/ <first_server>.

* Security Best Practice ACLs/Permissions and Required Steps:

e / hiveserver2-worl d: anyone:r

e [ hiveserver2-sasl: hive: cdrwa

/ hi vedel egati on-worl d: anyone: r

/ hi vedel egati on-sasl : hive: cdrwa

e / hive_zookeeper _namespace -conpl et el y- open

/1l ap-sasl/user-<user_nane>-sasl : hive: cdrwa, worl d:anyone:r

/'l ap-unsecur e/ user - <user _nanme>-wor | d: anyone: cdrwa

/ zkdt sm <cl ust er _i d>/ ZKDTSMRoot / * -sasl : hi ve: cdrwa
Note that ACLs are considered recursively applied to nodes inside these roots -

i.e., / hi vedel egati on/ METASTORE, / hi vedel egati on/ H VESERVERZ, or /
hi veserver 2/ <first_server>.

7.1.7. Kafka

* ZooKeeper Usage:

/ control | er -Kafka Znode for controller leader election

¢ / br oker s - Kaftka Znode for broker metadata

/ kaf ka- acl -Kafka Znode for SimpleAclAuthorizer ACL storage

e | adm n K
—at

~ Y
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e /isr_change_notification-Track changes to In Sync Replication

[ control | er _epoch - Track movement of controller
¢ / consuner s - Kafka Consumer list
e / confi g - Entity configuration
» Default ACLs:
* N/A
* Security Best Practice ACLs/Permissions and Required Steps:
e /controller -world: anyone:r
e /control |l er -sasl : kaf ka: cdr wa
e /[ brokers -worl d: anyone: cdrwa
« [ kaf ka- acl -sasl : kaf ka: cdrwa
e /adm n-worl d: anyone: cdrwa
e« /isr_change notification-world:anyone:r
e« /isr_change_notification-sasl:kafka: cdrwa
e« /control |l er_epoch-worl d: anyone: cdrwa
e /consuners -wor |l d: anyone: cdr wa

e /config-worl d: anyone: cdrwa

When security is enabled zookeeper . set . acl =t r ue should be in kaf kaConfi g.
Which is not happening now. Users can add this using Advanced Property
zookeeper. set . acl and add a new zkroot to zookeepr . connect =

"host . nane: 2181: / kaf ka" to create new nodes as it won't update the ACLs

on existing node. Alternatively, they can use kaf ka. servi ce. keyt ab to log into
zookeeper and set ACLs recursively.

7.1.8. Oozie

* ZooKeeper Usage:
* Used to coordinate multiple Oozie servers.
* Default ACLs:

In a secure cluster, Oozie restricts the access to Oozie Znodes to the oozie principals only
using Kerberos backed ACLs.

¢ / 00zi e - node that stores oozie server information in HA mode

Default ACLs:
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e /00zi e-worl d: anyone: cdrwa
* Security Best Practice ACLs/Permissions and Required Steps:

« Set 00zi e. zookeeper . secur e to secure

7.1.9. Ranger

* ZooKeeper Usage:

¢ Ranger does not use ZooKeeper directly. Only if Audit to Solr is enabled and Solr
is configured in SolrCloud mode, Solr nodes will need to access zookeeper node /
ranger_audits.

/ranger_audits
* Default ACLs:
e /ranger _audi ts-wor | d: anyone: cdrwa
* Security Best Practice ACLs/Permissions and Required Steps:
¢ Only Solr needs access to this Znode:
/ranger_audits-sasl:solr:cdrwa
¢ After enabling SolrCloud, edit the Ranger collection path permission on Znode:
1. SSH to the cluster where SolrCloud is present.
2. Goto/ usr/ hdp/ <ver si on>/ zookeeper/ bi n.
3. Run./zkd i.sh -server <FQDN SolrC oud host>:2181
4. Afterit connects, run:1's /
5. Verify there is a folder for the Ranger Solr collection.

6. Execute get Acl /ranger _audits and if the permission is for wor | d,anyone:
cdr wa, restrict the permission to “ sasl : sol r: cdrwa” using this command:
set Acl /ranger_audits sasl:solr:cdrwa.

7. Repeat the above step for all clusters where SolrCloud is installed.

[ zk: as-ha-27-3. openst ackl ocal : 2181( CONNECTED) 0] Is /
[ zookeeper, rnstore, ranger_audits]
[ zk: as-ha-27-3. openst ackl ocal : 2181 ( CONNECTED) 1] get Acl /ranger_audits
"worl d, " anyone
cdrwa
[ zk: as-ha-27-3. openst ackl ocal : 2181( CONNECTED) 2] setAcl /ranger_audits
sasl : sol r: cdrwa

cZxi d = 0x200000037
ctinme = Wed Jun 29 10:40: 24 UTC 2016
nZxi d = 0x200000037
ntime = Wed Jun 29 10: 40: 24 UTC 2016
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pZxi d = 0x200000056

cversion = 7

dataVersion = 0

acl Version = 1

ephener al Omer = 0x0

datalLength = 0

nuntChi ldren = 7

[ zk: as-ha-27- 3. openst ackl ocal : 2181( CONNECTED) 3] get Acl /ranger_audits

‘sasl,'solr
cdr wa
[ zk: as-ha-27- 3. openst ackl ocal : 2181( CONNECTED) 4]

7.1.10. Ranger KMS/Hadoop KMS

* ZooKeeper Usage:

* If multiple instances of KMS are configured, both Ranger KMS and Hadoop KMS
use zookeeper znode /hadoop-kms to store HTTP cookie signature secret. See "Http
Authentication Signature” section here.

/ hadoop- ks - <HTTP cooki e signature secret>

» Default ACLs:

e / hadoop- kns -wor | d: anyone: cdr wa

* Security Best Practice ACLs/Permissions and Required Steps:

¢ / hadoop- ks -sasl : kns: cdr wa

¢ Ranger KMS uses the user kims. Only KMS needs access to this znode. This path

(hadoop. kns. aut henti cati on. si gner. secret. provi der. zookeeper . pat h)
can be configured in Ambari for Ranger KMS. Set the ACL using these steps:

1. SSH to the cluster where Ranger KMS is present.

2. Goto/ usr/ hdp/ <ver si on>/ zookeeper/ bi n

3. Run./zkd i.sh -server <FQDN of Ranger KMS host>:2181"
4. Afterit connects, run:l's /

5. Verify there is a folder as specified in
hadoop. kns. aut henti cati on. si gner. secret. provi der. zookeeper. path
property of Ranger KMS configuration.

6. Execute get Acl / hadoop- kns and if the permission is for wor | d,anyone:
cdr wa, restrict the permission to sasl : kns: cdr wa using this command:
set Acl / hadoop- kns sasl : kns: cdrwa.

7. Repeat the above step for all the clusters where Ranger KMS is installed.

[ zk: dk-test-0706-3. openst ackl ocal : 2181( CONNECTED) 0] get Acl /hadoop- kns
"worl d, " anyone
cdr wa
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[ zk: dk-test-0706-3. openst ackl ocal : 2181( CONNECTED) 4] set Acl
sasl : kns: cdr wa

cZxid = 0x20000001e
ctime = Tue Jun 07 12:22:58 UTC 2016
mZxi d = 0x20000001e
ntinme = Tue Jun 07 12:22:58 UTC 2016
pZxi d = 0x20000001f

cversion = 1
dataVersion = 0
acl Version = 1
ephener al Owmner = 0x0
datalLength = 0
nuntChi ldren = 1
[ zk: dk-test-0706-3. openst ackl ocal : 2181( CONNECTED) 5] get Acl
'sasl, ' ks
cdrwa
[ zk: dk-test-0706-3. openst ackl ocal : 2181( CONNECTED) 6]

7.1.11. Slider

* ZooKeeper Usage:

/ hadoop- kns

/ hadoop- kns

e [services/slider/users/usernane/ appli cati onName- A node created by
slider for use by an application if the “create.default.zookeeper.node” property is set
to “true” in the Slider appConfig file. It is intended for use by the application so ACL

modification would be application specific.

e Default ACLs:

e / services/slider/users/usernane/applicati onNane-worl d: anyone: r,

wor | d: user: cdrwa

* Security Best Practice ACLs/Permissions and Required Steps:

¢ The application node is created with the above ACLs during Slider application launch,

so no further steps are required.

7.1.12. Storm

* ZooKeeper Usage:

e / st or m- All data for storm metadata, Storm's root znode
» Default ACLs:

e /storm-worl d: anyone: cr

e /storm-sasl :storm PRD1: cdr wa

Where - PRD1 comes from StormClient Principal and Ambari creates the principal with

st or m <cl ust er _nane>.
* Security Best Practice ACLs/Permissions and Required Steps:

e /storm-worl d: anyone: cr
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e /storm-sasl:storm PRDL: cdr wa

Where - PRD1 comes from StormClient Principal and Ambari creates the principal with
st orm <cl ust er _nane>.

7.1.13. WebHCat

* ZooKeeper Usage:
* /tenpl et on- hadoop - WebHCat stores status of jobs that users can query in

zookeeper (if ZooKeeperStorage is configured to find out the status of jobs - it can
also use HDFS for this storage). WebHCat typically will create three znodes inside

nou

this root : “jobs"”, “overhead” and “created”. This root node is exposed via config :
t enpl et on. st or age. r oot . In addition, whether or not ZooKeeperStorage is used
is configured by another config parameter : t enpl et on. st or age. cl ass. Both
these parameters are part of webhcat - si t e. xm . These nodes are altered from
launcher map task as well, which runs as the end user.
* Default ACLs:
e /tenpl et on- hadoop -wor | d: anyone: cdrwa

* Security Best Practice ACLs/Permissions and Required Steps:

e /tenpl et on- hadoop -wor | d: anyone: cdrwa
7.1.14. YARN

* ZooKeeper Usage:
e /yarn-| eader-el ecti on -used for RM leader election
e / r st or e - used for storing RM application state
» Default ACLs:
e /yarn-| eader-el ecti on-worl d: anyone: cdrwa
e /rnstore-worl d: anyone: cdrwa
* Security Best Practice ACLs/Permissions and Required Steps:
e /yarn-| eader-el ecti on-worl d: anyone:r
e [yarn-| eader-el ection-sasl:rmrweda
e /rnstore-worl d: anyone:r

e /rnstore-sasl:rmrweda
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7.1.15. YARN Registry

The YARN registry is a location into which statically and dynamically deployed applications
can register service endpoints; client applications can look up these entries to determine
the URLs and IPC ports with which to communicate with a service.

It is implemented as a zookeeper tree: services register themselves as syst em servi ces,
under the registry path / syst em oruser servi ces, which are registered under /
user s/ USERNAME where USERNAME is the name of the user registering the service.

As the purpose of the mechanism is to allow arbitrary clients to look up a service, the
entries are always world readable. No secrets should be added to service entries.

In insecure mode, all registry paths are world readable and writeable: nothing may be
trusted.

In a secure cluster, the registry is designed to work as follows:
1. Kerberos + SASL provides the identification and authentication.

2. / syst emservices can only be registered by designated system applications (YARN,
HDFS, etc)/

3. User-specific services can only be registered by the user deploying the application.

4. If a service is registered under a user's path, it may be trusted, and any published public
information (such as HTTPS certifications) assumed to have been issued by the user.

5. All user registry entries should also be registered as world writeable with the list of
system accounts defined in hadoop. regi stry. syst em account s; this is a list
of ZK SASL-authenticated accounts to be given full access. This is needed to support
system administration of the entries, especially automated deletion of old entries after
application failures.

6. The default list of system accounts are yar n, mapr ed, hdf s, and hadoop; these are
automatically associated with the Kerberos realm of the process interacting with the
registry, to create the appropriate sasl : account @REALM ZK entries.

7. If applications are running from different realms, the configuration option
hadoop. regi stry. ker ber 0s. r eal mmust be set to the desired realm, or
hadoop. regi stry. syst em account s configured with the full realms of the
accounts.

8. There is support for ZooKeeperi d: di gest authentication; this is to allow a user's
short-lived YARN applications to register service endpoints without needing the
Kerberos TGT. This needs active use by the launching application (which must
explicitly create a user service node with an id:digest permission, or by setting
hadoop. regi stry. user. account s, to the list of credentials to be permitted.

9. System services must not use id:digest authentication —nor should they need to; any
long-lived service already needs to have a kerberos keytab.

10The per-user path for their user services, / user s/ USERNAME, is created by the YARN
resource manager when users launch services, if the RM is launched with the option
hadoop. regi stry. rm enabl ed settot rue.
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11When hadoop. regi stry. rm enabl ed is true, the RM will automatically purge
application and container service records when the applications and containers

terminate.

12, Communication with ZK is over SASL, using the
java. security.auth.login. confi g system property to configure the binding.
The specific JAAS context to use can be set in hadoop. regi stry. j aas. cont ext if
the default value, Cl i ent, is not appropriate.

ZK Paths and Permissions:

All paths are world-readable; permissions are set up when the RM creates the root entry
and user paths and hadoop.registry.secure=true.

Path Role Permissions

/registry Base registry path yarn, hdfs, mapred, hadoop :
cdrwa

/registry/system System services yarn, hdfs, mapred, hadoop :
cdrwa

/registry/users Users yarn, hdfs, mapred, hadoop :
cdrwa

/ regi stry/users/USER The registry tree for the user USER. USER: rwa
yarn, hdfs, mapred, hadoop :
cdrwa

Configuration options for secure registry access

Name Recommended Value

hadoop. regi stry. secure true

hadoop. regi stry. rm enabl ed true

hadoop. regi stry. syst em account s sasl:yarn@ sasl: mapred@ sasl:hdfs@
sasl : hadoop@
Grants system accounts write access to the root registry
paths. A tighter version would be sasl:yarn@ which
will only give the RM the right to manipulate these, or
explicitly declare a realm, such as sasl:yarn@EXAMPLE

hadoop. regi stry. kerberos. real m (empty)
The Kerberos realm to use when converting the system
accounts to full realms. If left empty, uses the realm of the
user

hadoop. regi stry. user. accounts (empty)

hadoop.registry.client.auth ker ber os
How to authenticate with ZK. Alternative (insecure)
options: anonymous, digest.

hadoop. regi stry. j aas. cont ext Cient
The JAAS context to use for registry clients to authenticate
with ZooKeeper.

7.1.16. ZooKeeper

* ZooKeeper Usage:
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¢ / zookeeper - node stores metadata of ZooKeeper itself.

¢ / zookeeper / quot a stores quota information. In the Apache ZooKeeper 3.5 release
line.

e / zookeeper/ confi g stores dynamic reconfiguration information, but this is not
applicable to HDP, which bases its ZooKeeper release off of the Apache ZooKeeper 3.4
release line.

» Default ACLs:
e /| zookeeper -wor | d: anyone: cdr wa
* Security Best Practice ACLs/Permissions and Required Steps:

The following steps must be manually performed by users who are using the ZooKeeper
quota feature. Components in HDP do not use this feature by default — most users do
not need to execute the following commands.

e / zookeeper -sasl : zookeeper: cdrwa

e set Acl sasl:zookeeper:rwcda
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