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Configuring Authentication with Kerberos

Establishing user identity with strong authentication is the basis for secure access in Hadoop. Users need to reliably
identify themselves and then have that identity propagated throughout the Hadoop cluster to access cluster resources.
Hortonworks uses Kerberos for authentication.

Kerberosis an industry standard used to authenticate users and resources within a Hadoop cluster. HDP aso includes
Ambari, which simplifies Kerberos setup, configuration, and maintenance.

By default Ambari requires that a user authenticate using a user name and password. Ambari uses this authentication
mechanism whether you configure it to authenticate using its internal database or synchronized with an external
source, like LDAP or Active Directory. Optionally, you can configure Ambari to authenticate using Kerberos tokens
via SPNEGO (Simple and Protected GSSAPI Negotiation Mechanism).

K erberos Overview

A high-level overview of Kerberos authentication, including the Key Distribution Center, principals, Authentication
Server, Ticket Granting Tickets, and Ticket Granting Server.

Strongly authenticating and establishing a user’ sidentity is the basis for secure access in Hadoop. Users need to

be able to reliably “identify” themselves and then have that identity propagated throughout the Hadoop cluster.

Once thisis done, those users can access resources (such as files or directories) or interact with the cluster (like
running MapReduce jobs). Besides users, Hadoop cluster resources themselves (such as Hosts and Services) need to
authenticate with each other to avoid potential malicious systems or daemon’s “posing as” trusted components of the
cluster to gain accessto data.

Hadoop uses Kerberos as the basis for strong authentication and identity propagation for both user and services.
Kerberosis athird party authentication mechanism, in which users and services rely on athird party - the Kerberos
server - to authenticate each to the other. The Kerberos server itself is known as the Key Distribution Center, or KDC.
At ahigh leve, it has three parts:

» A database of the users and services (known as principals) that it knows about and their respective Kerberos
passwords

* An Authentication Server (AS) which performsthe initial authentication and issues a Ticket Granting Ticket
(TGT)

e A Ticket Granting Server (TGS) that issues subsequent service tickets based on the initial TGT

A user principal requests authentication from the AS. The ASreturnsa TGT that is encrypted using the user
principal's K erberos password, which is known only to the user principal and the AS. The user principal decryptsthe
TGT locally using its Kerberos password, and from that point forward, until the ticket expires, the user principal can
usethe TGT to get service tickets from the TGS. Service tickets are what allow a principal to access various services.

Because cluster resources (hosts or services) cannot provide a password each time to decrypt the TGT, they use a
special file, called akeytab , which contains the resource principal's authentication credentials. The set of hosts, users,
and services over which the Kerberos server has control is called aream.

Terminology
Term Description
Key Distribution Center, or KDC The trusted source for authentication in a Kerberos-enabled environment.
Kerberos KDC Server The machine, or server, that serves as the Key Distribution Center (KDC).
Kerberos Client Any machine in the cluster that authenticates against the KDC.
Principal The unique name of a user or service that authenticates against the KDC.
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Term Description

Keytab A file that includes one or more principals and their keys.

Realm The Kerberos network that includes a KDC and a number of Clients.

KDC Admin Account An administrative account used by Ambari to create principals and generate keytabs in the KDC.

Kerberos Principals Overview

A conceptual overview of Kerberos principals.

Each service and sub-service in Hadoop must have its own principal. A principal namein a given realm consists of a
primary name and an instance name, in this case the instance name is the FQDN of the host that runs that service. As
services do not log in with a password to acquire their tickets, their principal's authentication credentials are stored in
akeytab file, which is extracted from the Kerberos database and stored locally in a secured directory with the service
principa on the service component host.

* Sarvice Princlpals

KDC
* Ambarl Principals

Principal and Keytab Naming Conventions

Asset Convention Example
Principals $service_component_name/$FQDN@EXAMPLE.COM nn/c6401.ambari.apache.org@EXAMPLE.COM
Keytabs $service_component_abbreviation.service.keytab [etc/security/keytabs/nn.service.keytab

Notice in the preceding example the primary name for each service principal. These primary names, such as nn or
hive for example, represent the NameNode or Hive service, respectively. Each primary name has appended to it the
instance name, the FQDN of the host on which it runs. This convention provides a unique principal name for services
that run on multiple hosts, like DataNodes and NodeM anagers. Adding the host name serves to distinguish, for
example, arequest from DataNode A from arequest from DataNode B. Thisisimportant for the following reasons:

e Compromised Kerberos credentials for one DataNode do not automatically lead to compromised Kerberos
credentials for al DataNodes.

« If multiple DataNodes have exactly the same principal and are simultaneously connecting to the NameNode, and
if the Kerberos authenticator being sent happens to have same timestamps, then the authentication isrejected as a

replay request.
In addition to the Hadoop Service Principals, Ambari itself also requires a set of Ambari Principalsto perform service

“smoke” checks, perform aert health checks and to retrieve metrics from cluster components. Keytab files for the
Ambari Principals reside on each cluster host, just as keytab files for the service principals.
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Ambari Principals Description
Smoke and “Headless” Service users Used by Ambari to perform service “smoke” checks and run aert health checks.
Ambari Server user When acluster is enabled for Kerberos, the component REST endpoints (such asthe YARN ATS con

SPNEGO authentication. Ambari Server needs access to these APIs and requires a Kerberos principal
authenticate via SPNEGO against these APIs.

Related Information
Enabling SPNEGO Authentication for Hadoop

Enabling SPNEGO Authentication for Hadoop

By default, accessto the HTTP-based services and Uls for the cluster are not configured to require authentication.
Kerberos authentication can be configured for the Web Ulsfor HDFS, Y ARN, MapReduce2, HBase, Oozie, Falcon
and Storm.

Set Up Kerberosfor Ambari Server

This section describes how to configure Ambari Server with a Kerberos principal and keytab to allow viewsto
authenticate via SPNEGO against cluster components.

About thistask

When acluster is enabled for Kerberos, the component REST endpoints (such asthe YARN ATS component) require
SPNEGO authentication.

Depending on the Services in your cluster, Ambari Web needs access to these APIs. Aswell, some views need access
to ATS. Therefore, the Ambari Server requires a Kerberos principal in order to authenticate via SPNEGO against
these APIs. This section describes how to configure Ambari Server with a Kerberos principal and keytab to allow
views to authenticate via SPNEGO against cluster components.

Procedure

1. Createaprincipal in your KDC for the Ambari Server. For example, using kadmin. addprinc -randkey ambari-
server @EXAMPLE.COM.

2. Generate a keytab for that principal. xst -k ambari.server.keytab ambari-server @EXAMPLE.COM.

Place that keytab on the Ambari Server host. Be sure to set the file permissions so the user running the Ambari
Server daemon can access the keytab file. /etc/security/keytabs/ambari.server.keytab.

Stop the ambari server. ambari-server stop.

Run the setup-security command. ambari-server setup-security.

Select 3 for Setup Ambari kerberos JAAS configuration.

Enter the Kerberos principal name for the Ambari Server you set up earlier.
Enter the path to the keytab for the Ambari principal.

Restart Ambari Server. ambari-server restart.

w

© © N o 0k~

Configure HTTP Authentication for HDFS, YARN, MapReduce2, HBase, Oozie,
Falcon, and Storm

How to configure HT TP authentication for Hadoop components in a Kerberos environment.
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Procedure

1. Create a secret key used for signing authentication tokens. This file should contain random data and be placed
on every host in the cluster. It should also be owned by the hdfs user and group owned by the hadoop group.
Permissions should be set to 440. For example:

dd if=/dev/urandom of =/ etc/security/http_secret bs=1024 count=1
chown hdfs: hadoop /etc/security/http_secret
chnmod 440 /etc/security/ http_secret

2. In Ambari Web, browse to Services> HDFS > Configs .

3. Add or modify the following configuration properties to Advanced core-site:

Property New Value
hadoop.http.authentication.simple.anonymous.allowed false

hadoop.http.authentication.signature.secret.file Jetc/security/http_secret

hadoop.http.authentication.type kerberos

hadoop.http.authentication.kerberos.keytab Jetc/security/keytabs/spnego.service keytab
hadoop.http.authentication.kerberos.principal HTTP/_HOST@ EXAMPLE.COM

hadoop.http filter.initializers org.apache.hadoop.security.AuthenticationFilterInitializer
hadoop.http.authentication.cookie.domain hortonworks.local

IS Note:
The entries listed in the above table in bold and italicized are site-specific. The
hadoop.http.authentication.cookie.domain property is based off of the fully qualified domain names of
the serversin the cluster. For exampleif the FQDN of your NameNode is host1.hortonworks.local, the
hadoop. http.authentication.cookie.domain should be set to hortonworks.local.

4, For HBase, you can enable Kerberos-authentication to HBase Web Ul s by configuring SPNEGO.
a) In Ambari Web, browse to Services > HBase > Configs .
b) Add the following configuration properties to the custom hbase-site.xml file;

Property Value

hbase.security.authentication.ui kerberos

hbase.security.authentication kerberos
hbase.security.authentication.spnego.kerberos. principal HTTP/_HOST@EXAMPLE.COM
hbase.security .authentication.spnego.kerberos keytab Jetc/security/keytabs/spnego.service keytab
Hbase.security.authentication.spnego.kerberos.name.rules (Optional)

Hbase.security.authentication.signature.secret.file(Optional)

5. Savethe configuration, then restart the affected services.

Enable Browser Accessto a SPNEGO-enabled Web Ul
How to enable browser access to a SPNEGO-enabled web UI.

Procedure

1. Install Kerberos on your local machine (search for instructions on how to install a Kerberos client on your local
environment).
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2. Configure the krb5.conf file on your local machine. For testing on a HDP cluster, copy the /etc/krb5.conf file from
one of the cluster hosts to your local machine at /etc/krb5.conf. Create your own keytabs and run kinit. For testing
on aHDP cluster, copy the "ambari_qa" keytab file from /etc/security/keytabs/smokeuser.headl ess.keytab on one
of the cluster hosts to your local machine, then run the following command:

kinit -kt snokeuser. headl ess. keytab anbari - qa@XAVPLE. COM

3. Enable your web browser with Kerberos SPNEGO:
a) For Chromeon Mac:

1. Run the following command from the same shell in which you ran the previous kinit command to launch
Chrome:

/ Appl i cati ons/ Googl e\ Chrone. app/ Cont ent s/ MacOS/ Googl e\ Chrone --
aut h-server-whitelist="*.hwx.site"

Replace .hwx.site with your own domain name.
2. If you get the following error, try closing and relaunching all Chrome browser windows.

[14617: 36099: 0810/ 152439. 802775: ERROR br owser _gpu_channel _host _factory. cc(103)]
Failed to | aunch GPU process.

b) For Firefox:

1. Navigateto the about:config URL (type about:config in the address box, then press the Enter key).

2. Scroll down to network.negotiate-auth.trusted-uris and change its value to your cluster domain name (For
example, .hwx.site).

3. Change the value of network.negotiate-auth.delegation-uristo your cluster domain name (For example,
.hwx.site).

Enabling Kerberos Authentication Using Ambar |

This section describes how to configure Kerberos for strong authentication for Hadoop users and hosts in an Ambari-
managed cluster.

Checklist: Installing and Configuring the KDC

Ambari is able to configure Kerberos in the cluster to work with an existing MIT KDC, or existing Active Directory
installation. This section describes the steps necessary to prepare for this integration.

Y ou can choose to have Ambari connect to the KDC and automatically create the necessary Service and Ambari
principals, generate and distribute the keytabs (“ Automated K erberos Setup”). Ambari also provides an advanced
option to manually configure Kerberos. If you choose this option, you must create the principals, generate and
distribute the keytabs. Ambari will not do this automatically (“Manual Kerberos Setup”).

Supported Key Distribution Center (KDC) Versions

« Microsoft Active Directory 2008 and above
e  MIT Kerberosvs
* FreelPA 4.x and above

There are four ways to install/configure the KDC:

e Using anexisting MIT KDC

e Install anew MIT KDC (See"Optiond: Install anew MIT KDC")
e Using an existing |PA

e Using an existing AD
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» Using manual Kerberos setup

Option Checklist

Using an existing MIT KDC «  Ambari Server and cluster hosts have network access to both the
KDC and KDC admin hosts.

¢ KDC administrative credentials are on-hand.

Install anew MIT KDC See“Optional: Install anew MIT KDC”
Using an existing |PA See “Optional: Use an Existing IPA”
Using an existing AD «  Ambari Server and cluster hosts have network access to, and be

able to resolve the DNS names of, the Domain Controllers.

* Active Directory secure LDAP (LDAPS) connectivity has been
configured.

e Active Directory User container for service principals
has been created and is on-hand. For example,
"OU=Hadoop,OU=Peopl e,dc=apache,dc=org"

* Active Directory administrative credentials with delegated control
of “Create, delete, and manage user accounts’ on the previously
mentioned User container are on-hand.

Using manual Kerberos setup +  Cluster hosts have network access to the KDC.
«  Kerberosclient utilities (such as kinit) have been installed on every
cluster host.

e The Java Cryptography Extensions (JCE) have been setup on the
Ambari Server host and all hosts in the cluster.

e The Service and Ambari Principals will be manually created in the
KDC before completing this wizard.

¢ Thekeytabs for the Service and Ambari Principalswill be
manually created and distributed to cluster hosts before completing
thiswizard.

Related Information
Enabling Kerberos Security
Optional: Install anew MIT KDC

Optional: Install anew MIT KDC
Thefollowing gives avery high level description of the KDC installation process.

About thistask
To get more information see specific Operating Systems documentation, such as RHEL documentation, CentOS
documentation, or SLES documentation (links below).

Procedure

1. Install the KDC Server:
a) Install anew version of the KDC server:

OS Flavor Enter

RHEL/CentOS/Oracle Linux yum install krb5-server krb5-libs krb5-workstation
SLES zypper install krb5 krb5-server krb5-client
Ubuntu/Debian apt-get install krb5-kdc krb5-admin-server

b) Using atext editor, open the KDC server configuration file, located by default here: vi /etc/krb5.conf.
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¢) Changethe [realms] section of thisfile by replacing the default “ kerberos.example.com” setting for the kdc
and admin_server properties with the Fully Qualified Domain Name of the KDC server host. In the following
example, “kerberos.example.com” has been replaced with “my.kdc.server”.

r eal ns]
EXAMPLE. COM = {
kdc = ny. kdc. server

adm n_server = ny. kdc. server

}

2. Usethe utility kdb5_util to create the Kerberos database:

OSFlavor

Enter

RHEL/CentOS/Oracle Linux

kdb5_util create -s

SLES kdb5_util create -s
Ubuntu/Debian krb5_newrealm

3. Start the KDC server and the KDC admin server:
OSFlavor Enter
RHEL/CentOS/Oracle Linux 6 letc/rc.dfinit.d/krbSkdc start

[etc/re.dfinit.d/kadmin start

RHEL/CentOS/Oracle Linux 7

systemctl start krb5kdc
systemctl start kadmin

SLES rckrb5Skdc start
rckadmind start
Ubuntu/Debian service krb5-kdc restart

service krb5-admin-server restart

4. Set up the KDC server to auto-start on boot:

OS Flavor Enter
RHEL/CentOS/Oracle Linux 6 chkconfig krbskdc on
chkconfig kadmin on

RHEL/CentOS/Oracle Linux 7

systemctl enable krb5kdc
systemctl enable kadmin

SLES

chkconfig rckrbskdc on

chkconfig rckadmind on

Ubuntu/Debian

update-rc.d krb5-kdc defaults
update-rc.d krb5-admin-server defaults

5. Create aKerberos Admin:

Kerberos principals can be created either on the KDC machineitself or through the network, using an “admin”
principal. The following instructions assume you are using the KDC machine and using the kadmin.local
command line administration utility. Using kadmin.local on the KDC machine allows you to create principals
without needing to create a separate "admin" principal before you start.

a) CreateaKDC admin by creating an admin principal: kadmin.local -q "addprinc admin/admin”.
b) Confirm that this admin principal has permissionsin the KDC ACL. Using atext editor, open the KDC ACL

file:
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OS Flavor Enter

RHEL/CentOS/Oracle Linux vi /var/kerberos/krbSkdc/kadmb.acl
SLES vi /var/lib/kerberos/krbSkdc/kadmb5.acl
Ubuntu/Debian vi /etc/krbSkdc/kadmb.acl

¢) Ensurethat the KDC ACL fileincludes an entry so to allow the admin principal to administer the KDC
for your specific realm. When using arealm that is different than EXAMPLE.COM, be sure thereisan
entry for the realm you are using. If not present, principal creation will fail. For example, for an admin/
admin@HADOOP.COM principal, you should have an entry: */admin@HADOOP.COM *.

d) After editing and saving the kadm5.acl file, you must restart the kadmin process:

OS Flavor Enter

RHEL/CentOS/Oracle Linux 6 [etc/re.d/init.d/kadmin restart
RHEL/CentOS/Oracle Linux 7 systemctl restart kadmin

SLES rckadmind restart
Ubuntu/Debian service krb5-admin-server restart

Related Information
RHEL Documentation> Configuring A Kerberos 5 Server
SLES Documentation> Installing and Administering K erberos

Optional: Use an Existing | PA

Y ou can use an existing Freel PA setup with Kerberos.

To use an existing IPA KDC with Automated Kerberos Setup, you must prepare the following:

All cluster hosts should be joined to the IPA domain and registered in DNS- If IPA is not configured to
authoritatively manage DNS, explicitly configuring the private | P and corresponding fully qualified domain names
of al hosts, in the /etc/hosts file on al the hosts is recommended.

If you do not plan on using Ambari to manage the krb5.conf file, ensure the following is set in each krb5.conf file
in your cluster: default_ccache name = /tmp/krb5cc_%({ uid} - Redhat/Centos 7.x changed the default ticket cache
to keyring, which is problematic for the hadoop components.

The Java Cryptography Extensions (JCE) have been setup on the Ambari Server host and all hostsin the

cluster- If during installation you chose to use the Ambari provided JDK, this has already been done for you. If
you configured a custom JDK, ensure the unlimited strength JCE policies are in place on al nodes. For more
information, refer to “Install the JCE for Kerberos'.

Please a so note:

If you plan on leveraging this IPA to create trusts with other KDCs, please follow the Freel PA “Considerations for
Active Directory integration” to ensure your hosts use a non-overlapping DNS domain, with matching uppercase
REALM.

Kerberos authentication allows maximum 3 seconds time discrepancy. Use of IPA’s NTP server or an external
time management service is highly recommended for all cluster hosts, including the Freel PA host.

To avoid exposing the IPA admin account, consider creating a dedicated hadoopadmin account that is a member
of the admins group, or has been added to arole with User & Service Administratration privileges. Remember to
reset theinitial temporary password for the account before use in Ambari. For more details on this process see the
section below.

Creating an 1 PA account for use with Ambari

Example creating hadoopadmin account with explicit privileges

# obtain valid ticket as | PA adm ni strator

10
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kinit adnmin

# create a new principal to be used for anbari kerberos adninistration
i pa user-add hadoopadm n --first=Hadoop --last=Adm n --password

# create a role and and give it privilege to manage users and services

i pa rol e-add hadoopadni nrol e

i pa rol e-add-privil ege hadoopadnmi nrole --privil eges="User Adni nistrators"

i pa rol e-add-privil ege hadoopadninrole --privil eges="Service Adm nistrators

# add the hadoopadm n user to the role
i pa rol e-add- mrenber hadoopadm nrol e --users=hadoopadni n

# login once, or kinit, to reset the initial tenporary password for the
hadoopadni n account
ki nit hadoopadni n

f Important: Do notinstall an Ambari Agent on the IPA host.

« |PA leverages the SPNEGO principal (HTTP/ipa.your.domain.com) for secure accessto its Web Ul
component. Installing the Ambari Agent on the |PA host causes the kvno of SPNEGO principal to
increase, which causes problems for IPA HTTP server. If you have already accidentally done this and
IPA isnot ableto start, symlink |PA’s http keytab path (/var/lib/ipa/gssproxy/http.keytab) to /etc/security/
keytabs/spnego.service.keytab and contact your |PA provider’s support.

e The/etc/krb5.conf file on the IPA host has some additional properties not captured in Ambari’ s krb5.conf
template. Since letting Ambari manage krb5.conf on the cluster hosts is recommended, making the IPA
host a part of the cluster is problematic for the IPA services. If you had this option checked when the
ambari agent was installed, and do not have a backup of the original krb5.conf, reference the “krb5.conf
template” to restore immediate functionality.

Related Information

Freel PA: Deployment recommendations>Considerations for Active Directory Integration
Install the JCE for Kerberos

Freel PA: IPA Deployment Recommendations
RedHat: IPA Deployment Recommendations

Freel PA: IPA Instalation Instructions

RedHat: IPA Installation Instructions

HCC: Disabling Keyring in Redhat 7.x
Stackoverflow: Disabling Keyring in Redhat 7.x
Setting up trusts between IPA and Active Directory
krb5.conf template

Install the JCE for Kerberos

Before enabling Kerberos in the cluster, you must deploy the Java Cryptography Extension (JCE) security policy files
on the Ambari Server and on all hostsin the cluster, including the Ambari Server. If you are using OpenJDK, some
distributions of the OpendDK (such as RHEL/CentOS and Ubuntu) come with unlimited strength JCE automatically
and therefore, installation of JCE is not required.

Procedure
1. Onthe Ambari Server, obtain the JCE policy file appropriate for the JDK version in your cluster:
Option

OracleJDK 1.8 http://www.oracle.com/technetwork/javaljavase/
downloads/jce8-downl oad-2133166.html
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Option

OracleJDK 1.7 http://www.oracle.com/technetwork/javaljavase/
downloads/jce-7-download-432124.html

wget --no-check-certificate --no-cookies --header " Cookie: oraclelicense=accept-securebackup-cookie" "http://
download.oracle.com/otn-publ/javaljce/8/jce_policy-8.zip"

2. Savethe policy file archivein atemporary location.

3. On Ambari Server and on each host in the cluster, add the unlimited security policy JCE jarsto $JAVA_HOME/
jreflib/security/.

For example, run the following to extract the policy jarsinto the JDK installed on your host:

unzip -o -j -q jce_policy-8.zip -d /usr/jdk64/jdkl.8.0_40/jrellib/
security/

4. Restart Ambari Server: sudo ambari-server restart.

What to do next
Proceed to “Running the Kerberos Security Wizard”.
Related Information

Running the Kerberos Security Wizard

Enabling Kerberos Security

Whether you choose automated or manual Kerberos setup, Ambari provides awizard to help with enabling Kerberos
in the cluster. This section providesinformation on preparing Ambari before running the wizard, and the stepsto run
the wizard.

Prerequisites

« Having the JCE installed on all hosts on the cluster (including the Ambari Server).
» Having the Ambari Server host as part of the cluster.

» Create mappings between principals and UNIX user names. . Creating mappings can help resolve access issues
related to case mismatches between principal and local user names.

Exclusions

Ambari Metricswill not be secured with Kerberos unlessit is configured for distributed metrics storage. By defaullt,
it uses embedded metrics storage and will not be secured as part of the Kerberos Wizard. If you wish to have Ambari
Metrics secured with Kerberos, please see “ Customizing the Metrics Collector Mode” to enable distributed metrics
storage prior to running the Kerberos Wizard.

Centrify Server Suite

If Centrify isinstalled and being used on any of the serversin the cluster, it is critical that you refer to Centrify's
integration guide before attempting to enable Kerberos Security on your cluster. The documentation can be found in
the Centrify Server Suite documentation library. A direct link to the Hortonworks-specific configuration guide can be
found below.

Related Information

Create Mappings Between Principals and UNIX Usernames

Centrify Server Suite 2016: Centrify Identity and Access Management for Hortonworks

Tuning Performance for AM S>Customize AM S collector mode

Disable Kerberos Security
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Create Mappings Between Principals and UNIX Usernames
HDP uses arule-based system to create mappings between service principals and their related UNIX
usernames. The rules are specified in the core-site.xml configuration file as the value to the optional key
hadoop.security.auth_to_local.

About thistask

The default ruleis simply named DEFAULT. It translates al principalsin your default domain to their first
component. For example, myusername@A PACHE.ORG and myusername/admin@APACHE.ORG both become
myusername, assuming your default domain is APACHE.ORG.

While mapping the Kerberos principals, if the Kerberos principal names are in the UPPERCA SE or CaMel case, the
names will not be recognized on the Linux machine (as Linux users are alwaysin lower case). Y ou must add the extra
switch "/L" in the rule definition to force the conversion to lower case.

Creating Rules

To accommodate more complex translations, you can create a hierarchical set of rulesto add to the default. Each rule
isdivided into three parts: base, filter, and substitution.

Procedure

e TheBase

The base begins with the number of components in the principal name (excluding the realm), followed by a
colon, and the pattern for building the username from the sections of the principal name. In the pattern section $0
trandlates to the realm, $1 trandlates to the first component, and $2 to the second component.

[1: $1@0] transl ates myuser name @PACHE. ORG t 0 myuser name @\PACHE. ORG
[2:$1] transl ates myuser name/ adm n@\PACHE. ORG t 0 nyuser nane
[2: $19%2] transl ates myuser nane/ adm n@\PACHE. ORG t 0 “ myuser name%adm n"

* TheFilter:
Thefilter consists of aregular expression (regex) in a parentheses. It must match the generated string for the rule
to apply.

(.*%dmi n) matches any string that ends in %admin
(. *@OVE. DOVAIN) mat ches any string that ends in @OQOVE. DOVAI N

* The Substitution:
The substitution is a sed rule that translates aregex into afixed string.

s/ @G\CME\. COM / renoves the first instance of @\CVE. DOVAI N
sI@A-Z]*\.COM/ renove the first instance of @followed by a nane
foll owed by COM
s/IXI'YIg replace all of X' s in the name with Y

Example

If your default realm was APACHE.ORG, but you also wanted to take all principals from ACME.COM that had a
single component joe@ACME.COM, the following rule would do this:

Example

To trandate names with a second component, you could use these rules:

RULE: [ 1: $1@50] (. G\CME. COM s/ @/ /
RULE: [ 2: $1@50] (. G\CME. COM) s/ @// DEFAULT
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Example

Totreat all principals from APACHE.ORG with the extension /admin as admin, your rules would look like this:

RULE[ 2: $1%%2@50] (. Yadm n@\PACHE. ORG) s/ . / admi n/
DEFAULT

Example

To force username conversion from CaMel case or UPPERCASE to lowercase, you could mode! the following
auth_to_local rule examples which have the lowercase switch added:

RULE: [ 1: $1] /L

RULE: [ 2: $1] /L

RULE: [ 2: $1; $2] (~. *; admi n$) s/ ; admi n$/// L
RULE: [ 2: $1; $2] (". *; guest $) s/ ; guest $// g/ L
RULE: [ 1: $1] /L

RULE: [2: $1] /L

1
[2
RULE: [ 2: $1; $2] (~. *; adni n$) s/ ; adm n$/// L
2:$1; $2] (~. *; guest $) s/ ; guest $// g/ L

And based on these rules, here are the expected output for the following inputs:

"JOE@FOO.COM" to "joe" "Joe/root@FOO.COM" to "joe" "Joe/admin@FOO.COM" to "joe" " Joe/
guestguest@FOO.COM" to "joe"

Running the Kerberos Security Wizard

Ambari provides three options for enabling Kerberos: using an existing MIT KDC (Automated Setup), using an
existing Active Directory (Automated Setup), or manage Kerberos principals and keytabs manually (Manual Setup).

Automated Setup

When choosing Existing MIT KDC or Existing Active Directory, the Kerberos Wizard prompts for information
related to the KDC, the KDC Admin Account and the Service and Ambari principals. Once provided, Ambari will
automatically create principals, generate keytabs and distribute keytabs to the hosts in the cluster. The services will
be configured for Kerberos and the service components are restarted to authenticate against the KDC. Thisisthe
Automated Setup option. See “Launching the Kerberos Wizard (Automated Setup)” for more details.

If you chose to enable Kerberos using the Automated Kerberos Setup option, as part of the enabling Kerberos
process, Ambari installs the Kerberos clients on the cluster hosts. Depending on your operating system, the following
packages are installed:

Table 1. Packagesinstalled by Ambari for the Kerberos Client

Operating System Packages

RHEL/CentOS/Oracle Linux 7 krb5-workstation

RHEL/CentOS/Oracle Linux 6 krb5-workstation

SLES11 krb5-client

Ubuntu/Debian krb5-user, krb5-config
Manual Setup

When choosing Manage K erberos principals and keytabs manually, you must create the principals, generate and
distribute the keytabs; including you performing the “ Ambari Server Kerberos setup”. Ambari will not do this
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automatically. Thisisthe Manual Setup option. See “Launching the Kerberos Wizard (Manual Setup)” for more
details.

Related Information

Launch the Kerberos Wizard (Automated Setup)
Launch the Kerberos Wizard (Manual Setup)
Set Up Kerberos for Ambari Server

Launch the Kerberos Wizard (Automated Setup)
Choose the Kerberos Wizard Automated Setup if you will use an existing MIT KDC or Active Directory, as opposed
to managing Kerberos principals and keytabs manually.

Note:

IE When Ambari server is not on aregistered host, Kerberos client and Kerberos configurations have to be
managed manually on the Ambari server host. Before running the Kerberos wizard, install Kerberos client on
the Ambari server host manually (example: yum install krb5-workstation -y ). Continue through the Kerberos
wizard. When the Install Kerberos clients wizard step is passed, copy the generated K erberos configuration
file krb5.conf manually from any agent host to the Ambari server host.

Procedure

1. Besureyou haveinstalled and configured your KDC and have prepared the JCE on each host in the cluster.
Log into Ambari Web and Browse to Admin > Kerberos.

Click “Enable Kerberos’ to launch the wizard.

Select the type of KDC you are using and confirm you have met the prerequisites.

Provide information about the KDC and admin account.

a) Inthe KDC section, enter the following information:

* Inthe KDC Host field, the IP address or FQDN for the KDC host. Optionally a port number may be
included.

« Inthe Realm name field, the default realm to use when creating service principals.

e (Optiona) Inthe Domainsfield, provide alist of patterns to use to map hostsin the cluster
to the appropriate realm. For example, if your hosts have a common domain in their FQDN
such as host1.hortonworks.local and host2.hortonworks.local, you would set this to:
.hortonworks.local ,hortonworks.local

b) Inthe Kadmin section, enter the following information:

¢ Inthe Kadmin Host field, the IP address or FQDN for the KDC administrative host. Optionally a port
number may be included.

e TheAdmin principal and password that will be used to create principals and keytabs.

e (Optiona) If you have configured Ambari for encrypted passwords, the Save Admin Credentials option
will be enabled. With this option, you can have Ambari store the KDC Admin credentials to use when
making cluster changes. Refer to “Update KDC Admin Credentials’ for more information on this option.

6. Modify any advanced Kerberos settings based on your environment.

a) (Optional) To manage your Kerberos client krb5.conf manually (and not have Ambari manage the krb5.conf),
expand the Advanced krb5-conf section and uncheck the "Manage" option. Y ou must have the krb5.conf
configured on each host.

When manually managing the krb5.conf it is recommended to ensure that DNS is not used for looking

up KDC, and REALM entries. Relying on DNS can cause negative performance, and functional impact.

To ensure that DNS is not used, ensure the following entries are set in the libdefaults section of your

configuration.

o~ wD

[1'i bdefaul ts]
dns_| ookup_kdc = fal se
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dns_| ookup_real m = fal se

b) (Optional) to configure any additional KDC'sto be used for this environment, add an entry for each additional
KDC to the realms section of the Advanced krb5-conf's krb5-conf template.

kdc
kdc

{{kdc_host}}
ot her kdc. exanpl e. com

¢) (Optional) To not have Ambari install the Kerberos client libraries on all hosts, expand the Advanced
kerberos-env section and uncheck the “Install OS-specific Kerberos client package(s)” option. Y ou must have
the Kerberos client utilitiesinstalled on each host.

d) (Optiona) If your Kerberos client libraries are in non-standard path locations, expand the Advanced kerberos-
env section and adjust the “ Executable Search Paths’ option.

€) (Optiona) If your KDC has a password policy, expand the Advanced kerberos-env section and adjust the
Password options.

f) (Optiona) Ambari will test your Kerberos settings by generating atest principal and authenticating with that
principal. To customize the test principal name that Ambari will use, expand the Advanced kerberos-env
section and adjust the Test Kerberos Principal value. By default, the test principal name is a combination of
cluster name and date (${ cluster_name} -${ short_date} ). Thistest principal will be deleted after thetest is
complete.

0) (Optional) If you need to customize the attributes for the principals Ambari will create, when using Active
Directory, see “Customizing the Attribute Template” for more information. When using MIT KDC, you can
pass Principal Attributes options in the Advanced kerberos-env section. For example, you can set options
related to pre-auth or max. renew life by passing:

-requires_preauth -maxrenewlife "7 days"
7. Proceed with the install.

8. Ambari will install Kerberos clients on the hosts and test access to the KDC by testing that Ambari can create a
principal, generate a keytab and distribute that keytab.

9. Customize the Kerberos identities used by Hadoop and proceed to kerberize the cluster.
On the Configure Identities step, be sure to review the principal names, particularly the Ambari Principals on the
General tab. These principal names, by default, append the name of the cluster to each of the Ambari principals.
Y ou can leave this as default or adjust these by removing the "-${ cluster-name} " from principal name string. For
example, if your cluster is named HDP and your realm is EXAMPLE.COM, the hdfs principal will be created as
hdfssHDP@EXAMPLE.COM.

10. Confirm your configuration. Y ou can optionally download a CSV file of the principals and keytabs that Ambari
will automatically create.

11. Click Next to start the process.

12. After principals have been created and keytabs have been generated and distributed, Ambari updates the cluster
configurations, then starts and tests the Servicesin the cluster.

13. Exit the wizard when complete.

14. Ambari Server communicates with components in the cluster, and now with Kerberos setup, you need to make
sure Ambari Server is setup for Kerberos. As part of the automated Kerberos setup process, Ambari Server has
been given akeytab and setup is performed. All you need to do isrestart Ambari Server for that to take effect.
Therefore, restart Ambari Server at thistime: ambari-server restart.

Related Information

Install the JCE for Kerberos

Update KDC Admin Credentials

Checklist: Installing and Configuring the KDC
Customizing the Attribute Template

Launch the Kerberos Wizard (Manual Setup)
Choose the Kerberos Wizard Manual Setup if you will manage Kerberos principals and keytabs manually, as opposed
to using an existing MIT KDC or Active Directory.
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Procedure

1. Besureyou haveinstalled and configured your KDC and have prepared the JCE on each host in the cluster.

Log into Ambari Web and Browse to Admin > Kerberos.

Click “Enable Kerberos’ to launch the wizard.

Select the Manage Kerberos principals and keytabs manually option and confirm you have met the prerequisites.
Provide information about the KDC and admin account.

If your Kerberos client libraries are in non-standard path locations, expand the Advanced kerberos-env section and
adjust the “ Executable Search Paths’ option.

6. Customize the Kerberos identities used by Hadoop and proceed to kerberize the cluster.

On the Configure |dentities step, be sure to review the principal names, particularly the Ambari Principals on the
General tab. These principal names, by default, append the name of the cluster to each of the Ambari principals.
Y ou can leave this as default or adjust these by removing the "-${ cluster-name} " from principal name string. For
example, if your cluster is named HDP and your realm is EXAMPLE.COM, the hdfs principa will be created as
hdfssHDP@EXAMPLE.COM.

7. Confirm your configuration. Since you have chosen the Manual Kerberos Setup option, obtain the CSV file for
thelist of principals and keytabs required for the cluster to work with Kerberos. Do not proceed until you have
manually created and distributed the principals and keytabs to the cluster hosts.

8. Click Next to continue.

9. Ambari updates the cluster configurations, then starts and tests the Services in the cluster.

10. Exit the wizard when complete.

11. Finish by completing “ Set Up Kerberos for Ambari Server”.

o > wDd

Related Information

Set Up Kerberos for Ambari Server

Install the JCE for Kerberos

Checklist: Installing and Configuring the KDC

Update KDC Admin Credentials
How to update previously-saved KDC credentialsin Ambari.

About thistask

When you enable Kerberos, if you choose to use an Existing MIT KDC or Existing Active Directory, the Kerberos
Wizard prompts for information related to the KDC, the KDC Admin Account credentials, and the Service and
Ambari principals. Once provided, Ambari will automatically create principals, generate keytabs and distribute
keytabs to the hosts in the cluster. The services will be configured for Kerberos and the service components are
restarted to authenticate against the KDC. Thisis the Kerberos Automated Setup option.

By default, Ambari will not retain the KDC Admin Account credentials you provide unless you have encrypted the
passwords stored in Ambari (see “ Encrypt Database and LDAP Passwordsin Ambari”). If you have not configured
Ambari for password encryption, you will be prompted to provide KDC Admin Account credentials whenever cluster
changes are made that require KDC principal and/or keytab changes (such as adding services, components and hosts).

If you have configured Ambari for password encryption, you will have an option to Save Admin Credentials. Ambari
will use the retained KDC Admin Account credentials to make the KDC changes automatically.

() Save Admin Credentials @

Note:
E If you do not have password encryption enabled for Ambari, the Save Admin Credentials option will not be
enabled.

17



Configuring Authentication with Kerberos Enabling K erberos Authentication Using Ambari

Procedure
Updating KDC Credentias:

If you have chosen to Save Admin Credentials when enabling Kerberos, you can update or remove the credentials
from Ambari using the following:

a) In Ambari Web, browse to Cluster Admin > Kerberos and click the Manage KDC Credential s button. The Manage
KDC Credentials dialog is displayed.

b) If credentials have been previously saved, click Remove to remove the credentials currently stored in Ambari.
Once removed, if cluster changes that require KDC principa and/or keytab changes (such as adding services,
components and hosts), you will be prompted to enter the KDC Admin Account credentials.

c) Alternatively, to update the KDC Admin Account credentials, enter the Admin principal and password values and
click Save.

Related I nformation
Encrypt Database and LDAP Passwords in Ambari

Customizing the Attribute Template

If you are using the Kerberos Automated setup with Active Directory, depending on your KDC palicies, you can
customize the attributes that Ambari sets when creating principals.

On the Configure Kerberos step of the wizard, in the Advanced kerberos-env section, you have access to the Ambari
Attribute Template. This template (which is based on the Apache Velocity templating syntax) can be modified to
adjust which attributes are set on the principals and how those attribute values are derived.

The following table lists the set of computed attribute variables available if you choose to modify the template:

Attribute Variables Example

$normalized_principal nn/c6401.ambari.apache.org@EXAMPLE.COM
$principal_name nn/c6401.ambari.apache.org

$principal_primary nn

$principal _digest SHA1 hash of the $normalized_principal

$principal _digest_256 SHA256 hash of the $normalized_principal
$principal_digest_512 SHA512 hash of the $normalized_principal
$principal_instance ¢6401.ambari.apache.org

$ream EXAMPLE.COM

$password password

Related Information
Apache Velocity

Disable Kerberos Security
After Enabling Kerberos Security, you can disable Kerberos.

Procedure

1. Loginto Ambari Web and Browse to Admin > Kerberos.
2. Click Disable Kerberos to launch the wizard.
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3. Complete the wizard.

Related Information
Enabling Kerberos Security

Configuring HDP Componentsfor Kerberos

This section describes how to configure Kerberos for strong authentication for HDP components in an Ambari-
managed cluster.

Configuring Kafka for Kerberos
This section describes how to configure Kafka for Kerberos security on an Ambari-managed cluster.
Kerberos security for Kafkais an optional feature. When security is enabled, features include:

« Authentication of client connections (consumer, producer) to brokers
e ACL-based authorization

Kerberosfor Kafka Prerequisites
If you are configuring Kafka for Kerberos, your cluster must meet some prerequisites before you can enable

Kerberos.
Prerequisite References*
Ambari-managed cluster with Kafkainstalled. “Installing, Configuring, and Deploying a Cluster” (link below)

¢ Ambari Version 2.1.0.0 or later
¢ Stack version HDP 2.3.2 or later

Key Distribution Center (KDC) server installed and running “Installing and Configuring the KDC” (link below)

JCE installed on all hosts on the cluster (including the Ambari server) | “Enabling Kerberos Authentication Using Ambari” (link below)

Links are for Ambari 2.1.2.0.

When all prerequisites are fulfilled, enable Kerberos security. For more information see “Launching the Kerberos
Wizard (Automated Setup)” (link below).

Related Information

Launch the Kerberos Wizard (Automated Setup)

Enabling Kerberos Authentication Using Ambari

Checklist: Installing and Configuring the KDC

Apache Ambari Installation> Installing, Configuring, and Deploying a Cluster

Configuring the Kafka Broker for Kerberos
During the installation process, Ambari configures a series of Kafka settings and creates a JAAS configuration file for
the Kafka server.
It is not necessary to modify these settings, but for more information see “ Appendix: Kerberos Kafka Configuration
Options”.
Related Information
Appendix: Kerberos Kafka Configuration Options
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Create Kafka Topics
When you use a script, command, or API to create atopic, an entry is created under ZooKeeper. The only user with
access to ZooK eeper is the service account running Kafka (by default, kafka). Therefore, the first step toward creating
aKafkatopic on a secure cluster isto run kinit, specifying the Kafka service keytab. The second step isto create the
topic.
Procedure

1. Runkinit, specifying the Kafka service keytab. For example:
kinit -k -t /etc/security/keytabs/kafka.service.keytab kafka/c6401.ambari.apache.org@EXAMPLE.COM

2. Next, create the topic. Run the kafka-topics.sh command-line tool with the following options:

/bin/kafka-topics.sh --zookeeper <hostname>:<port> --create --topic <topic-name> --partitions <number-of-
partitions> --replication-factor <number-of-replicating-servers>

For more information about kafka-topics.sh parameters, see Basic Kafka Operations on the Apache Kafka
website.

/ bi n/ kaf ka-t opi cs. sh --zookeeper c6401. anbari . apache. org: 2181 --create --
topic test topic --partitions 2 --replication-factor 2

Created topic "test _topic".
3. Add permissions:

By default, permissions are set so that only the Kafka service user has access; no other user can read or write to
the new topic. In other words, if your Kafka server is running with principal $K AFKA-USER, only that principal
will be able to write to ZooK eeper.

For information about adding permissions, see “ Authorizing Access when Kerberos is Enabled”.

Related Information
Authorizing Access when Kerberos is Enabled
Apache Kafka Documentation

Produce Events or M essagesto Kafka on a Secured Cluster
How to produce events/messages to Kafka on a secured cluster.

Before you begin

Make sure that you have enabled access to the topic (via Ranger or native ACL ) for the user associated with the
producer process. We recommend that you use Ranger to manage permissions. For more information, see “ Apache
Ranger User Guide> Adding KAFKA Policies’.

About thistask

During the installation process, Ambari configures a series of Kafka client and producer settings, and creates a JAAS
configuration file for the Kafka client. It is not necessary to modify these settings, but for more information about
them see “ Appendix: Kerberos Kafka Configuration Options’.

E Note: Only the Kafka Java API is supported for Kerberos. Third-party clients are not supported.

Procedure
1. Specify the path to the JAAS configuration file as one of your VM parameters:
-Djava.security.auth.login.config=/usr/hdp/current/kafka-broker/config/kafka client_jaas.conf

For more information about the kafka_client_jaasfile, see “JAAS Configuration File for the Kafka Client”.
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2. kinit with the principal's keytab.
3. Launch kafka-console-producer.sh with the following configuration options. (Note: these settings are the same as
in previous versions, except for the addition of --security-protocol SASL_PLAINTEXT.)

Jbin/kafka-console-producer.sh --broker-list <hostname:port [,hostname:port, ...]> --topic <topic-name> --
security-protocol SASL_PLAINTEXT

Jbin/kafka-console-producer.sh --broker-list c6401.ambari.apache.org:6667,c6402.ambari.apache.org:6667 --topic
test_topic --security-protocol SASL PLAINTEXT

Issue: If you launch the producer from the command-line interface without specifying the security-protocol option,
you will seethe following error:

2015-07-21 04:14:06,611] ERROR fetching topic netadata for topics
[Set(test _topic)] from broker
[ ArrayBuf f er ( Br oker EndPoi nt (0, c6401. anbari . apache. org, 6667),
Br oker EndPoi nt (1, c6402. anbari . apache. org, 6667))] fail ed
(kafka.utils.Coreltils$)
kaf ka. common. Kaf kaExcepti on: fetching topic netadata for topics
[Set(test _topic)] from broker
[ ArrayBuf f er ( Br oker EndPoi nt (0, c6401. anbari . apache. or g, 6667),
Br oker EndPoi nt (1, c6402. anbari . apache. org, 6667))] fail ed

at kafka.client.CientUtils$. fetchTopi cMetadata(CientUtils. scala:73)
Caused by: java.io. EOFException: Received -1 when readi ng from channel
socket has likely been cl osed.

at kafka.utils.CoreUtils$.read(Coreltils. scal a: 193)

at
kaf ka. net wor k. BoundedByt eBuf f er Recei ve. r eadFr on{ BoundedByt eBuf f er Recei ve. scal a: 54)

Solution: Add --security-protocol SASL_PLAINTEXT to the kafka-consol e-producer.sh runtime options.
Producer Code Examplefor a Kerberos-Enabled Cluster

The following example shows sample code for a producer in a Kerberos-enabled Kafka cluster. Note that the
SECURITY_PROTOCOL_CONFIG property isset to SASL_PLAINTEXT.

package com hortonwor ks. exanpl e. kaf ka. producer;

i mport org.apache. kaf ka. cl i ents. Commond i ent Confi gs;

i mport org.apache. kaf ka. cl i ents. producer. Cal | back;

i mport org. apache. kaf ka. cl i ents. producer . Kaf kaPr oducer ;
i mport org.apache. kaf ka. cl i ents. producer. Producer;

i mport org.apache. kaf ka. cl i ents. producer. Producer Confi g;
i mport org. apache. kaf ka. cli ents. producer. Producer Recor d;
i mport org.apache. kaf ka. cl i ents. producer. Recor dMet adat a;

i mport java.util.Properties;
i mport java.util.Random

public class Basi cProducer Exanpl e {
public static void nmain(String[] args){

Properties props = new Properties();
props. put ( Producer Confi g. BOOTSTRAP_SERVERS_CONFI G,

"kaf ka. exanpl e. com 6667") ;
/1 specify the protocol for SSL Encryption
props. put (Commond i ent Confi gs. SECURI TY_PROTOCOL_CONFI G

"SASL_PLAI NTEXT") ;

props. put (Producer Confi g. ACKS CONFIG "all");
props. put ( Producer Confi g. RETRIES CONFI G 0);
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props. put (Producer Confi g. VALUE_SERI ALI ZER _CLASS_CONFI G
"org. apache. kaf ka. common. seri al i zation. StringSerializer");

props. put ( Producer Confi g. KEY_SERI ALI ZER CLASS CONFI G,
"or g. apache. kaf ka. conmon. seri al i zati on. Stri ngSeri alizer");

Producer<String, String> producer = new Kaf kaPr oducer<Stri ng,
String>(props);
Test Cal | back cal | back = new Test Cal | back();
Random rnd = new Randon();
for (longi =0; i <100 ; i++) {
Producer Record<String, String> data = new Producer Record<Stri ng,
String>(
"test-topic", "key-" + i, "message-"+i );
producer. send(data, call back);

}

producer. cl ose();

private static class TestCall back inplenments Call back {

@verride
public void onConpl eti on(Recor dMvet adat a recor dvet adat a, Exception e)

if (e!=null) {
Systemout.println("Error while produci ng nessage to topic :
+ recordMet adat a) ;
e.printStackTrace();
} else {
String nmessage = String.format("sent nmessage
to topic: % partition: % offset: %", recordMetadata.topic(),
recordMet adat a. partition(), recordMetadata. offset());
System out . printl n(nessage) ;
}

}

To run the example, issue the following command:

$ java -Dj ava. security.auth. | ogin.config=/usr/hdp/
current/ kaf ka- br oker/ confi g/ kaf ka_cl i ent _j aas. conf
com hort onwor ks. exanpl e. kaf ka. pr oducer . Basi cPr oducer Exanpl e

Related Information

Appendix: Kerberos Kafka Configuration Options
JAAS Configuration File for the Kafka Server

Apache Ranger User Guide> Adding KAFKA Policies

Consume Eventsor Messages from Kafka on a Secured Cluster
How to consume events/messages from Kafka on a secured cluster.

Before you begin

Make sure that you have enabled access to the topic (via Ranger or native ACL ) for the user associated with the
consumer process. We recommend that you use Ranger to manage permissions. For more information, see “ Apache
Ranger User Guide> Adding KAFKA Palicies’.
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About thistask

During the installation process, Ambari configures a series of Kafka client and producer settings, and creates a
JAAS configuration file for the Kafka client. It is not necessary to modify these values, but for more information see
“Appendix: Kerberos Kafka Configuration Options’.

E Note: Only the Kafka Java APl is supported for Kerberos. Third-party clients are not supported.

Procedure
1. Specify the path to the JAAS configuration file as one of your VM parameters.
For more information about the kafka_client_jaasfile, see “JAAS Configuration File for the Kafka Client”.

-Djava.security.auth.login.config=/usr/hdp/current/kafka-broker/config/kafka _client_jaas.conf
2. kinit with the principal's keytab.

3. Launch kafka-console-consumer.sh with the following configuration settings. (Note: these settings are the same as
in previous versions, except for the addition of --security-protocol SASL_PLAINTEXT.)

Jbin/kafka-console-consumer.sh --zookeeper c6401.ambari.apache.org:2181 --topic test_topic --from-beginning --
security-protocol SASL_PLAINTEXT

Issue: If you launch the consumer from the command-line interface without specifying the security-protocol option,
you will seethefollowing error:

2015-07-21 04:14:06,611] ERROR fetching topic netadata for topics
[Set(test _topic)] from broker
[ ArrayBuf f er (Br oker EndPoi nt (0, c6401. anbari . apache. or g, 6667) ,
Br oker EndPoi nt (1, c6402. anbari . apache. org, 6667))] fail ed
(kafka.utils.Coreltil s$)
kaf ka. common. Kaf kaExcepti on: fetching topic netadata for topics
[Set(test _topic)] from broker
[ ArrayBuf f er ( Br oker EndPoi nt (0, c6401. anbari . apache. org, 6667),
Br oker EndPoi nt (1, c6402. anbari . apache. org, 6667))] fail ed
at kafka.client.CientUtils$. fetchTopi cMetadata(dientUtils. scal a:73)
Caused by: java.io. EOFException: Received -1 when readi ng from channel
socket has likely been cl osed.
at kafka.utils.CoreUtils$.read(Coreltils. scal a: 193)
at
kaf ka. net wor k. BoundedByt eBuf f er Recei ve. r eadFr on{ BoundedByt eBuf f er Recei ve. scal a: 54)

Solution: Add --security-protocol SASL_PLAINTEXT to the kafka-consol e-consumer.sh runtime options.
Consumer Code Examplefor a Kerberos-Enabled Cluster

The following example shows sample code for a producer in a Kerberos-enabled Kafka cluster. Note that the
SECURITY_PROTOCOL_CONFIG property isset to SASL_PLAINTEXT.

package com hort onwor ks. exanpl e. kaf ka. consuner ;

i mport org. apache. kaf ka. cl i ents. Commond i ent Confi gs;

i mport org. apache. kaf ka. cl i ents. consumer. Consuner Confi g;

i mport org. apache. kaf ka. cl i ents. consuner. Consuner Rebal anceli st ener;
i mport org. apache. kaf ka. cli ents. consuner . Consuner Recor d;

i mport org. apache. kaf ka. cli ents. consuner. Consunmer Recor ds;

i mport org.apache. kaf ka. cl i ents. consuner . Kaf kaConsuner ;

i mport org. apache. kaf ka. conmon. Topi cPartiti on;

i mport java.util.Collection;
i mport java.util.Collections;
i mport java.util.Properties;
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public class Basi cConsuner Exanpl e {
public static void nmain(String[] args) {

Properties consunerConfig = new Properties();
consumer Conf i g. put (Consumer Conf i g. BOOTSTRAP_SERVERS CONFI G
"kaf ka. exanpl e. com 6667") ;

/'l specify the protocol for SSL Encryption
consuner Confi g. put (Cormond i ent Confi gs. SECURI TY_PROTOCOL_CONFI G
"SASL_PLAI NTEXT") ;

consumer Confi g. put (Consumner Confi g. GROUP_I D_CONFI G "nmy-group");

consumer Confi g. put (Consuner Conf i g. AUTO_OFFSET_RESET_CONFI G
"earliest");

consuner Confi g. put (Consuner Confi g. VALUE_DESERI ALI ZER CLASS CONFI G
"org. apache. kaf ka. conmon. seri al i zati on. Stri ngDeseri al i zer");

consurmer Confi g. put (Consuner Conf i g. KEY_DESERI ALI ZER _CLASS CONFI G
"org. apache. kaf ka. conmon. seri al i zati on. StringDeserializer");

Kaf kaConsuner <byte[], byte[]> consumer = new
Kaf kaConsuner <>( consuner Confi Q) ;

Test Consuner Rebal ancelLi st ener rebal anceli stener = new
Test Consuner Rebal ancelLi st ener () ;

consumer . subscri be(Col | ecti ons. si ngl etonLi st("test-topic"),
r ebal anceli st ener);

while (true) {
Consuner Recor ds<byte[], byte[]> records = consuner. pol | (1000);
for (ConsumnerRecord<byte[], byte[]> record : records) {
System out . printf("Recei ved Message topic =%, partition =%,
of fset = %, key = %, value = %\n", record.topic(), record. partition(),
record. offset(), record. key(), record.value());

consuner.comm t Sync() ;

}

private static class TestConsuner Rebal ancelLi stener inpl enents
Consumer Rebal ancelLi st ener {
@verride
public void onPartitionsRevoked(Col | ecti on<Topi cPartition>
partitions) {
Systemout.println("Called onPartiti onsRevoked with partitions:"
+ partitions);

@verride
public void onPartitionsAssigned(Collection<TopicPartition>
partitions) {
Systemout.printin("Called onPartitionsAssigned with partitions:"
+ partitions);

}
}

To run the example, issue the following command:

# java -Djava. security.auth.login.config=/usr/hdp/
current/ kaf ka- br oker/ confi g/ kaf ka_cl i ent _j aas. conf
com hort onwor ks. exanpl e. kaf ka. consuner . Basi cConsuner Exanpl e
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Related Information

Appendix: Kerberos Kafka Configuration Options
JAAS Configuration File for the Kafka Server

Apache Ranger User Guide> Adding KAFKA Policies

Authorizing Accesswhen Kerberosis Enabled

K afka ships with a pluggable Authorizer and an out-of-box authorizer implementation that uses ZooK eeper to store
Access Control Lists (ACLS).

Authorization can be done via Ranger (see the “Kafka’ section of the Ranger Install Guide) or with native ACLSs.
A Kafka ACL entry hasthe following general format:

Principal Pis[Allowed/Denied] Operation O From Host H On Resource R

where

« A principal isany entity that can be authenticated by the system, such as a user account, a thread or process
running in the security context of a user account, or security groups of such accounts. Principal is specified in the
Principa Type: PrincipalName (user:dev@EXAMPLE.COM) format. Specify user:* to indicate al principals.

Principal is acomma-separated list of principals. Specify * to indicate all principals. (A principal is any entity that
can be authenticated by the system, such as a user account, athread or process running in the security context of a
user account, or security groups of such accounts.)

» Operation can be one of: READ, WRITE, CREATE, DESCRIBE, or ALL.

* Resourceisatopic name, aconsumer group name, or the string “kafka-cluster” to indicate a cluster-level resource
(only used with a CREATE operation).

* Hostisthe client host |P address. Specify * to indicate all hosts.

Appendix: Kerberos Kafka Configuration Options
Reference material for Kerberos Kafka configuration options.

Server.propertieskey value pairs
Ambari configures the following Kafka values during the installation process. Settings are stored as key-value pairs
stored in an underlying server.properties configuration file.

listeners

A comma-separated list of URIsthat Kafkawill listen on, and their protocols.
Required property with three parts:

<protocol>:<hostname>:<port>

Set <protocol>to SASL_PLAINTEXT, to specify the protocol that server accepts connections. SASL authentication
will be used over a plaintext channel. Once SASL authentication is established between client and server, the session
will have the client’s principal as an authenticated user. The broker can only accept SASL (Kerberos) connections,
and there is no wire encryption applied. (Note: For a non-secure cluster, <protocol> should be set to PLAINTEXT.)

Set hostname to the hostname associated with the node you are installing. Kerberos uses this value and "principal"
to construct the K erberos service name. Specify hostname 0.0.0.0 to bind to all interfaces. Leave hostname empty to
bind to the default interface.

Set port to the Kafka service port. When Kafkais installed using Ambari, the default port number is 6667.
Examples of legal listener lists::

listeners=SASL_PLAINTEXT://kafkal.hostl.com:6667

listeners=PLAINTEXT://myhost:9092, TRACE://:9091, SASL_PLAINTEXT://0.0.0.0:9093
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advertised.listeners

A list of listeners to publish to ZooKeeper for clientsto use, if different than the listeners specified in the preceding
section.

In laaS environments, this value might need to be different from the interface to which the broker binds.
If advertised.listenersis not set, the value for listeners will be used.

Required value with three parts:

<protocol>:<hostname>:<port>

Set protocol to SASL_PLAINTEXT, to specify the protocol that server accepts connections. SASL authentication
will be used over a plaintext channel. Once SASL authentication is established between client and server, the session
will have the client’s principal as an authenticated user. The broker can only accept SASL (Kerberos) connections,
and there is no wire encryption applied. (Note: For a non-secure cluster, <protocol> should be set to PLAINTEXT.)

Set hostname to the hostname associated with the node you are installing. Kerberos uses this and "principa” to
construct the Kerberos service name.

Set port to the Kafka service port. When Kafkais installed using Ambari, the default port number is 6667.
For example:
advertised.listeners=SASL_PLAINTEXT://kafkal.hostl.com:6667

security.inter.broker.protocol

Specifies the inter-broker communication protocol. In a Kerberized cluster, brokers are required to communicate over
SASL. (This approach supports replication of topic data.) Set the valueto SASL_PLAINTEXT:

security.inter.broker.protocol=SASL_PLAINTEXT

authorizer.class.name

Configures the authorizer class.

Set this value to kafka.security.auth.SimpleAcl Authorizer:
authorizer.class.name=kafka.security.auth.SimpleAcl Authorizer

For more information, see "Authorizing Access when Kerberosis Enabled.”

principal.to.local.class

Transforms Kerberos principals to their local Unix usernames.

Set this value to kafka.security.auth.KerberosPrincipal ToL ocal:
principal .to.local .class=kafka.security.auth.K erberosPrincipa ToL ocal

super.users

Specifiesalist of user accounts that will have all cluster permissions. By default, these super users have all
permissions that would otherwise need to be added through the kafka-acls.sh script. Note, however, that their
permissions do not include the ability to create topics through kafka-topics.sh, as thisinvolves direct interaction with
ZooK eeper.

Set thisvalue to alist of user:<account> pairs separated by semicolons. Note that Ambari adds user:kafka when
Kerberosis enabled.

Hereisan example:

super . user s=user: bob; user: alice
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JAAS Configuration Filefor the Kafka Server
The Java Authentication and Authorization Service (JAAS) API supplies user authentication and authorization
services for Java applications.

After enabling Kerberos, Ambari sets up a JAAS login configuration file for the Kafka server. Thisfileisused to
authenticate the Kafka broker against Kerberos. Thefile is stored at:

{usr/hdp/current/kafka-broker/config/kafka_server_jaas.conf

Ambari adds the following settings to the file. (Note: serviceName="kafka" is required for connections from other
brokers.)

Kaf kaServer {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=t rue
keyTab="/etc/ security/keyt abs/ kaf ka. servi ce. keyt ab"
st or eKey=t rue
useTi cket Cache=f al se
servi ceName="kaf ka"
princi pal =" kaf ka/ c6401. anbari . apache. or g@&xXAMPLE. COM';

s

Cient { // used for zookeeper connection
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=t r ue
keyTab="/etc/security/ keyt abs/ kaf ka. servi ce. keyt ab"
st or eKey=true
useTi cket Cache=f al se
servi ceNane="zookeeper"
princi pal =" kaf ka/ c6401. anbari . apache. or g@&XAMPLE. COM';

H

Configuration Setting for the Kafka Producer
Reference information for the configuration setting for the Kafka producer.

After enabling Kerberos, Ambari sets the following key-value pair in the server.propertiesfile:
security.protocol=SASL_PLAINTEXT

JAAS Configuration Filefor the Kafka Client
After enabling Kerberos, Ambari sets up a JAAS login configuration file for the Kafka client. Settingsin thisfile will
be used for any client (consumer, producer) that connects to a Kerberos-enabled Kafka cluster.

Thefileis stored at:
lusr/hdp/current/kafka-broker/config/kafka_client_jaas.conf

Ambari adds the following settingsto the file. (Note: serviceName=kafkais required for connections from other
brokers.)

Kafka client configuration with keytab, for producers:

Kaf kad i ent {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=t r ue
keyTab="/etc/security/ keytabs/storm servi ce. keyt ab"
st or eKey=true
useTi cket Cache=f al se
servi ceNanme="kaf ka"
princi pal =" st or M@G&EXAMPLE. COM';
¥
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Kafka client configuration without keytab, for producers:

Kaf kad i ent {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useTi cket Cache=true
renewTi cket =t rue

servi ceNane="kaf ka";

b
Kafka client configuration for consumers:

Kaf kad i ent {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useTi cket Cache=true
renewTi cket =t rue
servi ceNane="kaf ka";

H

Configuring Storm for Kerberos

This section describes how to configure Storm for Kerberos security on an Ambari-managed cluster.

Kerberosfor Storm Prerequisites

If you are configuring Storm for Kerberos, your cluster must meet some prerequisites before you can enable
Kerberos.

Note: Links point to Ambari version 2.2.1.0. If your cluster runs a different version of Ambari, refer to the
Ambari document for your version of software.

Before you enable Kerberos, your cluster must meet the following prerequisites. (Note: )

Prerequisite References

Ambari-managed cluster with Storm installed and running. “Installing, Configuring, and Deploying a Cluster” (link below)

¢ Ambari Version 2.2.1.0 or later
e Stack version HDP 2.4.0 or later

Key Distribution Center (KDC) server installed and running. “Ingtalling and Configuring the KDC” (link below)

JCE installed on all hosts on the cluster (including the Ambari server). | “Enabling Kerberos Authentication Using Ambari” (link below)

When all prerequisites are fulfilled, enable Kerberos security. For more information, see “Launching the Kerberos
Wizard (Automated Setup)”.

Related Information

Enabling K erberos Authentication Using Ambari

Launch the Kerberos Wizard (Automated Setup)

Checklist: Installing and Configuring the KDC

Apache Ambari Installation> Installing, Configuring, and Deploying a Cluster

Designating a Storm Client Node

At this point in the configuration process there is no notion of a Storm client node (you won't be able to select
“client” via Ambari). There are two choices when specifying a Storm client node.

At this point in the configuration process there is no notion of a Storm client node (you won't be able to select
“client” via Ambari).

To specify a Storm client node, choose one of the following two approaches, described in the following subsections:
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Dedicate or use an existing independent gateway node as a storm client
Use one of your existing storm nodes (such as nimbus, supervisors, or drpc) as a client. Choose this option if you
prefer not to add a gateway node for Storm.

Dedicate or Use an Existing Gateway Node
How to designate a storm client node using an existing gateway node (edge node).

Procedure

1

Install the storm package on the node: sudo yum install storm_<version>.
For HDP 2.4: sudo yum install storm_2_4*

Create afile at /etc/storm/conf/client_jaas.conf, and add the following entry to it:

StornClient {
com sun. security. aut h. nodul e. Kr b5Logi nMbdul e required
useTi cket Cache=true
renewTi cket =t rue
servi ceName="ni nbus"

i
Add the following settings to the /etc/storm/conf/storm.yaml configuration file:

ni nbus. seeds: <ni nbus-host-array>
ni nbus. thrift.port: 6627
java.security.auth.login.config: "/etc/storm conf/client_jaas.conf"
stormthrift.transport:
"org.apache. storm security. aut h. ker ber os. Ker ber osSasl| Tr ansport Pl ugi n"

where <nimbus-host-array> is an array of hostnames running Nimbus. (The value should come from /etc/storm/
conf/storm.yaml.)

nimbus.seeds: ["'c6401.ambari.apache.org", "c6402.ambari.apache.org"]

Use an Existing Storm Node
How to designate a storm client node using an existing Storm node (edge node).

About thistask

To use one of your existing Storm nodes (such as nimbus, supervisors, or drpc) as a Storm client node, complete
the following steps for every user who requires Storm access (for example, to run Storm commands or deploy
topologies):

Procedure

1

2.

Create a .storm directory in the user's home directory. For example, user john should have a directory called /
home/john/.storm/.

Add the following settings to the /etc/storm/conf/storm.yaml configuration file:

ni nbus. seeds: <ni nbus-host-array>
ni nbus. thrift.port: 6627
java.security.auth.login.config: "/etc/storm conf/client_jaas.conf"
stormthrift.transport:
"org.apache. storm security. aut h. ker ber os. Ker ber osSasl| Tr ansport Pl ugi n"

where <nimbus-host-array> is an array of hostnames running Nimbus (the value should come from /etc/storm/
conf/storm.yaml).

nimbus.seeds: ["'c6401.ambari.apache.org", "c6402.ambari.apache.org"]
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What to do next

Repeat these steps for every user who requires Storm access.

Running Storm Commands
After configuring the client/gateway node, run kinit (with the principal's keytab) before issuing Storm commands.

Running Workersas Users

In Storm secure mode, workers can run as the user (owner of the topology) who deployed the topology. This topic
describes how to enable this.

Procedure

1. Make sure dl users who are going to deploy topologies have a UNIX account on al of the Storm nodes. Workers
will run under the UNIX account for topologies deployed by the user.

For user testuserl and principal testuserl/c6401.ambari.apache.org, make sure there is a corresponding testuserl
UNIX account.

2. Add the following configuration under "Custom storm-site” in the Ambari Storm configuration screen:
supervisor.run.worker.as.user : true.

3. Restart Storm components.

Accessing the Storm Ul
How to access the Storm Ul.

About thistask
The Storm Ul uses SPNEGO AUTH when in Kerberos mode.

Procedure

1. Before accessing the Ul, configure your browser for SPNEGO authorization, as shown in the following table:

Table 2: Browser Settingsfor Storm Ul

Browser Configuration
Safari No changes needed.
Firefox a. Go to about:config and search for network.negotiate-

auth.trusted-uris.

b. Double-click and add the following value: "http://storm-ui-
hostname: ui-port"

c. Replace the storm-ui-hostname value with the hostname where
your Ul isrunning.

d. Replacetheui-port value with the Storm Ul port.

Chrome From the command line, issue:

google-chrome --auth-server-whitelist="<storm-ui-hostname>" --
auth-negoti ate-del egate-whiteli st="<storm-ui-hostname>"

Internet Explorer a. Configure trusted websites to include "storm-ui-hostname".
b. Allow negotiation for the Ul website.

2. Then kinit before accessing the Storm Ul.

Accessing the Storm Ul Active Directory Trust Configuration
How to access the Storm Ul AD trust configuration.
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About thistask

If your cluster is configured with Active Directory Trust, use the Active Directory ticket to communicate with MIT
KDC for secure negotiation. Here are the additional configuration steps:

Procedure

1

Make sure Ul Kerberos authentication-to-local rules are configured properly. Once a principa from Active
Directory is used for negotiation with MIT KDC, you need arule to translate it to the local account on the Storm
Ul node. Many times those can be copied from core-site.xml.

ui.filter. parans:

"type": "kerberos"

"kerberos. principal": "HITP/ ni nbus. host 1. cont

"ker beros. keytab": "/vagrant/keytabs/http. keytab"

"kerberos. nane.rul es": "RULE: [2:$1@0] ([jt]t @ *EXAMPLE. COM s/ . */
$MAPRED USER/ RULE: [ 2: $1@0] ([ nd] n@ * EXAMPLE. COM) s/ . */ $HDFS_USER/ DEFAULT"

Note: Rules are listed as strings, and are not separated by commeas.
Create mappings for MIT domain KDC and associated resources used for the domain, in this case Storm UI.

On aWindows workstation, you would run the following commands from the command line:

ksetup /AddKDC $DOMAIN $KDC

ksetup /AddHost ToReal mMap $hadoop_resource $Domain

Note: this step adds registry entries in HKLM\System\CurrentControl Set\Control\L sa\K erberos\Host ToRealm.

To troubleshoot configuration issues, try accessing the Storm Ul within the cluster using the curl command.

For example:

curl -i --negotiate -u:anyUser -b ~/cookigjar.txt -¢ ~/cookigjar.txt http://storm-ui-hostname:8080/api/v1l/cluster/
summary

Thiswill help you determine whether the Kerberos Ul configuration is working.

To isolate the issue, use Storm service keytabs and user principals.

Two other important thingsto check are:

Make sure that the trust is working properly.
Make sure that the encryption types match on both KDCs.

Kerberos Storm Security Properties
A reference table that lists important Storm security properties.

Configuration Property Description Example

nimbus.authorizer Thisis apluggable authorizer for a Storm "org.apache.storm.security.auth.authorizer.Simg

Nimbus node. SimpleACLA uthorizer isthe
default implementation.

Note: Admins can also grant permissions
viathe Ranger authorizer Ul. For more
information, see the Ranger User's Guide.

31

|eA CLAuthorizer



Configuring Authentication with Kerberos

Configuring HDP Components for Kerberos

nimbus.admins

Add Nimbus admin users. These users will
have super user permissions on al topologies
deployed, and will be able to perform other
admin operations (such as rebalance, activate,
deactivate and kill), even if they are not the
owners of the topology.

By default, only users who deployed the
topologies have access to admin operations
such as rebalance, activate, deactivate, and
kill.

"John"
"Abc"

topology.users:

This and the following config can be added
as part of the topology file. The userslisted in
this setting will have owner privileges for the
specified topology.

Config conf = new
Config()

conf. put ("t opol ogy. users”

St or nSubmi tt er. subm t Topg
conf,
bui | der. creat eTopol ogy()

topology.groups

Similar to topology.users. Use this to add
group-level permissionsto atopology.

Config conf = new
Config()

conf . put ("t opol ogy. gr oups

St or nSubmni tt er. submi t Topd
conf,
bui | der. creat eTopol ogy()

Known Issueswith Storm for Kerberos
Reference of known issues with Storm for Kerberos.

Issue: Ambari does not show the security configuration on the Storm configuration tab, so you cannot add usersto

nimbus.admins.

Workaround: To give permissions to other users, use topol ogy.users or topol ogy.groups.

Issue: In AD+MIT setup, when trying to access Nimbus on a Kerberized cluster aHTTP 413 full HEAD error is

received. (STORM-633)

Workaround: Add ui.header.buffer.bytes : “65536” under “Custom storm-site” on the Ambari Storm configuration

tab.

Issue: Log viewer. We recommend against creating HTTP principal keytabs for supervisors. This can cause the

SPNEGO protocal to fail.

Workaround:

1. AddtheHTTP principa for Storm supervisor nodes too. For example:

sudo /usr/shin/kadmin.local -q ‘addprinc -randkey HTTP/<supervisor-hostname>

where

<supervisor-hostname> is your hosthame and domain for Kerberos; for example:
supervisorl.hostl.com@HOST1.COM

2. Addthisprincipal for al hosts that run supervisor machines.

For example:

sudo /usr/sbin/kadmin.local -q "ktadd -k /etc/security/keytabs/spnego.service.keytab HTTP/
supervisorl.hostl.com@HOST1.COM"

3. Add the newly created HTTP principalsto the spnego.service.keytab file.

e

5. Distribute this keytab to all supervisor hosts.

Make sure that the spnego.service.keytab file has “storm” user privileges for read operations.
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6. On the supervisor node, edit /etc/storm/conf/storm.yaml. Change the ui.filter.parameters as follows, replacing
<supervisor-hostname> with the hostname of your supervisor process:

"type": "kerberos"
"kerberos.principal”: "HTTP/<supervisor-hostname>"
"kerberos.keytab": "/vagrant/keytabs/http.keytab”
7. On each supervisor machine change the Kerberos.principal hostname to that supervisor’s hostname.
8. Restart thelog viewer.
9. Add supervisor hosts to network.negotiate-auth.trusted-uris (similar to the steps needed to access the Storm Ul).

Related Information
STORM-633

Securing Apache HBasein a production environment

HBase is a popular distributed key-value store modeled after Google’' s BigTable. HBase can support extremely fast
lookups, high write throughput and strong consistency making it suitable for awide variety of use cases ranging
from application data store like Facebook Messaging to analytical use cases like Y ahoo Flurry. HBase stores data on
HDFS, providing it linear scaling as well as fault-tolerance.

Similar to HDFS, Kerberos integration works by adding SASL based authentication layer in HBase protocol requiring
valid SPNs for authentication. In addition, HBase itself uses Kerberos to authenticate against HDFS while storing
data. HBase supports cell-level access control, providing avery granular authorization layer.

Installing Apache HBase with Kerberos on an existing HDP cluster
You can install Apache HBase with Kerberos enabled on an HDP cluster.

Before you begin

e You must have an operational HDP cluster with Kerberos enabled.
¢ You must have Kerberos admin access.

Follow these steps to install HBase with Kerberos enabled:

Procedure

Loginto Ambari .

From the Actions menu, click Add Service.

From the services list, select HBase and click Next.

Select the location to install HBase Master.

Select the nodes to install HBase Region Servers.

Review the configuration details and modify it based on your performance tuning needs and then click Next.

Y ou can customize the services later as well.

7. Review the Kerberos Service Principal Name (SPNs) that will be created for HBase deployment and click Next.
8. Review the configuration details and click Deploy.

If Kerberos admin credentials were not stored while enabling Kerberos on HDFS, Ambari will prompt you for the
credentials again.

9. Click Save once credentials are entered.
10. Wait for the installation to compl ete.
11. Review any errors encountered during installation and click Next.

S O o A
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Verify if kerberosisenabled for HBase
Follow these steps to verify, if kerberosis enabled for Apache HBase:

Procedure

1. Logintothe Ambari node where HBase client isinstalled.
2. Start the HBase shell.
3. Onthe HBase Master host machine, execute the status command:

hbase(main):002:0> status

2016-12-27 19:35:18,480 FATAL [main] ipc.AbstractRpcClient: SASL authentication failed. The most likely cause is missing
or invalid credentials. Consider 'kinit'.

javax.security.sasl.SaslException: GSS initiate failed [Caused by GSSException: No valid credentials provided (Mechanism
level: Failed to find any Kerberos tgt)]

at
at
at
at
at

at
at

com.
org.
org.
org.
org.
org.

sun.security.sasl.gsskerb.GssKrb5Client.evaluateChallenge(GssKrb5Client.java:211)
apache.hadoop.hbase.security.HBaseSas1RpcClient.sas1Connect (HBaseSas1RpcClient.java:179)
apache.hadoop.hbase. ipc.RpcClientImpl$Connection.setupSaslConnection(RpcClientImpl.java:611)
apache.hadoop.hbase.ipc.RpcClientImpl$Connection.access$600(RpcClientImpl. java:156)
apache.hadoop.hbase. ipc.RpcClientImpl$Connection$2. run(RpcClientImpl.java:737)
apache.hadoop.hbase. ipc.RpcClientImpl$Connection$2. run(RpcClientImpl.java:734)

java.security.AccessController.doPrivileged(Native Method)
javax.security.auth.Subject.doAs(Subject.java:422)

org

org.
org.
org.
org.
org.
org.

.apache.hadoop.security.UserGroupInformation.doAs(UserGroupInformation.java:1724)

apache.hadoop.hbase. ipc.RpcClientImpl$Connection.setupIOstreams (RpcClientImpl. java:734)
apache.hadoop.hbase.ipc.RpcClientImpl$Connection.writeRequest(RpcClientImpl. java:887)
apache.hadoop.hbase.ipc.RpcClientImpl$Connection. tracedWriteRequest(RpcClientImpl.java:856)
apache.hadoop.hbase.ipc.RpcClientImpl.call(RpcClientImpl.java:1199)
apache.hadoop.hbase.ipc.AbstractRpcClient.callBlockingMethod(AbstractRpcClient.java:213)
apache.hadoop.hbase.ipc.AbstractRpcClient$BlockingRpcChannelImplementation.callBlockingMethod(AbstractRpc(

In this example, the command fails with a stack trace, because thereisno TGT. therefore can’t authenticate to
HBase using Kerberos.

4. Get aTicket Granting Ticket (TGT).

Here are the examples that shows the input and the output for creating alocal TGT when you run akinit operation.
In the first example, you run a “kinit™ on the command line first and then run the application. The second example
automatically obtainsa TGT through a keytab.

Examplen 1 of secure client:

package com hort onwor ks. hbase. exanpl es;

i mport java.io.| OException;
import java.util.Objects;
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i mport org. apache. hadoop. conf. Confi gurati on

i mport org. apache. hadoop. hbase. HBaseConfi gurati on

i mport org. apache. hadoop. hbase. Tabl eNane;

i nport org. apache. hadoop. hbase. cli ent. Adm n;

i mport org. apache. hadoop. hbase. cli ent. Col umFam | yDescri pt or Bui | der ;
i mport org. apache. hadoop. hbase. cli ent. Connecti on

i mport org. apache. hadoop. hbase. cl i ent. Connect i onFact ory;

i mport org.apache. hadoop. hbase. cli ent. Get;

i mport org. apache. hadoop. hbase. cli ent. Put;

i nport org. apache. hadoop. hbase. cl i ent. Resul t;

i mport org. apache. hadoop. hbase. cli ent. Tabl e;

i mport org. apache. hadoop. hbase. cli ent. Tabl eDescri pt or Bui | der
i mport org. apache. hadoop. hbase. util . Bytes;

i mport org.slf4j.Logger;

i mport org.slf4j.LoggerFactory;

/**

* Wite and read data from HBase, expects HBASE CONF DI R and
HADOOP_CONF_DI R on the classpath and a valid Kerberos

* ticket in a ticket cache (e.g. kinit).

*/

public cl ass Exanpl eSecureCient inplenments Runnabl e {
private static final Logger LOG =

Logger Fact ory. get Logger ( Exanpl eSecur eC i ent . cl ass);
private static final Tabl eName TABLE _NAME =

Tabl eNane. val uef ("exanpl e_secure_client");
private static final byte[] CF = Bytes.toBytes("f1");

private final Configuration conf;

publ i c Exanpl eSecureC i ent (Configuration conf) {
this.conf = bjects.requireNonNull (conf);
}

@verride public void run() {
try (Connection conn = Connecti onFactory. creat eConnection(conf)) {
wri t eAndRead( conn, TABLE NAME, CF);
LOG i nfo("Success!");
} catch (Exception e) {
LOG error ("Uncaught exception running exanple", e);
t hrow new Runti meException(e);

}
}

voi d witeAndRead( Connecti on conn, Tabl eNane tn, byte[] famly) throws
| OException {
final Adm n adnmin = conn.get Adm n();

/] Delete the table if it already exists
i f (admin.tabl eExists(tn)) {

adm n. di sabl eTabl e(tn);

adm n. del et eTabl e(tn);

}

/'l Create our table

adm n. cr eat eTabl e( Tabl eDescri pt or Bui | der. newBui | der (tn). set Col utmFani | y(
Col umFami | yDescri pt or Bui | der. of (fam ly)).build());

final Table table = conn.getTable(tn);

Put p = new Put (Bytes.toBytes("rowl"));

p. addCol um(family, Bytes.toBytes("ql"), Bytes.toBytes("value"));
LOG info("Witing update: rowl -> val ue");
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tabl e. put (p);

Result r = table.get(new CGet(Bytes.toBytes("rowl")));
assert r.size() == 1;
LOG i nfo("Read rowl: {}", r);

}

public static void main(String[] args) {
final Configuration conf = HBaseConfiguration.create();
new Exanpl eSecured ient(conf).run();

}
}

Example 1 of Ticket Cache output:

2018- 06-12 13:44: 40,144 WARN [main] util.NativeCodeLoader: Unable to | oad
nati ve- hadoop library for your platform.. using builtin-java classes

wher e

appl i cabl e

2018-06-12 13:44:40,975 INFO [nmmin] zookeeper. ReadOnl yZKC i ent: Connect
0x62e136d3 to ny.fqgdn: 2181 with session tinmeout=90000ns, retries 6, retry
i nterval 1000ms, keepAlive=60000mns

2018- 06-12 13:44:42,806 INFO [main] client.HBaseAdnin: Started di sabl e of
exanpl e_secure_client

2018-06-12 13:44: 44,159 INFO [rmain] client.HBaseAdm n: Operation:

DI SABLE, Tabl e Nane: default:exanple secure client conpleted
2018-06-12 13:44: 44,590 INFO [rmain] client.HBaseAdni n: Operation: DELETE,

Tabl e

Nane: default: exanpl e_secure_client conpleted

2018- 06-12 13:44:46,040 INFO [main] client.HBaseAdni n: Operation: CREATE,

Tabl e

Nane: defaul t: exanpl e_secure_client conpleted

2018-06-12 13:44:46,041 INFO [nmin] exanpl es. Exanpl eSecureCient: Witing
update: rowl -> val ue
2018-06-12 13:44: 46,183 INFO [nmain] exanpl es. Exanpl eSecureC i ent: Read

rowl:

keyval ues={rowl/f1:ql/ 1528825486175/ Put / vl en=5/ seqi d=0}

2018- 06-12 13:44: 46,183 I NFO [main] exanpl es. Exanpl eSecureC i ent:
Success!

2018-06-12 13:44:46,183 INFO [nmin] client.Connectionlnpl enentation:
Cl osi ng master protocol: MsterService

2018-06-12 13:44: 46,183 INFO [nain] zookeeper.ReadOnl yZKd ient: O ose
zookeeper connection 0x62e136d3 to ny.fqgdn: 2181

5. Execute the status command again by logging in through principal and keytab.

Example 2 of secure client with keytab login:

package com hortonwor ks. hbase. exanpl es;

i mport
i mport

i mport
i mport
i mport

public

java.io. File;
java. security. Privil egedActi on;

or g. apache. hadoop. conf. Confi gurati on;
or g. apache. hadoop. hbase. HBaseConf i gur at i on;
or g. apache. hadoop. security. User G oupl nf or mat i on;

cl ass Exanpl eSecureC i ent Wt hKeyt abLogi n {

public static void main(String[] args) throws Exception {
final Configuration conf = HBaseConfiguration.create();

final String principal = "nysel f @XAMPLE. COM';
final File keytab = new File("/etc/security/keytabs/ nyself.keytab");
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assert keytab.isFile() : "Provided keytab '" + keytab + "' is not a
regular file.";

User G oupl nf or mat i on. set Confi gurati on(conf);
User G oupl nformati on ugi =
User G oupl nf or mat i on. | ogi nUser Fr onKeyt abAndRet ur nUG (
princi pal, keytab.getAbsol utePath());

ugi . doAs(new Privil egedActi on<Voi d>() {
@verride public Void run() {
new Exanpl eSecured ient(conf).run();
return null;

}
IDE
}
}

The following example shows the output resulting from the keytab login:

2018-06-12 13:29: 23,057 WARN [nain] util.NativeCodeLoader: Unable to | oad
native-hadoop library for your platform.. using builtin-java cl asses
wher e applicabl e

2018- 06-12 13:29: 23,574 | NFO [main] zookeeper.ReadOnl yZKd i ent: Connect
0x192d43ce to ny.fqgdn: 2181 with session tinmeout=90000ns, retries 6, retry
i nterval 1000nms, keepAlive=60000ns

2018-06-12 13:29:29,172 INFO [main] client.HBaseAdnin: Started di sabl e of
exanpl e_secure_client

2018- 06-12 13:29: 30,456 INFO [main] client.HBaseAdni n: Operation
Dl SABLE, Tabl e Nane: default:exanpl e _secure_client conpleted

2018-06-12 13:29:30,702 INFO [nmain] client.HBaseAdni n: Operation: DELETE
Tabl e Nane: defaul t:exanpl e secure_client conpleted

2018-06-12 13:29: 33,005 INFO [main] client.HBaseAdni n: Operation: CREATE
Tabl e Nane: default:exanpl e _secure_client conpleted

2018- 06-12 13:29:33,006 | NFO [main] exanpl es. Exanpl eSecureClient: Witing
update: rowl -> val ue

2018-06-12 13:29:33,071 I NFO [nmin] exanples. Exanpl eSecureCient: Read
rowl: keyval ues={rowl/f1l:ql/ 1528824573066/ Put/ vl en=5/seqi d=0}

2018-06-12 13:29:33,071 INFO [main] exanples. Exanpl eSecured i ent:

Success!

2018- 06-12 13:29:33,071 INFO [main] client.Connectionlnplenmentation
d osing nmaster protocol: MasterService

2018-06-12 13:29:33,071 INFO [nmin] zookeeper.ReadOnl yZKd ient: O ose
zookeeper connection 0x192d43ce to ny.fqgdn: 2181

Access K erberos-enabled HBase cluster using a Java client
Y ou can access K erberos-enabled HBase cluster using a Java client.

Before you begin

« HDP cluster with Kerberos enabled.
e Youareworking in aJava8, Maven 3 and Eclipse development environment.
¢ You have administrator access to Kerberos KDC.

Perform the following tasks to connect to HBase using a Java client and perform a simple Put operation to atable.

Procedure

1. “Download configurations’
2. “Set up client account”
3. “Access Kerberos-Enabled HBase cluster using a Java client”
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Related Information
Download configurations
Set up client account
Create the Javaclient

Download configurations
Follow these steps to download the required configurations:

Procedure

1. From Ambari, extract the HBase and HDFS files to conf directory, which will save all the configuration details.

These files must be extracted under the SHBASE_CONF_DIR directory, where SHBASE_CONF_DIR isthe
directory to store the HBase configuration files. For example, /etc/hbase/conf.

2. From KDC, download the krb5.conf file from /etc/krb5.con. Y ou can also place the configuration snippetsin the
directory.

i ncl udedir /etc/krb5. conf.d/

[ I oggi ng] _

default = FILE:/var/log/krb5libs.Iog

kdc = FI LE:/var /| og/ kr b5kdc. | og

adm n_server = FILE:/var/| og/ kadni nd. | og

[1i bdefaul ts]

dns_| ookup_real m = fal se

ticket _lifetime = 24h

renew lifetinmne = 7d

forwardabl e = true

rdns = fal se

default _real m = HWI ELD. COM

default _ccache_nane = KEYRI NG per si st ent: % ui d}

[ real ns]

HWFI ELD. COM = {

kdc = anbud- hdp-3.fi el d. hort onworks. com

adm n_server = anbud- hdp-3.field. hortonworks. com

}

[ domai n_real m
.hwfi el d.com = HWFI ELD. COM
hwfi el d. com = HWFI ELD. COM

Set up client account
Follow these steps to provision a kerberos account for the client and grant permissions to that account in HBase, so
that you can create, read and write tables.

Procedure

1. LogintoKDC.
2. Switch to root directory.
3. Run kadmin.local:

$ sudo kadnin. | ocal

kadm n. | ocal : addprinc nyself

WARNI NG no policy specified for nysel f @XAMPLE. COM defaulting to no
policy

Enter password for principal "nysel f @GEXAMPLE. COM':

Re-enter password for principal "nysel f @&XAMPLE. COM':
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Princi pal "nysel f GEXAMPLE. COM' cr eat ed.

kadmi n.local: xst -k /etc/security/keytabs/nyself.keytab -norandkey
nmysel f

Entry for principal nyself with kvno 1, encryption type aes256-cts-hnac-

shal- 96 added to keytab

WRFI LE: / et ¢/ securi ty/ keyt abs/ nysel f. keyt ab.

Entry for principal nyself with kvno 1, encryption type aesl28-cts-hnac-

shal-96 added to keytab

WRFI LE: / et ¢/ securi ty/ keyt abs/ nysel f. keyt ab.

4. Copy the keytab file to the conf directory.
5. Grant permissionsin HBase. For more information, See Configure HBase for Access Control Lists (ACL).

klist -k /etc/security/keytabs/hbase. headl ess. keyt ab

Optional step: Y ou should secure the keytab file so that only the HBase process has access to the keytab. This can
be accomplished by running a command.

$>sudo chnod 700 /etc/security/keytabs/ hbase. headl ess. keyt ab

$ kinit -kt /etc/security/keytabs/hbase. headl ess. keyt ab hbase

$ hbase shel |

hbase(rmai n): 001: 0> st at us

1 active master, O backup masters, 4 servers, 1 dead, 1.2500 average | oad

6. Authorize admin permissions to the user. Y ou can also customize this to restrict this account for minimal access.
For more information see, http://hbase.apache.org/0.94/book/hbase.accesscontrol .configuration.html#d1984e4744

Example
hbase(main):001:0> grant ‘'myself', 'C'

Createthe Java client
Follow these steps to create a Java client:

Procedure

1. Launch Eclipse.
2. Create asimple Maven project.
3. Add the hbase-client and hadoop-auth dependencies.

The client uses the Hadoop UGI utility classto perform a Kerberos authentication using the keytab file. It sets
up the context so that all operations are performed under the hbase-user2 security context. Then, it performs the
required HBase operations, namely check / create table and perform a put and get operations.

<dependenci es>
<dependency>
<gr oupl d>or g. apache. hbase</ gr oupl d>
<artifactld>hbase-client</artifactld>
<ver si on>%${ hbase. ver si on} </ ver si on>
<excl usi ons>
<excl usi on>
<gr oupl d>or g. apache. hadoop</ gr oupl d>
<artifactld>hadoop-aws</artifactld>
</ excl usi on>
</ excl usi ons>
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</ dependency>

<dependency>
<gr oupl d>or g. apache. hadoop</ gr oupl d>
<artifactld>hadoop-auth</artifactld>
<ver si on>%${ hadoop. ver si on} </ ver si on>

</ dependency>

<dependency>
<gr oupl d>or g. apache. hadoop</ gr oupl d>
<artifactl d>hadoop- cormon</artifactld>
<ver si on>%${ hadoop. ver si on} </ ver si on>

</ dependency>

<dependency>

4. Execute the HBase Java client code from a node that can be reverse-DNS resolved.

Thisis part of Kerberos authentication. Therefore, running it from amachine that does not share the same DNS
infrastructure as the HDP cluster results in authentication failure.

5. Tovalidate that your Kerberos authentication / keytab / principal doesindeed work, you can aso perform asimple
K erberos authentication from Java. This provides you with some insight into how Java JAAS and Kerberos works.

It is highly recommended that you use either Maven Shade Plugin or Maven Jar Plugin to automatically package
dependenciesinto afat-client JAR. You can also use Eclipse Export feature, however thisis not recommended for
production code base.
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