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Data Access Optimizing an Apache Hive data warehouse

Optimizing an Apache Hive data war ehouse

Y ou can tune your data warehouse infrastructure, components, and client connection parameters to improve the
performance and relevance of business intelligence and other applications. Tuning Hive and background components
that support Hive processing is particularly important as your workload and database volume increases.

Increasingly, enterprises want to run SQL workloads that return faster results than batch processing can provide.
These enterprises often want data analytics applications to support interactive queries. Hive low-latency analytical
processing (LLAP) can improve the performance of interactive queries. A Hive interactive query that runs on the
Hortonworks Data Platform (HDP) meets low-latency, variably guaged benchmarks to which Hive LLAP respondsin
15 seconds or fewer. LLAP enables application development and I T infrastructure to run queries that return real-time
or near-real-time results.

Y ou can further enhance LLAP performance with real-time data by integrating the enterprise data warehouse (EDW)
with the Druid business intelligence engine.

When you query large-scale EDW data sets, you have to meet service-level agreement (SLA) benchmarks or other
performance expectations. Because how you tune your query processing environment depends on factors such as
system resources, depth of data analysis, and query latency regquirements, you must become familiar with Hive
warehouse processing, prepare for tuning, and configure LLAP using parameters that meet your performance needs.

LLAP ports

Y ou use port 10500 to make the JDBC connection through Beeline to query Hive through the HiveServer Interactive
host. The LLAP daemon uses several other ports.

List of ports

HiveServer Interactive TCP port (hive.server2.thrift.port) (10500)
HiveServer Interactive HTTP port (hive.server2.thrift.http.port) (10501)
hive.llap.daemon.rpc.port (0)

hive.llap.daemon.web.port (15002)

hive.llap.daemon.yarn.shuffle.port (15551)
hive.llap.management.rpc.port (15004)

Preparationsfor tuning performance

Before you tune Apache Hive, you should follow best practices. These guidelines include how you configure the
cluster, store data, and write queries.

Best practices
e Set up your cluster to use Apache Tez or the Hive on Tez execution engine.

In HDP 3.x, the MapReduce execution engineis replaced by Tez.

» Disable user impersonation by setting Run as end user to falsein Ambari, which is equivalent to setting
hive.server2.enable.doAsin hive-site.xml.

LLAP caches data for multiple queries and this capability does not support user impersonation.
« Add the Ranger security service to your cluster and dependent services.
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e Set up LLAPto run interactive queries.

« Store data using the ORC File format.

« Ensurethat queries are fully vectorized by examining explain plans.

» Usethe SmartSense tool to detect common system misconfigurations.

Settingup LLAP

Using Ambari, you can set up basic, low-latency analytical processing (LLAP) by accepting the default llap queue,
changing some YARN queue properties, and adding a HiveServer property to hive-sitexml.

Before you begin

e You haveinstalled Ambari 2.7.x or later.
e You added and started YARN, Tez, and dependencies that Ambari prompts you to add.
e You added, started, and can run conventional queries from the Hive service.

« |If enabled, you disabled maintenance mode for the Hive service and target host for HiveServer Interactive (HSI);
otherwise, enabling LLAP failsto install HSI. Alternatively, you need to install HiveServer Interactive on the
Ambari server asfollows:

curl -u adm n: <password> -H " X- Request ed-By: anbari" -i -X POST
htt p://host: 8080/ api/vl/cl usters/<cluster_nanme>/ hosts/<host _nane>/
host conponent s/ H VE_SERVER | NTERACTI VE

Enable YARN preemption

Y ou must enable YARN preemption before setting up Hive low-latency analytical processing (LLAP). YARN
preemption directs the capacity scheduler to position an LL AP gueue as the top-priority workload to run among
cluster node resources. Y ou do not need to label the nodes to ensure LLAP has top priority.

Procedure

1. In Ambari, select Services> YARN > Configs.
2. InYARN Features, set Pre-emption to Enabled (the default).
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YARN Features

Mode Labels

Pre-emption

| Enabied 5

Dacker Buntime

3. Savethe settings.

Enableinteractive query

Y ou need to enable interactive query to take advantage of low-latency analytical processing (LLAP) of Hive queries.
When you enable interactive query, you select ahost for HiveServer Interactive.

About thistask

The Interactive Query control displays arange of values for default Maximum Total Concurrent Queries based on the
number of nodes that you select for LLAP processing and the number of CPUs in the Hive LLAP cluster. The Ambari
wizard typically calculates appropriate values for LLAP propertiesin Interactive Query, so accept the defaults or
change the values to suit your environment.

When you enable Interactive Query, the Run as end user and Hive user security settings have no effect. These
controls affect batch-processing mode.

Procedure
1. In Ambari, select Services > Hive > Configs > Settings.
2. InInteractive Query, set Enable Interactive Query to Yes:
Interactive Query
Enable Interactive Query (requires YARM pre-emption)

P
e

3. In Select HiveServer Interactive Host, accept the default server to host HiveServer Interactive, or from the drop-
down, select a different host.
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If you do not want to set up multiple HiveServer Interactives for high availability, skip the next set of steps, and
proceed to configuring the llap queue.

Set up multiple HiveServer Interactivesfor high availability

After enabling interactive query, you can optionally set up additional HiveServer Interactive instances for high-
availablilty. One instance operates in active mode, the other in passive (standby) mode. The passive instance serves as
abackup and takes over if the active instance goes down.

About thistask

Multiple HiveServer Interactives do not work in active/passive mode unless you set up all instances during the LLAP
setup process, immediately after enabling interactive query. Do not select Add HiveServer2 Interactive from Actions
after completing the LLAP setup. If you add an additional HiveServer Interactive instance in thisway, it will not
operate in active/passive mode. If you make this mistake, remove HSI instances, keeping HS2 and HM S, and then re-
add HS! in the following way:

Procedure
1. In Select HiveServer Interactive Host, after selecting one HiveServer2 Interactive host, click + to add another.
HiveServerd interacinve: | ) corm {14.5 GB, B cores)

HvEServerd Imtersomme | o 5 s cnm (14 5 GB, B eans)

2. Accept the default server to host the additional HiveServer Interactive, or from the drop-down, select a different
host.

3. Optionally, repeat these steps to add additional HiveServer Interactives.

Configure an llap queue

Ambari generally creates and configures an interactive query queue named Ilap and points the Hive service to a
Y ARN queue. Y ou check, and if necessary, change the llap queue using Y ARN Queue Manager.

About thistask

The llap queue capacity determinesthe Y ARN resources for the LLAP application. Reconfiguring the llap queue

is sometimes necessary. For example, if you have a 3-node cluster, Ambari might configure zero percent capacity
for the llap queue, and you must reconfigure settings. If you set the llap queue capacity or number of nodes too low,
you won't have enough YARN resources or LLAP daemons to run the LLAP application. If you set the llap queue
capacity too high, you waste space on the cluster.

Procedure

1. In Ambari, select Hive > Configs.

2. InInteractive Query Queue, choose the llap queueiif it appears as a selection, and save the Hive configuration
changes.:
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Interactive Query

Enable Interactive Query [requires YARN pre-emption)

Interactive Query Queus

llap - o

Depending on your Y ARN Capacity Scheduler settings, a queue named llap might or might not appear. This
setting dedicates all LLAP daemons and all YARN Application Masters (AMs) of the system to the single,
specified queue.

3. In Ambari, select Services > YARN > Configs.

4. From the hamburger menu Views, select Y ARN Queue Manager.

Views

YARN Queue Manager
Files View
SmartSense View

5. If anllap queue does not exist, add a queue hamed llap. Otherwise, proceed to the next step.
6. If thellap queueis stopped, change the state to running.
7. Check the llap queue capacity, and accept or change the value as follows:

« |If the llap queue capacity is zero, you might have too few nodes for Ambari to configure llap queue capacity.
Go to the next step to configure llap queue capacity and max capacity.

+ Add Queue Actions =
e root (100%) v
- default (100%o) &

= liap (0%) 21 v ]

* If Ambari set the llap capacity to greater than zero, no change is necessary. Skip the next step. For example, in
a7-node cluster, Ambari allocates |lap queue capacity as follows:

+ Add Queue Actions =
e root (100%) v
- default (33%) 2

= llap (67%)

8. If llap queue capacity is zero, increase the capacity allocated to your llap queue, and also change max capacity to

the remainder of the allocated llap capacity minus 100 percent.
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For example, set max capacity to 100 percent minus 50 percent = 50 percent.

Ilap 4 > 4
Y ||_ -
Capacity Level Tota! (T S
llap U Enable node labels

Capacity: 50 % —)>— Max Capacity: 50 % —O—

Allocating 15-50 percent of cluster to the llap queue is common.

9. Sdlect the llap queue under Add Queue, and in Resources that appears on the right, set User Limit Factor to 1, and
set Priority to greater than O (1 for example).

10. Select Actions > Save and Refresh Queues.
11.In Services> YARN > Summary restart any YARN services as prompted.

Add a Hive proxy

To prevent network connection or notification problems, you must add a hive user proxy for HiveServer Interactive
service to access the Hive Metastore.

Procedure

1. In Ambari, select Services > HDFS > Configs > Advanced.

2. In Custom core-site, add the FQDNSs of the HiveServer Interactive host or hosts to the value of
hadoop.proxyuser.hive.hosts.

3. Savethe changes.

Configure other LLAP properties
Configuring LLAP involves setting propertiesin YARN and Hive. After you configure the llap queue, you need to go
back to the Hive configuration to continue setting up low-latency analytical processing (LLAP).
About thistask

In this task, you accept the Ambari configuration of anumber of properties or reconfigure the properties. Ambari
generally configures the number of nodes that run an LLAP daemon and total concurrent queries depending on the
size of the llap queue. Ambari also attempts to correctly configure the following properties for your particular cluster:

Memory per Daemon Y ARN container size for each daemon (MB)

In-Memory Cache per Daemon Size of the cache in each container (MB)

Number of executorsper LLAP Daemon The number of fragments that can execute in parallel on
adaemon

Use the dlider controlsto change or restore settings:
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To set the value outside the dlider range, you move your pointer over the field to enable the hover actions, and select
Override.

Procedure

1. Accept or change the Number of Nodes Used By Hive LLAP (num_llap_nodes property). For example, accept
using 2 nodes for LLAP.

Number of nodes used by Hive's LLAP

Maximum Total Concurrent Queries

2. Accept the Maximum Total Concurrent Queries (hive.server2.tez.sessions.per.default.queue property), or make
changes.

3. Check Memory per Daemon (hive.llap.daemon.yarn.container.mb property) and In-Memory Cache per Daemon
(hive.llap.io.memory.size property).

Memaory per Daemon

In-Memaory Cache per Daemaon

Number of executors per LLAP Daemon

This memory (hive.llap.daemon.yarn.container.mb) plus the cache (hive.llap.io.memory.size) must fit within the

container size specified for the YARN container. The YARN container configuration setting appearsin Services >
YARN > Configs > Settings.

10
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Setting up LLAP

. Accept the Number of Executors per LLAP Daemon (hive.llap.daemon.num.executors), or change this setting if

you know what you are doing, and check that the hive.llap.io.threadpool.size is the same value.

. Save any Hive configuration changes, and in Services > YARN > Settings > Memory - Node, check that the

Minimum Container Size (Memory) for YARN islow.
The value should rarely exceed 1024 MB.

. Set the Maximum Container Size (Memory) to the same value as the Memory Allocated for All YARN Containers

on aNode.
Memory

Node Container

Memaory allocated for all YARN containers on a Minimum Container Size (Memory)
node

Maximum Container Size (Memaory)

. In Ambari, select Services> YARN > Configs > Advanced.
. In Custom yarn-site, add the following properties unless, upon attempting

to add these properties, Ambari indicates the properties are aready
added:yarn.resourcemanager.monitor.capacity.preemption.natural_termination_factor (value= 1) and
yarn.resourcemanager.monitor.capacity.preemption.total_preemption_per_round (as described below).

Calculate the value of the total preemption per round by dividing 1 by the number of cluster nodes. Enter the value
asadecimal.

For example, if your cluster has 20 nodes, then divide 1 by 20 and enter 0.05 as the value of this property setting.

. Save YARN changes, and go back to the Hive configuration.

Configurethe HiveServer heap size

Generally, configuring HiveServer heap memory according to the recommendations in this topic ensures proper
LLAP functioning. If HiveServer heap memory is set too low, HiveServer Interactive keeps going down.

Procedure

. In Ambari, go to Services > Hive > Config.
. In Optimization, adjust the slider to set the heap size.

11
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Optimization

Tez

Tez Container Size

HiveServer2 Heap Size

Metastore Heap Size

For 1 to 20 concurrent executing queries, set to 6 GB heap size; 21 to 40 concurrent executing queries. Set to 12
GB heap size.

Save LLAP settings and restart services

Y ou need to save L LAP settings at the bottom of the Ambari wizard and restart services in the proper order to activate
low-latency analytical processing (LLAP).

Procedure

1. Click Save at the bottom of the wizard.

2. If the Dependent Configurations window appears, review recommendations and accept or reject the
recommendations.

3. Navigate to the each service, starting with the first one listed under Ambari Services, and restart any services as

required.
4. Select Services> Hive> Summary and verify that the single or multiple HiveServer Interactive instances you set
up started.
For example, the following screenshot shows a single HiveServer Interactive.
Summary
Components © Started © Started @ Started © Started
HIVE METASTORE HIVESERVERZ HIVESERVERZ MYEQOL SERVER
INTERACTIVE
3 Installed
HIVE CLIENTS

The following screenshot shows two HiveServer Interactives.

12
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Summary
Componants o Started © Staned @ Started A Stopped
HME METASTORE AIVESERVERZ INTERACTIWE HYVESERVERD HIVESERVERZ INTERACTIVE
7 Installed
NE CLIENTS
HIVESERVE RE JOBE LIAL e heveiliihahn-1. field horlonmorks.com:2 | 81, hahe-2 field hartorocks come | 81 hebn
= figld harionworks. come21 81/ seviceD sooveryMode=zooKesper 2ookeeperNames pa ce=hiveserer s B
HIVESZRVERZ e fevedhahn1 dkld herionmorks. com:21 B1 haher 2 ebdhort oeseorks  comc 21 B habne
HTERACTIVE JOBE LAL 3 el harfonmnrks. com 2 | B LaeviceliscoveryModesgnoKesper mooleeperNames pa eshivesanserTinteracive F2

5. If HiveServer Interactiveis stopped, click the link to the stopped HiveServer Interactive instance. In Components,

click Action for the stopped HiveServer2 Interactive, and click Start.
A/ Hosts | icefmidntommnses com 4 / Summary

SUMMARY CONFIGS ALERTS u WERSIONE

Companents + ann
Stabes M Type Actinn
& fiveServer? Infemctive S Hve Muater

(] JST Agant | SmaerlSense Slve Start

T G Mainterarce Mode
-] Metncs Monior / Ambas Metncs Slowe Datliste

If you set up multiple HiveServer Interactives, after instances start, one is designated Active HiveServer2
Interactive. Others operate in passive mode.

Summary
Campanants © Started © Started © Started S Started
HIVE METASTORE HIVESERWERZ INTERACTAVE ACTHE HIVESS HIWVESEAVERZ
[
7 Installed
HIVE CLIENTS
HIVESERVERZ JOBG URL Jmchiedsd mahn-1 field hortonen ke come 1 81 habe-2. el ho rtoewerios com:2 121 hahn
3 {ield horloniwo ks com 21 817 senviceDiscovmyhod e =200 K eperzoo KesparN amespaceshives avar? B3
IaVES TRV e chigedsd frahn-1 field hortonmn ks comed 181 habe-2 el hortomwerks com 2 181 habn
MTERACTIVE JOBCUAL 2 field ortonwaris come21 817 sevceDisooveryMicde=zookeeperH A zeckieeprriamescace=hszAnthe  assvesan. i

6. In Ambari, select Services> Hive > Summary and in Quick Links, click HiveServer Interactive Ul to check that

the LLAP application is running.
Quick Links

Hive Dashboard (Grafana)
HiveServerZ Interactive Ul

Jdbe Standalone Jar Download

The HiveServer Interactive Ul shows LLAP running on two daemons (instances).
<
S

Home  Locellogs  Metrcs Dump  Hive Configuraticn Steck Trace  Llap Daemens

App Type yarn-service
App Id application_1550171072120_0028
State RUNNING _ALL
App Start Time o
ureiog Twwhold e
Desired Instances 2
Live Instances 2
Launching Instances 1]
Running Instances Contalnar fd Wab LA

container_e23_1650171072120_0028_01_00o0aa Hip://Tste-
- - 6.5 s——. GO :1 5002

container_e23_1550171072120_0028 01_000002 7. fossesem— com:15002 |

13
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7. If LLAPisnot running, in Summary, click the HiveServer Interactive link (the active HiveServer Interactive link
in the case of multiple instances), and then, choose Restart LL AP from the Action menu.

SUMMARY CONFIGS ALERTS [ VERSIONS
Components 4 ADD
Statu Name ype Action
[#] HiveServer2 Interactive / Hive Master
o DataMode / HOFS Slave Restart
Stop
v ] HST Agent / SmartSense Slave Turn On Maintenance Mode
o Metrics Moniter / Amban Metrics Slave Delete

Restart LLAP co

Run an interactive query

Y ou connect to HiveServer through Beeline to run interactive queries, which are queries that take advantage of

low-latency analytical processing (LLAP). In the connection string, you specify the FQDN of the node that runs
HiveServer Interactive.

Before you begin

* Yousetup LLAP and restarted services.

» You checked the HiveServer Interactive Ul, which you access from Summary > Quick Links > HiveServer
Interactive Ul, and you see that LLAP isrunning.

T

Sk
Home Locel logs Mhatrics Dump Hiva Corfiguraticn Sieck Trace Llap Daemens
App Type yarmn-service
App Id application_1550171072120_0028
State RUNNING ALL
App Start Time o
Runlning Threshold talse
Achieved
Desired Instances 2
Live Instances 2
Launching Instances 1]
Running Instances Contalnar fd Wab LA
- hitpe//Teim-
container_e23_ 1650171072120_0028_01_000003 6.5 = coMm=15002
- hitp:/ i
container_e23 1550171072120_0028 01_000002 _ _ :
7. /e &.com:15002
Procedure

1. Onthe command-line of anodein the cluster, connect to HiveServer Interactive on port 10500 through Beeline.

For example, enter the following beeline command, but replace my_hiveserver_interactive.com with the FQDN of
your HiveServer Interactive node:

$ beeline -n hive -u jdbc: hive2://
my_hi veserver _interactive.com 10500/ ;transport Mode=bi nary

2. At the Hive prompt, create atable and insert data.

CREATE TABLE students (nanme VARCHAR(64), age |INT, gpa DECI MAL(3,2));

14
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I NSERT | NTO TABLE students VALUES ('fred flintstone', 35, 1.28), ('barney
rubble', 32, 2.32);

Y ou probably notice that Hive inserted the data much faster using the LLAP interactive query than using a
conventional Hive query.

Use HiveServer Interactive Ul

Y ou can access the HiveServer Interactive Ul in Ambari to monitor and display heap, system, and cache metrics of
each Hive LLAP node.
Before you begin

e Youinstaled Hive using Ambari and Hive is running.
¢ Youenabled LLAP and started HiveServer Interactive.

About thistask

In this task you open the HiveServer Interactive Ul and view executing queriesin real time or arecent history of
queries. From the Ul, you can also access running LLAP daemons.

Procedure

1. In Ambari, select Services > Hive> Summary and in Quick Links, click HiveServer Interactive Ul.
Quick Links

Hive Dashboard (Grafana)
HiveServer? Interactive Ul

Jdbe Standalone Jar Download

The HiveServer Interactive Ul shows LLAP running on two daemons (instances).

T

Sk
Home Locel logs Mhatrics Dump Hiva Corfiguraticn Sieck Trace Llap Daemens

App Type yarmn-service
App Id application_1550171072120_0028

State RUNNING ALL

App Start Time o

Runlning Threshold false

Achieved

Desired Instances 2

Live Instances 2

Launching Instances 1]

Running Instances Contalnar fd Wab LA

- hitpef/ T

container_e23_ 1650171072120_0028_01_000003 6.8 = coMm=15002
hitp:/ i
7.

container_e23 1650171072120_0028_01_000002
&.com:15002

2. Click Local Logs.
A list of HiveServer Interactive logs appears.
3. Click hiveserver2Interactive.log.
The logged data from /var/log/hive/hiveserver2lnteractive, which you can use for troubleshooting HiveServer
Interactive problems, appears.
4. Click hive-server2-interactive.err.
The logged data about queries, which includes query and task execution summaries, appears.

15
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Connect aJDBC clientto LLAP

Connect aJDBC clienttoLLAP

As administrator, you can provide users with the JDBC URL generated by HiveServer, so they can issue queriesto

the Hive LLAP instance.

Before you begin

* You completed the setup of Hive LLAP in Ambari and restarted the Hive service.

Procedure

1. In Ambari, select Services > Hive.
2. In Summary, copy the JIDBC URL for HiveServer Interactive: Click the clipboard icon.

Summary

Components

HIVESERVERZ JOBC

URAL

HIVESERVERZ
INTERACTIVE JOBC
URL

© Started © Started © Started © Started

HIVE METASTORE HIVESERVERZ HIVESERVERZ MYSOL SERVER
INTERACTIVE

3 Installed

joeRive 2 khas — = hortonworks, com:2 181 khahn-hdp31-2 field horonworks com:21 81 kh=== =

hortanworks.com:21B1/serviceDiscoveryMod e=zooKeeper zooKeeperNamespace=hiveserver? F_',"r

ydbcchive2-//khais _— i hortonworks. com:2181 khahn-hdp31-2. field_hortonworks com:21B1 khaés =

¥ == hornonworks.com:21 B1/;serviceDiscoveryMode=zookeeper rookesperNamespace-hiveserver2-interactive [

3. Inyour JDBC client, paste the JDBC URL.
Now, you can connect a JDBC client to Hive LLAP and run queries.

4. Provide the JIDBC standalone JAR by downloading it from Services > Hive > Summary > Quick Links.
Quick Links

Hive Dashboard (Grafana)

HiveServer2 Interactive Ul

Jdbe Standalone Jar Download

Configuring YARN queuesfor Hive

To perform Hive batch processing, you need to set up a Y ARN queue. As an advanced user, you might want to set up

acustom LLAP queue instead of using the default [lap queue that Ambari creates.

Configure a queue for batch processing

Y ou can configure the capacity scheduler queues to scale a Hive batch job for your environment. Y ARN uses the

gueues to allocate Hadoop cluster resources among users and groups.

About thistask

In thistask, you create queues and set up a capacity scheduler to separate short- and long-running queries into the

queues:

16
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hivel This queue is used for short-duration queriesand is
assigned 50 percent of cluster resources.
hive2 This queue is used for longer-duration queries and is
assigned 50 percent of cluster resources.
Procedure

In Ambari, access the capacity scheduler:

» Sdect YARN > Configs > Advanced, and in Filter enter yarn.scheduler.capacity.root.
e On the command line of the node where YARN isinstalled, go to the YARN /conf file, and open the capacity-
scheduler.xml file.

2. Definethe hivel and hive2 queues, and set the maximum capacity to 50 percent of the queue users with a hard

limit.
For example:

yarn. schedul er. capaci ty. root. queues=hi vel, hi ve2
yarn. schedul er. capacity. root. hi vel. capacity=50
yarn. schedul er. capacity. root. hi ve2. capacity=50

If the maximum-capacity is set to more than 50 percent, the queue can use more than its capacity when there are
other idle resourcesin the cluster.

Configure usage limits for these queues and their users.
For example:

yar n. schedul er. capaci ty. root. hi vel. maxi nrum capaci t y=50
yar n. schedul er. capaci ty. root. hi ve2. maxi nrum capaci t y=50
yarn. schedul er. capacity.root. hivel.user-limt=1
yarn. schedul er. capacity.root. hive2.user-limt=1

Scheduler

Capacity Scheduler capacity-scheduler=null
yarn.scheduler.capacity.default. minimum-user-limit-percent=100
yarn.scheduler.capacity. maximum-am-resource-percent=0.2
yarn.scheduler.capacity. maximum-applications=10000
yarn.scheduler.capacity.node-locality-delay=40
yarn.scheduler.capacity.resource-calculator=org.apache.hadoop.yarn)
yarn.scheduler.capacity.root.accessible-node-labels=*
yarn.scheduler.capacity.root.acl_administer_gueue=*
yarn.scheduler.capacity.root.acl_submit_applications=*
yarn.scheduler.capacity.root.capacity=100
yarn.scheduler.capacity.root.default.acl_administer_jobs=*
yarn.scheduler.capacity.root.default.acl_submit_applications="*
yarn.scheduler.capacity.root.default.capacity=100
yarn.scheduler.capacity.root.default. maximum-capacity=100
yarn.scheduler.capacity.root.default state=RUNNING
yarn.scheduler.capacity.root.default.userdimit-factor=1

+]

The default value of 1 for user-limit means that any single user in the queue can at a maximum occupy 1X the
queue's configured capacity. These settings prevent usersin one queue from monopolizing resources across all
queuesin acluster.

4. From the Ambari dashboard, select ADMIN > Manage Ambari > Views.
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Configuring YARN queues for Hive

Marme

AUTO_CS_INSTANCE

AUTO_FILES_INSTANCE

URL

/main/view/CAPACITY-SCHEDULER/auto_cs_instance
=

imainiview/FILES/auta_files_instance &

SMARTSENSE_AUTO_INSTANCE /main/view/SMARTSENSE/smartsense_auto_instance

£y

View Type

CAPACITY-SCHEDULER {1.0.0}

FILES {1.0.0}

SMARTSEMSE {1.5.0.2.7.0.0-703}

5. Click the URL for the view named AUTO_CS _INSTANCE, which is the capacity scheduler view.

A / YARN Queue Manager

+ Add Queue

s roct (100%)

e default (100%)

Scheduler

Maximum
Applications

Maximum AM
Resource

Node Locality Delay

Calculator

Queue Mappings

Queue Mappings
Override

Actions =
W'
2
W
10000
20 %

40

Drefault Resource Calculator y

I Disabled

6. Inthe YARN Queue Manager, click Add Queue.

A/ YARN Queue Manager

Enter queue path...

a root (100%)

& default (100%)

"

2

7. Enter the queue path, which is the name of the first queue hivel, and then add the hive2 queue.
8. To create the following schedule, select the root queue and add hivel and hive2 at that level:
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- o ‘Capacity
— et @] w
L] —
- hived G - Cagacit
Scheciser ./
[rom— Accies Control 3 St
Aohtaane

Configureacustom LLAP queue

As an advanced user, you can create and customize a queue for interactive querying instead of accepting the default
Ilap queue during LLAP setup in Ambari. Using custom queues gives you the flexibility to assign different priorities,
or other configurations, to queries run on certain queues, for example.

Before you begin
Y ou have not set up the default [lap queue in Ambari.

About thistask

Thistask is optional. Do not set up acustom LLAP queue unless you are an experienced user.

Procedure

1

In Ambari, access the

capacity scheduler:

Select YARN > Configs > Advanced, and in Filter enter yarn.scheduler.capacity.root.

On the command line of the node where YARN isinstalled, go to the YARN /conf file, and open the capacity-
scheduler.xml file.

Define the custom LLAP queue, specifying a name and other properties, such as capacity and usage limits.

For example:

yarn.
yarn.
yarn.
yarn.

schedul er

schedul er.

schedul er.
schedul er.

capaci ty. root.
. capacity. root.
capaci ty. root.
capacity.root.

queues=nyl | ap

nmyl | ap=50

nyl | ap. maxi num capaci t y=50
myl | ap. user-limt=1

From the Ambari dashboard, select ADMIN > Manage Ambari > Views.

Name

AUTO_CS_INSTANCE

AUTO_FILES_INSTANCE

SMARTSENSE_AUTO_INSTANCE

URL

/main/view/CAPACITY-SCHEDULER/auto_cs_instance

=

imainiview/FILES/auta_files_instance &

=

/main/view/SMARTSENSE/smartsense_auto_instance

View Type

CAPACITY-SCHEDULER {1.0.0}

FILES {1.0.0}

SMARTSEMSE {1.5.0.2.7.0.0-703}

Click the URL for the view named AUTO_CS_INSTANCE, which is the capacity scheduler view.
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Configuring YARN queues for Hive

A / YARN Queue Manager

+ Add Queue Actions ~
e roct (100%) v

- default (100%) &

Scheduler v

Maximum 10000
Applications

Maximum AM 20 ¥
Resource

Node Locality Delay 40
Calculator Drefault Resource Calculator y
Queue Mappings

Queus Mappings 0 Disabled
Override

5. Inthe YARN Queue Manager, click Add Queue.
#A / YARN Queue Manager

Enter queue path...

a root (100%) v

- default (100%) &

6. Enter the queue path, which is the name of the custom queue myllap hivel.
7. In Ambari, select Services > Hive > Configs > Settings.
8. InInteractive Query, set Enable Interactive Query to Yes:

Interactive Query

Emable Interactive Query (requires YARM pre-emption)

9. In Select HiveServer Interactive Host, select the server to host HiveServer Interactive.
For example, select the default highlighted server, which istypically agood choice.

HiveBerverd imeraciove: | haher] fisiehh disssen (14,5 GB, B oonee) S
a1 fisd——— (14.5 GB, A cores)
Theaituny- 2. Pl oo (14.5 GB. B corea)
hiakin-3 . s —i— (14.5 GB, A cores)
Iahin-4 et % (14.5 GE, B cones)

s (14.5 GEB, 8 cores)

e {148 GB, & cores)
s (145 OR. B cores)

khahe Tre evoewenesen (1 4.5 GB, 8 cores)

10. In Interactive Query Queue, select the custom Y ARN queue to replace the default |1ap:
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Data Access Set up multiple HiveServer instances

Interactive Query

Enable Interactive Query [requires YARN pre-emption)

Interactive Query Queus

lap - o

This action dedicates all the LLAP daemons and YARN ApplicationMasters of the system to the single, specified
queue.

Set up multiple HiveServer instances

Y ou can set up HiveServer instances, which can share the same metastore database for different purposes, such as
ETL, running multiple applications using different settings, or load-balancing using ZooK eeper.

Before you begin

e Youinstaled Hive using Ambari and Hive is running.

Procedure

1. In Ambari, select Hosts.

@ Ambari

#A Dashboard

2. Click the name of the host node where you want to create the HiveServer instance.
3. In Summary, in Components, click Add, and select HiveServer.
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Key components of Hive warehouse processing

Components <+ ADD
NFSGateway

Status Name Hive Metastore

[} ZooKeeper Server / Zookeeper HiveServerZ
HiveServer2 Interactive

o DataNode / HDFS Infra Selr Instance

[+ Druid Histerical / Druid Metrics Collector
Activity Analyzer

] Druid MiddleManager / Druid Activity Explarer

[+ HST Agent / SmartSense Druid Broker
Druid Coordinator

[+ Metrics Manitor / Ambari Metrics Druid Overlord

] ModeManager / YARN Druid Router

Do not add HiveServer Interactives for high availability using this procedure.

Related Information
Set up multiple HiveServer Interactives for high availability

Key components of Hive war ehouse processing

A brief introduction to these software and systems, which affect performance, helps you understand the scope of the
tuning task: HiveServer, admission control, batch processing using Apache Tez, interactive processing using Apache
Tez and LLAP daemons, and YARN.

HiveSer ver

HiveServer provides Hive service to multiple clients that simultaneously execute queries against Hive using an open
Apache Hive API driver, such as JDBC. For optimal performance, you should use HiveServer to connect your client
application and the Hive enterprise data warehouse (EDW). Using Ambari, you can install, configure, and monitor the
Hive service and HiveServer.

An embedded metastore, which is different from MetastoreDB, runs in HiveServer and performs the following tasks:

» Gets statistics and schema from MetastoreDB
e Compiles queries

« Generates query execution plans

e Submits query execution plans

* Returns query results to the client

Admission control

HiveServer coordinates admission control. Admission control is critical to Hive performance tuning. Admission
control manages queries in amanner similar to how connection pooling manages network connectionsin RDBMS
databases. When using the Hive LLAP on the Tez engine, you can configure admission control.

Admission control performs the following functions:

« Enables optimal Hive performance when multiple user sessions generate asynchronous threads simultaneously
» Scales concurrent queries to suit system resources and demand
» Postpones processing or cancels other queriesif necessary
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Key components of Hive warehouse processing

Batch processing using Apache Tez

Each queue must have the capacity to support one complete Tez application, as defined by its Application Master
(AM) (tez.am.resource.memory.mb property). Consequently, the number of Apache Tez AMs limits the maximum
number of queries a cluster can run concurrently. A Hive-based analytic application relieson YARN containers as
execution resources. The Hive configuration defines containers. The number and longevity of containers that reside in
your environment depend on whether you want to run with batch workloads or enable Hive LLAP in HDP.

Hive on Tez is an advancement over earlier application frameworks for Hadoop data processing, such as using Hive
on MapReduce, which is not supported in HDP 3.0 and later. The Tez framework is suitable for high-performance
batch workloads.

After query compilation, HiveServer generates a Tez graph that is submitted to YARN. A Tez AM monitors the query
asitruns,

I nteractive processing using Apache Tez and LL AP daemons

The way interactive and batch workloads operate with Y ARN and queues differs. Hive LLAP manages resources
globally, rather than managing resources of each Tez session independently. LLAP does not rely on YARN: LLAP
has its own resource scheduling and pre-emption built in. Consequently, you need only a single queue to manage al
LLAP resources. Each LLAP daemon runs asasingle YARN container.

The following diagram shows the architecture of Hive LLAP:

Hive 2 with LLAP: Architecture Overview
”M YARN Cluster

* Query
‘J‘ Coardinatory LLAF Daemaon LLAF Daemaon LLAF Daemon LLAP Daemen

.- In-Memory Cache
(Shared Across All Users)
Il Coord-
inator
. Query Query
- Coord-
m m -‘m -‘m
a
& ? HDFS and
g 8 Compatible
vl

Query coordinators Components that coordinate the execution of asingle,
persistent LL AP daemon, typically one per node.
Thisisthe main differentiating component of the
architecture, which enables faster query runtimes than
earlier execution engines.

Query executors Threads running inside the LLAP daemon.
In-memory cache A cacheinside the LLAP daemon that is shared across all
users.
YARN

LLAP depends on YARN queues. HiveServer and Y ARN work together to intelligently queue incoming queries of
a Hive data set. The queuing process tends to minimize the latency of returned results. The LLAP daemons manage
resources across Y ARN nodes. When you set up LLAP, you enable interactive queries, enable YARN pre-emption,
and choose a Y ARN queue for LLAP processing.
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Query result cache and metastor e cache

Y ou need to understand the query result cache to enable or disable it for debugging and to configure the memory
allocated for the results. Y ou also need to understand how the metadata cache affects data consistency.

Using the query result cache

Some operations support hundreds of thousands of users who connect to Hive using Bl systems such as Tableau. In
these situations, repetitious queries are inevitable. The query result cache, which is on by default, filters and stores
common queriesin acache. When you issue the query again, Hive retrieves the query result from a cache instead of
recomputing the result, which takes aload off the backend system.

Every query that runsin Hive 3 storesitsresult in a cache. Hive evictsinvalid data from the cache if the input table
changes. For example, if you preform aggregation and the base table changes, queries you run most frequently stay
in cache, but stale queries are evicted. The query result cache works with managed tables only because Hive cannot
track changes to an external table. If you join external and managed tables, Hive falls back to executing the full query.
The query result cache works with ACID tables. If you update an ACID table, Hive reruns the query automatically.

Y ou can enable and disable the query result cache from command line. Y ou might want to do so to debug a query.
Y ou disable the query result cache by setting the following parameter to false: hive.query.results.cache.enabled=false

Hive stores the query result cache in /tmp/hive/__resultcache /. By default, Hive alocates 2GB for the query result
cache. Y ou can change this setting by configuring the following parameter in bytes: hive.query.results.cache.max.size

Using the metadata cache

When query execution time isless than 1 second, compilation time dominates. Metadata retrieval is often a significant
part of compilation time, which is devoted to RDBMS queries. In this situation, Cloud RDBMS As a Serviceis often
slower, and frequent queries leads to throttling. M etadata caching speeds compilation time by approximately 50
percent in an on-premises MySQL installation. Significantly more improvements occur with cloud RDBMS. Caching
achieves consistency in asingle metastore setup and eventual consistent in an HA setup.

Tez execution engine properties

If the performance of low-latency analytical processing (LLAP) degrades, you can adjust Tez properties to tune Hive
LLAP performance, but generally changing Tez propertiesis not necessary.

Tuning Tez

In Ambari, select Services > Tez > Configsto change general or advanced properties using guidelinesin the
following table. Y ou can search for a property by entering it in the Filter field.

Property Guideline Default

tez.am.resource.memory.mb 4 GB maximum for most sites. Generally, do
not change the value of this property unless

you change resources on the cluster.

Depends on your environment

size

tez.session.am.dag.submit.timeout.secs 300 minimum 300
tez.am.container.idle.rel ease-timeout- 20000 minimum 10000

min.millis

tez.am.container.idle.rel ease-timeout- 40000 minimum 20000

max.millis

tez.shuffle-vertex-manager.desired-task-input- | Increase for large ETL jobsthat runtoo long. | No default value set
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Monitoring Apache Hive performance

Property Guideline Default
tez.min.partition.factor Increase for more reducers. Decrease for fewer | 0.25

reducers.
tez.max.partition.factor Increase for more reducers. Decrease for fewer | 2.0

reducers.
tez.shuffle-vertex-manager.min-task- Set avalueif reducer counts are too low, even | No default value set
parallelism if the tez.shuffle-vertex-manager.min-src-

fraction property is aready adjusted.

tez.shuffle-vertex-manager.min-src-fraction Increase to start reducers later. Decrease to 0.2
start reducers sooner.
tez.shuffle-vertex-manager.max-src-fraction Increase to start reducers later. Decrease to 04
start reducers sooner.
hive.vectorized.execution.enabled true 04
hive.mapjoin.hybridgrace.hashtable true for slower but safer processing. falsefor | false

faster processing.

Monitoring Apache Hive performance

Y ou can use Grafana, part of Ambari Metrics, to monitor Hive performance. Grafana includes prebuilt dashboards for
advanced visualization of cluster metrics. From these dashboards, you can assess the performance of the system.

Grafanaincludes the following Hive LLAP dashboards:
e HiveLLAP Heatmap

Shows all the nodes that are running LLAP daemons with percentage summaries for available executors and
cache. This dashboard enables you to identify the hotspots in the cluster in terms of executors and cache.

« HiveLLAP Overview

Shows the aggregated information across all of the clusters: for example, the total cache memory from al the
nodes. This dashboard enables you to see that your cluster is configured and running correctly. For example, you
might have configured 10 nodes, but see executors and cache indicators for only 8 nodes.

e HiveLLAP Daemon

Metrics that show the operating status for a specific Hive LLAP Daemon.

From an issue in the Hive LLAP Overview dashboard, you can go to the LLAP Daemon dashboard and determine
which node is having the problem.

Monitoring LLAP resources

As administrator, you can monitor a cluster to conserve resources when running low-latency analytical processing
(LLAP). You can monitor the queriesin real-time using the Y ARN ResourceManager Web Ul or YARN command-
line tools. You can view LLAP app information and HiveServer Interactive logs using the HiveServer2 Interactive
Ul.

After setup, Hive LLAP istransparent to Apache Hive users and business intelligence tools. Interactive queries run
on Apache Hadoop YARN. For example, you can run alarge Hive LLAP cluster during the day for Bl tools, and then
reduce usage during nonbusiness hours to use the cluster resources for ETL processing. The following diagram shows
how LLAP fitsinto your cluster:
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| i [
Client(s) ' YARN Cluster
l i RN
HiveServer2 | |  {—— +f container am1 |

cueryn [0 ]

Controller ||

On your cluster, an extra HiveServer instance isinstalled that is dedicated to interactive queries. Y ou can see this
HiveServer instance listed in the Hive Summary page of Ambari.

Inthe YARN ResourceManager Ul, you can see the queue of Hive LLAP daemons or running queries:

capacity scheduler - Showing queues from all partitions

Y Partitions: | Default partition

default

llap

The Apache Tez ApplicationMasters are the same as the selected concurrency. If you selected atotal concurrency of
5, you see 5 Tez ApplicationMasters. The following example shows selecting a concurrency of 2:

Maximum Total Concurrent Queries

i 4
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M aximizing storage resour ces using ORC

Y ou can conserve storage in a number of ways, but using the Optimized Row Columnar (ORC) file format is most
effective.

The ORC file format for data storage is recommended for the following reasons:

» Efficient compression: Stored as columns and compressed, which leads to smaller disk reads. The columnar
format is also ideal for vectorization optimizationsin Tez.

» Fast reads: ORC has a built-in index, min/max values, and other aggregates that cause entire stripes to be skipped
during reads. In addition, predicate pushdown pushes filters into reads so that minimal rows are read. And Bloom
filters further reduce the number of rows that are returned.

« Proven in large-scale deployments: Facebook uses the ORC file format for a 300+ PB deployment.

Index data

Column 1
Row data Column 2

Column 3

Column 4

Stripe Footer

Column 5
Index data

Column 1
Row data

Column 2

Column 3

Stripe Footer

Column 4

File Footer Column 5

ORC provides the best Hive performance overall. In addition, to specifying the storage format, you can also specify a
compression algorithm for the table, as shown in the following example:

CREATE TABLE addresses (
nane string,
street string,

city string,
state string,
Zip int

) STORED AS orc TBLPROPERTIES ("orc. conpress"="Zlib");

Setting the compression algorithm is usually not required because your Hive settings include a default algorithm.
Using ORC advanced properties, you can create bloom filters for columns frequently used in point lookups.

Y ou can read atable and create a copy in ORC using the following command:
CREATE TABLE a_orc STORED AS ORC AS SELECT * FROM A

A common practice isto store datain HDFS astext, create a Hive external table over it, and then store the data as
ORC inside Hive where it becomes a Hive-managed table.
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Improving performance using partitions

Hive supports Parquet and other formats. Y ou can also write your own SerDes (Serializers, Deserializers) interface to
support custom file formats.

Storage layer

While a Hive enterprise data warehouse (EDW) can run on one of avariety of storage layers, HDFS and Amazon
S3 are among the most frequently used for data analytics in the Hadoop stack. Amazon S3 is a commonly used for a
public cloud infrastructure.

A Hive EDW can store data on other file systems, including WASB and ADLS.

Depending on your environment, you can tune the file system to optimize Hive performance by configuring
compression format, stripe size, partitions, and buckets.

Advanced ORC properties

Usually, you do not need to modify ORC properties, but occasionally, Hortonworks Support advises making such
changes.

Key Default Setting Notes

orc.compress ZLIB Compression type (NONE, ZLIB, SNAPPY).

orc.compress.size 262,144 Number of bytesin each compression block.

orc.stripe.size 268,435,456 Number of bytesin each stripe.

orc.row.index.stride 10,000 Number of rows between index entries (>=
1,000).

orc.create.index true Sets whether to create row indexes.

orc.bloom.filter.columns -- Commarseparated list of column names for
which a Bloom filter must be created.

orc.bloom.filter.fpp 0.05 False positive probability for a Bloom filter.
Must be greater than 0.0 and less than 1.0.

| mproving performance using partitions

Y ou can use partitions to significantly improve performance. Y ou can design Hive table and materialized views
partitions to map to physical directories on the file system. For example, atable partitioned by date-time can organize
data loaded into Hive each day.

Large deployments can have tens of thousands of partitions. Partition pruning occurs indirectly when Hive discovers
the partition key during query processing. For example, after joining with adimension table, the partition key

might come from the dimension table. A query filters columns by partition, pruning partition scanning to one or a
few matching partitions. Partition pruning occurs directly when a partition key is present in the WHERE clause.
Partitioned columns are virtual, not written into the main table because these columns are the same for the entire
partition. In a SQL query, you define the partition as shown in the following example:

CREATE TABLE sal e(id in, anount decinal)
PARTI TI ONED BY (xdate string, state string);

Toinsert datainto thistable, you specify the partition key for fast loading:

I NSERT | NTO sal e (xdate='2016-03-08', state='CA)
SELECT * FROM st agi ng_tabl e
VWHERE xdat e=' 2016- 03-08' AND state='CA';
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Handling bucketed tables

Y ou do not need to specify dynamic partition columns. Hive generates a partition specification if you enable dynamic
partitions.

hive-site.xml settingsfor loading 1 to 9 partitions: —

hi ve. exec. dynami c. partition. nbde=nonstri ct;
SET
hi ve. exec. dynam c. partition=true;

For bulk-loading data into partitioned ORC tables, you use the following property, which optimizes the performance
of dataloading into 10 or more partitions.

hive-site.xml setting for loading 10 or more

partitions: hi ve. opti m ze. sort.dynan c. partition=true

Example of a Hive query on partitioned data

| NSERT | NTO sal e (xdate, state)
SELECT * FROM st agi ng_t abl e;

Follow these best practices when you partition tables and query partitioned tables:

e Never partition on aunique ID.
» Size partitions so that on average they are greater than or equal to 1 GB.
» Formulate aquery so that it does not process more than 1000 partitions.

Handling bucketed tables

If you migrated data from earlier Apache Hive versionsto Hive 3, you might need to handle bucketed tables that
impact performance.

Y ou can divide tables or partitionsinto buckets, which are stored in the following ways:

» Asfilesinthedirectory for the table.
» Asdirectories of partitionsif the table is partitioned.

Specifying buckets in Hive 3 tablesis not necessary. In CDP, Hive 3 buckets dataimplicitly, and does not require a
user key or user-provided bucket number as earlier versions (ACID V1) did. For example:

V1.

CREATE TABLE hello_acid (load _date date, key int, value int)
CLUSTERED BY(key) | NTO 3 BUCKETS
STORED AS ORC TBLPROPERTIES ('transactional'="true');

V2
CREATE TABLE hell o_acid_v2 (load_date date, key int, value int);

Performance of ACID V2 tablesis on a par with non-ACID tables using buckets. ACID V2 tables are compatible
with native cloud storage.

A common challenge related to using buckets is maintaining query performance while the workload or data scales
up or down. For example, you could have an environment that operates smoothly using 16 buckets to support 1000
users, but a spike in the number of usersto 100,000 for aday or two creates problemsif you do not promptly tune
the buckets and partitions. Tuning the buckets is complicated by the fact that after you have constructed a table with
buckets, the entire table containing the bucketed data must be reloaded to reduce, add, or eliminate buckets.
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With Tez, you only need to deal with the buckets of the biggest table. If workload demands change rapidly, the
buckets of the smaller tables dynamically change to complete table JOINS.

Y ou perform the following tasks related to buckets:
e Setting hive-site.xml to enable buckets

SET hive.tez.bucket.pruning=true
» Bulk-loading tables that are both partitioned and bucketed:

When you load datainto tables that are both partitioned and bucketed, set the following property to optimize the
process:

SET hive.optimize.sort.dynamic.partition=true

If you have 20 buckets on user_id data, the following query returns only the data associated with user_id = 1:
SELECT * FROM tab WHERE user_id =1,

To best leverage the dynamic capability of table buckets on Tez, adopt the following practices:

» Useasingle key for the buckets of the largest table.

« Usudly, you need to bucket the main table by the biggest dimension table. For example, the sales table might be
bucketed by customer and not by merchandise item or store. However, in this scenario, the sales tableis sorted by
item and store.

« Normally, do not bucket and sort on the same column.

A table that has more bucket files than the number of rowsis an indication that you should reconsider how the tableis
bucketed.

| mproving performance using the cost-based optimizer

A cost-based optimizer (CBO) generates efficient query plans, but to effectively use the CBO to optimize Hive data,
you must generate column statistics for tables.

The CBO, powered by Apache Calcite, is acore component in the Hive query processing engine. The CBO optimizes
plans for executing a query, calculates the cost, and selects the least expensive plan to use. In addition to increasing
the efficiency of execution plans, the CBO conserves resources.

Hive not only enables CBO, but it also gathers table-level statistics by default; however, Hive does not use the
CBO until you generate column statistics for tables. Hive does not enable column statistics by default because these
statistics can be expensive to compute.

How the CBO works

After parsing aquery, a process converts the query to alogical tree (Abstract Syntax Tree) that represents the
operations to perform, such as reading atable or performing a JOIN. Calcite applies optimizations, such as query
rewrite, JOIN re-ordering, JOIN elimination, and deriving implied predicates to the query to produce logically
equivalent plans. Bushy plans provide maximum parallelism. Each logical plan is assigned a cost that is based on
distinct, value-based heuristics.

The Calcite plan pruner selects the lowest-cost logical plan. Hive converts the chosen logical plan to a physical
operator tree, optimizes the tree, and converts the treeto a Tez job for execution on the Hadoop cluster.

Explain plans

Y ou can generate explain plans by running the EXPLAIN query command. An explain plan shows you the execution
plan of aquery by revealing the operations that occur when you run the query. Having a better understanding of the
plan, you might rewrite the query or change Tez configuration parameters.
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Set up the cost-based optimizer and statistics

Y ou can use the cost-based optimizer (CBO) and statistics to generate efficient query execution plans that can
improve performance. Y ou must generate column statistics to make CBO functional.

About thistask

In this task, you enable and configure the cost-based optimizer (CBO) and configure Hive to gather column and table
statistics for evaluating query performance. Column and table statistics are critical for estimating predicate selectivity
and cost of the plan. Certain advanced rewrites require column statistics.

In this task, you check, and set the following propertiesin the hive-site.xml configuration file:
e hivedtats.autogather

Controls collection of table-level statistics.
* hivestats.fetch.column.stats

Controls collection of column-level statistics.
« hive.compute.query.using.stats

Instructs Hive to use statistics when generating query plans.

All of these properties are checked by default. Y ou can manually generate the table-level statistics for newly created
tables and table partitions using the ANALY ZE TABLE statement.

Before you begin

e Youinstaled Ambari.
* You added the Apache Hive service and started all components.
* You have administrative privilegesto configure Hive in Ambari.

Procedure

1. In Ambari, select Services > Hive > Configs.
2. Enable cost-based optimization if you changed the default: In Filter, enter hive.cbo.enable, and check the

checkbox.
| acrions -_|

Config Group | pefault (3) - hive.cho.enabldd | .

3. Configure automatic gathering of table-level statistics for newly created tables and table partitionsif you changed
the default: In Filter, enter hive.stats.autogather, and check the checkbox.

4. Configure Hive to use statistics when generating query plans: In Filter, enter hive.compute.query.using.stats, and
check the checkbox.

5. Restart Hive and any other affected services.

Generate and view Apache Hive statistics

Y ou can use statistics to optimize queries for improved performance. The cost-based optimizer (CBO) also uses
statistics to compare query plans and choose the best one. By viewing statistics instead of running a query, you can
sometimes get answers to your data questions faster.
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About thistask
This task shows how to generate different types of statistics about atable.

Procedure

1. Launch ahive shell andlogin.

2. Gather statistics for the non-partitioned table mytable:
ANALYZE TABLE mytable COMPUTE STATISTICS;

3. Confirm that the hive.stats.autogather property is enabled.

a) In Ambari, select Services> Hive > Configs.
b) In Filter, enter hive.stats.autogather.

4. View table statistics you generated:
DESCRIBE EXTENDED mytable;

5. Gather column statistics for the table:

ANALYZE TABLE nyt abl e COVWUTE STATI STI CS FOR COLUWNS;

6. View column statistics for the name column in my_table in the my_db database:
DESCRIBE FORMATTED my_db.my_table;

Related Information
Apache Hive Wiki language reference
Apache Hive Wiki - Statisticsin Hive

Statistics generation and viewing commands

Y ou can manually generate table and column statistics, and then view statistics by issuing Hive queries. By default,
Hive generates table statistics, but not column statistics, which you must generate manually to make cost-based
optimization (CBO) functional.

Commandsfor generating statistics

The following ANALY ZE TABLE command generates statistics for tables and columns:

ANALYZE TABLE [table name] COMPUTE Gatherstable statistics for non-partitioned tables.
STATISTICS;

ANALYZE TABLE [table_name] Gathers table statistics for partitioned tables.
PARTITION(partition_column) COMPUTE

STATISTICS;

ANALYZE TABLE [table_name] Gathers column statistics for the entire table.

COMPUTE STATISTICSfor COLUMNS
[comma_separated_column_list];

ANALYZE TABLE partition2 (col1="x") Gathers statistics for the partition2 column on atable
COMPUTE STATISTICSfor COLUMNS; partitioned on col 1 with key x.

Commandsfor viewing statistics

Y ou can use the following commands to view table and column statistics:

DESCRIBE [EXTENDED] table name; View table statistics. The EXTENDED keyword can be
used only if the hive.stats.autogather property is enabled
in the hive-sitexml configuration file.

32


https://cwiki.apache.org/confluence/display/Hive/LanguageManual+DDL#LanguageManualDDL-Describe
https://cwiki.apache.org/confluence/display/Hive/StatsDev#StatsDev-ExistingTables%E2%80%93ANALYZE

Data Access Improving performance using the cost-based optimizer

DESCRIBE FORMATTED [db_name]table name  View column statistics.

[column_name] [PARTITION (partition_spec)];

Optimization and planning properties

The Ambari wizard automatically tunes the optimization- and planner-related configuration properties of Hive, Tez,
and YARN, and you rarely need to make changes. However, in the event you want to tune these properties, guidelines
are available.

Property

Setting Guideline If Manual Configuration
Is Needed

Default Valuein Ambari

hive.auto.convert.join.

noconditionaltask.size

one-third of -Xmx value

Auto-tuned: Depends on environment

hive.tez.container.size

Production Systems: 4 to 8 GB
Small VMs: 1to 2 GB

Auto-tuned: Depends on environment

hive.tez.java.opts

-Xmx value must be 80% to 90% of container
size

Auto-tuned: Depends on environment

tez.grouping.min.size Decrease for better latency 16777216
Increase for more throughput

tez.grouping.max.size Decrease for better latency 1073741824
Increase for more throughput

tez.grouping.split-waves Increase to launch more containers 17

Decrease to enhance multitenancy

yarn.schedul er.minimum-allocation-mb

1 GB isusually sufficient

Auto-tuned: Depends on environment
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