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| ntr oduction

Apache YARN isthe processing layer for managing distributed applications that run on multiple machinesin a
network.

Understanding YARN ar chitecture and features
Y ARN, the Hadoop operating system, enables you to manage resources and schedule jobs in Hadoop.

YARN allows you to use various data processing engines for batch, interactive, and real-time stream processing of
data stored in HDFS (Hadoop Distributed File System). Y ou can use different processing frameworks for different
use-cases, for example, you can run Hive for SQL applications, Spark for in-memory applications, and Storm for
streaming applications, all on the same Hadoop cluster.
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Y ARN extends the power of Hadoop to new technol ogies found within the data center so that you can take advantage
of cost-effective linear-scale storage and processing. It provides independent software vendors and developers a
consistent framework for writing data access applications that run in Hadoop.

Support for Docker containerization makesit easier for you to package and distribute applications, it allows you to
focus on running and fine-tuning your applications, therefore reducing "time-to-deployment™ and "time-to-insight”.

Y ARN architecture and workflow
Y ARN has three main components:

* ResourceManager: Allocates cluster resources using a Scheduler and ApplicationManager.

« ApplicationMaster: Manages the life-cycle of ajob by directing the NodeManager to create or destroy a container
for ajob. Thereisonly one ApplicationMaster for ajob.

« NodeManager: Manages jobs or workflow in a specific node by creating and destroying containersin a cluster
node.
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YARN features
Y ARN provides the following features:

Multi-tenancy Y ou can use multiple open-source and proprietary
data access engines for batch, interactive, and real-
time access to the same dataset. Multi-tenant data
processing improves an enterprise’ s return on its Hadoop

investments.

Docker containerization Y ou can use docker containerization to run multiple
versions of the same applications side-by-side.

Cluster utilization Y ou can dynamically allocate cluster resources to
improve resource utilization.

Multiple resource types Y ou can use multiple resource types such as memory,
CPU, and GPU.

Scalability Significantly improved data center processing power.

Y ARN’s ResourceManager focuses exclusively on
scheduling and keeps pace as clusters expand to
thousands of nodes managing petabytes of data.

Compatibility M apReduce applications devel oped for Hadoop 1 runs
on YARN without any disruption to existing processes.
Y ARN maintains APl compatability with the previous
stable release of Hadoop.

Related Information
Apache Hadoop YARN

Application Development

You can usethe YARN REST APIsto manage applications. To collect generic and per-framework information about
Y ARN applications, you can use the timeline server.

Usingthe YARN REST APIsto Manage Applications
You can use the YARN REST APIsto submit, monitor, and kill applications.

f Important: Inanon-secure cluster, you must append a request with 2user.name=<user>.
Example: Get application data

* Without 2user.name=<user>:

curl http://1ocal host: 19888/ obhi story/job/job_ 1516861688424 0001
Access deni ed: User null does not have perm ssion to view job
job_1516861688424_0001

¢ With ?2user.name=<user>:

curl http://1ocal host: 19888/ obhi story/job/job_1516861688424_0001?user. nanme=hrt_1

{"job":{"subm t Ti ne": 1516863297896, "start Ti me": 1516863310110, "fi ni shTi me": 1516863330610,
"id":"job_1516861688424_0001", "nane": " Sl eepj ob", "queue": "defaul t", "user":"hrt_1",

"state":" SUCCEEDED', "nmapsTotal ": 1, "mapsConpl et ed": 1, "reducesTotal ": 1, "reducesConpl et ed": 1,
"uberized":fal se, "di agnostics":"", "avgMapTi ne": 10387, "avgReduceTi ne": 536, "avgShuf f| eTi me": 4727,
"avgMer geTi me": 27, "fai |l edReduceAttenpts”: 0, "ki |l | edReduceAttenpts": 0, "successful ReduceAttenpts": 1,
"fail edMapAttenpts": 0, "kill edMapAttenpts": 0, "successful MapAttenpts": 1, "acls":

[{"name": " mapr educe. j ob. acl -

vi ewjob","value":" "}, {"nane": "mapreduce.job. acl - nodi fy-j ob","value":" "}]}}
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Get an Application ID

Y ou can use the New Application APl to get an application ID, which can then be used to submit an application. For
example:

curl -v -X POST 'http://1ocal host: 8088/ ws/v1l/cl uster/apps/ new application’

The response returns the application 1D, and also includes the maximum resource capabilities available on the cluster.
For example:

{
application-id: application_1409421698529 0012",
"maxi mum r esour ce-capabi lity": {"menory":"8192", "vCores":"32"}

}

Set Up an Application .json File

Before you submit an application, you must set up a .json file with the parameters required by the application. This
is analogous to creating your own ApplicationMaster. The application .json file contains all of the fields you are
reguired to submit in order to launch the application.

The following is an example of an application .json file:

"application-id":"application_ 1404203615263 0001",
"application-nanme":"test",
"am cont ai ner - spec":

"l ocal -resources":
"entry":

[

"key": " AppMaster.jar",
"val ue":

{

"resource": "hdfs://hdfs-nanenode: 9000/ user/t est user/
Di st ri but edShel | / deno- app/ AppMast er.jar”,

"type":"FI LE",
"visibility":"APPLI CATI ON',
"size": "43004",
"timestanmp": "1405452071209"

}

}
]

ommands" :

}

{
"comand": "{{JAVA HOVE}}/bi n/java - Xmx10m
or g. apache. hadoop. yar n. appl i cati ons. di stri but edshel | . Appl i cati onMaster --
cont ai ner_menory 10 --container_vcores 1 --numcontainers 1 --priority O
1><LOG DI R>/ AppMast er. st dout 2><LOG DI R>/ AppMast er. stderr”

"“envi ronnent " :

{

"entry":

[ {
"key": "Dl STRI BUTEDSHELLSCRI PTTI MESTAMP",
"val ue": "1405459400754"

10
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"key": "CLASSPATH',
"val ue": "{{CLASSPATH}}<CPS>./
* <CPS>{ { HADOOP_CONF_DI R} } <CPS>{ { HADOOP_COVMMON_HOVE} } / shar e/ hadoop/
comon/ * <CPS>{ { HADOOP_COVMON_HOMVE} } / shar e/ hadoop/ conmon/ | i b/
* <CPS>{ { HADOOP_HDFS HOVE} } / shar e/ hadoop/ hdf s/ * <CPS>{ { HADOOP_HDFS HOVE} } /
shar e/ hadoop/ hdf s/ | i b/ *<CPS>{ { HADOOP_YARN_HOVE} } / shar e/ hadoop/ yar n/
* <CPS>{ { HADOOP_YARN HOVE} }/ shar e/ hadoop/ yarn/ |i b/ *<CPS>. /| og4j . properties"
}

{
"key": "Dl STRI BUTEDSHELLSCRI PTLEN",

n Val ue" : n 6II
% )
"key": "Dl STRI BUTEDSHELLSCRI PTLOCATI ON*,

"val ue": "hdfs://hdfs-nanmenode: 9000/ user/t est user/ deno- app/
shel | Conmands”

}
]
}

’ nmanaged- AM': "f al se",
"max- app-attenpts":"2",
"resource":

{

}

"menory":"1024",
"vCores":"1"

}

’ pplication-type":" YARN',
"keep- cont ai ners-across-application-attenpts":"fal se"

Submit an Application

Y ou can use the Submit Application API to submit applications. For example:

curl -v -X POST -d @xanpl e-subnit-app.json -H "Content-type: application/
json"" http://Iocal host: 8088/ ws/v1/cl uster/apps'

After you submit an application the response includes the following field:
HTTP/ 1.1 202 Accept ed

The response also includes the Location field, which you can use to get the status of the application (app I1D). The
following is an example of areturned Location code:

Location: http://1ocal host: 8088/ ws/vl/cl uster/apps/
application_1409421698529 0012

Monitor an Application
Y ou can use the Application State API to query the application state. To return only the state of arunning application,
use the following command format:

curl "http://1ocal host: 8088/ ws/vl/cluster/apps/
application_1409421698529 0012/ state'

11
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Y ou can also use the value of the Location field (returned in the application submission response) to check the
application status. For example:

curl -v "http://1ocal host: 8088/ ws/vl/cl uster/apps/
application_1409421698529 0012

Y ou can use the following command format to check the logs:

yarn | ogs -appOmer 'dr.who' -applicationld application_1409421698529 0012 |
| ess

Kill an Application

Y ou can also use the Application State API to kill an application by using a PUT operation to set the application state
to KILLED. For example:

curl -v -X PUT -d '{"state": "KILLED'}' "' http://|ocal host: 8088/ ws/vl/cluster/
apps/ appl i cation_1409421698529_0012'

Related Information
Apache YARN REST APIs

Collect Application Data with the Timeline Server
The Timeline Server enables you to collect generic and per-framework information about YARN applications.

The Timeline Server maintains historical state and provides metrics visibility for Y ARN applications, similar to the
functionality the Job History Server provides for MapReduce.

The Timeline Server provides the following information:

» Generic Information about Completed Applications. Generic information includes application-level data such as
gueue name, user information, information about application attempts, alist of Containers that were run under
each application attempt, and information about each Container. Generic data about completed applications can be
accessed using the web Ul or via REST APIs.

* Per-Framework Information for Running and Completed Applications. Per-framework information is specific to
an application or framework. For example, the Hadoop MapReduce framework can include pieces of information
such as the number of map tasks, reduce tasks, counters, etc. Application devel opers can publish thisinformation
to the Timeline Server viathe TimelineClient (from within a client), the ApplicationMaster, or the application's
Containers. Thisinformation can then be queried through REST APIs that enable rendering by application or
framework-specific Uls.

The Timeline Server is a stand-alone server daemon that is deployed to a cluster node. It may or may not be co-
located with the ResourceM anager.

Timeline Service 2.0 Overview

YARN Timeline Service 2.0 is the next major version of timeline server after versions 1.0 and 1.5. Timeline Service
2.0 uses a distributed writer architecture and a back-end storage that are more scalable than the earlier versions.

YARN Timeline Service 2.0 addresses the following two major challenges associated with the earlier versions of
Timeline Server:

Scalability Timeline Server 1.0 islimited to a single instance of
reader or writer and storage. Therefore, it does not scale
well beyond small clusters. YARN Timeline Service 2.0
separates data writes from data reads. It uses distributed
collectors, essentially one collector for each YARN
application. The readers are separate instances that are
dedicated to serving queries through REST APIs.

12
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Y ARN Timeline Service 2.0 uses Apache HBase as the
primary backing storage, because Apache HBase scales
well to alarge size while maintaining good response
times for reads and writes.

Usability YARN Timeline Service 2.0 provides improved usability
because it supports aggregation of information at the
level of flowsor logical group of YARN applications. It
supports configuration information and metrics.

Related Information
The YARN Timeline Servicev.2

Architecture of Timeline Service 2.0
YARN Timeline Service 2.0 uses a set of collectors or writers to write data to the back-end storage. The collectors are
present at the level of individual applications or the ResourceManager.

The application-level collectors are distributed and co-located with dedicated ApplicationManagers. These collectors
collect data that belongs to the applications. For a given application, the ApplicationMaster can write data to the
co-located timeline collector. In addition, NodeM anagers of other nodes that are running the containers for the
application can write data to the timeline collector on the node that is running the ApplicationMaster.

The collector associated with the ResourceManager collects generic life cycle events.

In addition to the collectors, there are separate daemons called timeline readers that are dedicated to serving queries
through REST APIs.

13
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Timeline Service 2.0 I nstallation
Timeline Service 2.0 is automatically installed as part of the Y ARN installation process when deploying an HDP
cluster using Ambari.

Timeline Service 2.0 uses HBase as the primary backing storage. Therefore, you can use either of the following
approaches to configure HBase for Timeline Service 2.0:

» Enable the automatic installation of HBase along with Timeline Service 2.0 as part of the YARN installation
process. Thisis different from the HBase service that you install using Ambari.

« Configure YARN to point to an external instance of HBase service installed using Ambari.

Installation M odes for HBase associated with Timeline Service 2.0
The HBase component available with Timeline Service 2.0 is automatically installed either in embedded mode or as a
separate system service depending on the cluster capacity.

» Embedded mode: This mode of installation works on smaller clusters with less than 50 GB of total cluster
capacity and less than 12 GB capacity of the NodeManager. This HBase cluster runs along with the Timeline
Service V2.0 Reader component.

» System service mode: This mode of installation works on clusters where the capacity on each nodeis at least 10
GB and the total cluster capacity is at least 50 GB. In this mode, HBase runs as a separate service named ats-
hbase on Y ARN. The system service mode is recommended for installation on large clusters for the purpose of
scalability.

14
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Reg ~ Search 25 Rows j
State Service Name 7 Application ID 7 State ¥ %Cluster 7 Elapsed Time 7 User 7 Queue 7 StartedT

RUNNING -~ N
ats-hbase application_1528113690884_0001 @ Running 6.4814816 1D 17h 28m 33s 133ms yarn-ats default 2018/06/

More
Queue

default 1

More

Configure External HBase for Timeline Service 2.0
Based on your requirements, you can configure Y ARN to point to an external instance of the HBase service instead of
using the HBase instance that is available with Timeline Service 2.0.

Before you begin
Y ou must have installed HBase on your Hortonworks Data Platform (HDP) cluster before configuring the instance for
Timeline Service 2.0.

About thistask

Y ou can configure the HBase service for Timeline Service 2.0 on your HDP cluster either before or after installing
YARN.

Procedure

1. Enabletheuse external _hbase property under Advanced yarn-hbase-env.

15
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Depending on your requirement, use either of the following options to access the use_external_hbase property

using Ambari:
If... Then...
YARN isaready installed on the HDP cluster In Ambari Web, browse to Services> YARN >

Configs, then expand Advanced yar n-hbase-env.

You are using Ambari to install YARN on the HDP On the Customize Services screen of the Add Service
cluster wizard, browse to YARN > Configs, then expand
Advanced yarn-hbase-env.

Note: You must perform this step as part

B of the procedureto install YARN asa
service using Ambari. For more information
about using Ambari to add a service, see
the Managing and Monitoring Ambari
documentation.

2. Update the following properties under Advanced yar n-hbase-env to match the values of the corresponding
properties in the external HBase instance;

* hbase.zookeeper.quorum
» hbase.zookeeper.property.clientPort
» zookeeper.znode.parent
3. Savethe configured property changes and restart all YARN services.
4. Copy the hbase-sitexml file to the timeline server configuration directory.

mv /usr/ hdp/ 3. 1. 4. 0- 315/ hadoop/ conf / enbedded- yar n- at s- hbase/ hbase-
site.xm /usr/hdp/3.1.4.0-315/ hadoop/ conf/ enbedded- yar n- at s- hbase/ hbase-

site.xm . bak
cp /etc/ hbase/ conf/ hbase-site.xm /usr/hdp/3.1.4.0-315/hadoop/ conf/

enbedded- yar n- at s- hbase/

B Note: <hdp-version> indicates the installed HDP version.

5. Log on to acluster node and create the required HBase tables.

export HBASE CLASSPATH PREFI X={ hdp- di r}/ hadoop-yarn-client/
tinelineservicel/*; <hdp-dir>/current/hbase-client/bin/hbase
or g. apache. hadoop. yar n. server. ti nmel i neservi ce. st orage. Ti nel i neSchemaCr eat or
-Dhbase.client.retries. nunber=35 -create -s

E Note: <hdp-dir> indicates the directory where HDP isinstalled.

6. From the HBase shell, grant the yarn user with the required permissions to access the HBase tables created in Step
4,

grant 'yarn', 'yarn-ats' 'RWCA

Results
The Timeline Service V2.0 Reader component accesses and reads data from the new HBase instance.

Note: If you want to update Y ARN configuration to point to an embedded HBase instance, you must revert
E the properties use_external_hbase, hbase.zookeeper.quorum, hbase.zookeeper.property.clientPort, and
zookeeper.znode.parent to their earlier values.
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Enable System Service Mode

The HBase component associated with Timeline Service 2.0 isinstalled in the system service mode only when the
HDP 3.0+ cluster meets the capacity requirements. The deployment of ats-hbase varies depending on whether you are
deploying a new HDP 3.0+ cluster or whether you are upgrading the cluster from HDP 2.6.5 to HDP 3.0+.

On anew HDP 3.0+ cluster that meets the capacity requirements for HBase to run in the system service mode, ats-
hbase is automatically submitted to the default queue without any ACL s configured. Therefore, you must configure a
separate queue for ats-hbase, assign capacity and the highest priority to the queue, set ACLSs, and disable preemption
on the queue.

On an HDP cluster that is upgraded from 2.6.5 to 3.0+ and meets the capacity requirements for HBaseto runin the
system service mode, a separate zero-capacity queue is automatically created for the ats-hbase service. The queueis
automatically configured with the required ACLs and priorities, and preemption is disabled. Y ou must assign capacity
to the particular queue and enable the system service mode so that ats-hbase is submitted to that queue.

Enable System Service Mode On a Newly Installed Cluster
On anew HDP 3.0+ cluster that meets the capacity requirements for HBase to run in the system service mode, you
must configure a separate queue for running ats-hbase.

About thistask
Perform the following recommended steps to run ats-hbase on your cluster after installing HDP 3.0+.

Procedure

1. Configure a separate queue at the root level, say yarn system, for the ats-hbase service instead of using the default
queue.

2. Allocate required resources to the yarn-system queue for launching the ats-hbase service.
The minimum amount of memory required for launching ats-hbase is 12 GB.

To alocate resources, update the value of the yarn.scheduler.capacity.root.<queue_path>.capacity property in
capacity-scheduler.xml. The following is an example:

yarn. schedul er. capacity.root. yarn-system capacity=10

3. Set ACLs on the yarn-system queue such that the yarn-ats user can manage the ats-hbase service.

To set ACLs on the queue, update values of the yarn.schedul er.capacity.root.<queue-
path>.acl_submit_applications and yarn.schedul er.capacity.root.<queue-path>.acl_administer_queue in capacity-
scheduler.xml.

yarn. schedul er. capacity.root.yarn-system acl _subm t_appli cati ons=yar n-
ats,yarn
yarn. schedul er. capacity.root. yarn-system acl _adm ni st er _queue=yar n-
ats,yarn

4. Disable preemption on the yarn-system queue.

Set yarn.schedul er.capacity.root.<queue-path>.disable_preemption and yarn.scheduler.capacity.root.<queue-
path>.intra-queue-preemption.disable_preemption in capacity-scheduler.xml to true.

yarn. schedul er. capacity. root. yarn-system di sabl e_preenpti on=true
yarn. schedul er. capacity.root.yarn-system i ntra-queue-
preenpti on. di sabl e_preenpti on=true

5. Assign the highest priority to the yarn-system queue to prevent inadvertent deletion or preemption.
Set the value of yarn.scheduler.capacity.root.<queue-path>.priority in capacity-scheduler.xml.
yar n. schedul er. capaci ty. root.yarn-system priority=<maxi num i nt eger -val ue>

6. Restart YARN for all the configuration changes to take effect.
7. Move ats-hbase from the default queue to the yarn-system queue.
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yarn application -changeQueue yarn-system -appld <app-id>
Here, <app-id> isthe ID of the ats-hbase service.

Enable System Service Mode On an Upgraded Cluster
On acluster that is upgraded from HDP 2.6.5 to HDP 3.0+ and meets the capacity requirements for HBase to run in
the system service mode, you must assign capacity to the yarn-system queue and enable the system service mode.

Procedure

1. Allocate required resources to the yarn-system queue for launching the ats-hbase service.
The minimum amount of memory required for launching ats-hbase is 12 GB.

To alocate resources, update the value of the yarn.scheduler.capacity.root.<queue_path>.capacity property in
capacity-scheduler.xml. The following is an example:

yarn. schedul er. capacity.root. yarn-system capacity=10

2. Enabletheis hbase system_service launch property in yarn-hbase.env.
3. Restart YARN.

Life cycle management of ats-hbase

Depending on requirements, the yarn-ats user can perform the following life cycle management operations on the
ats-hbase service: start, stop, or destroy the service; and scale up or scale down HBase component instances for the
service.

The yarn-ats user can perform the life cycle management operations by using either REST APIs or the command line
interface.

Stopping the ats-hbase service
REST API:
Consider the following examples of using the PUT method for stopping the service:
Secure cluster:
Ensure that you run kinit with /etc/security/keytabs/yarn-ats.hbase-client.headl ess.keytab.
curl -k --negotiate -u: -H "Content-Type: application/json" -X PUT http://

<Resour ceManager Host >: <Resour ceManager Port >/ app/ v1/ servi ces/ at s-hbase -d '{
"state": " STOPPED"
}I

Non-secure cluster:

curl -k -u: -H "Content-Type: application/json" -X PUT http://
<Resour ceManager Host >: <Resour ceManager Port >/ app/ v1/ servi ces/ at s- hbase?
user.nane=yarn-ats -d '{
"state": " STOPPED'
}I

Command

Use the yarn app -stop command to stop the service.

yarn app -stop ats-hbase

Starting the ats-hbase service

REST API:
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Consider the following examples of using the PUT method for starting the stopped service:
Secure cluster:
Ensure that you run kinit with /etc/security/keytabs/yarn-ats.hbase-client.headl ess. keytab.
curl -k --negotiate -u: -H "Content-Type: application/json" -X PUT http://

<Resour ceManager Host >: <Resour ceManager Port >/ app/ v1/ servi ces/ at s-hbase -d '{
"state": "STARTED
}I

Non-secure cluster:

curl -k -u: -H "Content-Type: application/json" -X PUT http://
<Resour ceManager Host >: <Resour ceManager Port >/ app/ v1/ servi ces/ at s- hbase?
user.nane=yarn-ats -d '{
"state": "STARTED'
}I

Command

Use the yarn app -start command to start the stopped service.

yarn app -start ats-hbase

Scaling up or scaling down HBase component instances for the ats-hbase service
Y ou can scale up or scale down the instances of components such as the HBase master or region servers for ats-hbase.

B Note: The number of the HBase master component instances cannot be increased by more than two at atime.

REST API:

In the following examples, the number of region server instancesis scaled to a value of 10:

Secure cluster:

Ensure that you run Kinit with /etc/security/keytabs/yarn-ats.hbase-client.headl ess.keytab.
curl -k --negotiate -u: -H "Content-Type: application/json" -X PUT http://
<Resour ceManager Host >: <Resour ceManager Port >/ app/ v1/ servi ces/ at s- hbase/

conmponent s/ <conponent > -d '{
"nunmber _of containers": "10"
}I

Non-secure cluster:

curl -k -u: -H "Content-Type: application/json" -X PUT http://
<Resour ceManager Host >: <Resour ceManager Port >/ app/ v1/ servi ces/ at s- hbase/
conmponent s/ <conponent >?user . nane=yarn-ats -d '{
"nunmber _of containers": "10"
}I

Command

Use the yarn app -flex command and specify the number of component instancesto scale.

yarn app -flex ats-hbase regi onserver 10
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Destroying the ats-hbase service
REST API:
Consider the following examples of using the PUT method for destroying the service:
Secure cluster:
Ensure that you run kinit with /etc/security/keytabs/yarn-ats.hbase-client.headl ess. keytab.
curl -k --negotiate -u: -H "Content-Type: application/json" -X DELETE

http://
<Resour ceManager Host >: <Resour ceManager Port >/ app/ v1/ servi ces/ at s- hbase

Non-secure cluster:

curl -k -u: -H "Content-Type: application/json" -X DELETE http://
<Resour ceManager Host >: <Resour ceManager Port >/ app/ v1/ servi ces/ at s- hbase?
user. nane=yarn-ats

Command

Use the yarn app -destroy command to destroy the service.

yarn app -destroy ats-hbase

E Note:

¢ The ats-hbase service can restart without any user intervention when a ResourceM anager restarts or during
aResourceManager HA failover.

*  When dependent services such as ZooK eeper or HDFS restart, or when the NameNode movesto a
different host or to safe mode, the ats-hbase service continues to retain the earlier configuration, and
therefore, becomes inaccessible. In such situations, Hortonworks recommends that you manually restart
ats-hbase.

Related Tasks
Remove ats-hbase before switching between clusters

Remove ats-hbase befor e switching between clusters
Before you migrate between secure and non-secure clusters or HA and non-HA clusters, you must remove ats-hbase
from the source cluster. Otherwise, Timeline Service 2.0 might stop working.

About thistask

Y ou must destroy the ats-hbase service, remove its configuration from HDFS, and remove its specification file from
HDFS.

Note: The following procedure explains with examples the process of removing the ats-hbase service for

E the yarn-ats user. If required, you must change the user based on your deployment. Similarly, you must use
principal and keytab names different from those given in the following examples based on the deployment of
your secure cluster.

Procedure
1. Usetheyarn app -destroy command to destroy the ats-hbase service.

e Onanon-secure cluster:

su - yarn-ats
yarn app -destroy ats-hbase
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¢ On asecure cluster:

su - yarn-ats

kinit -kt /etc/security/keytabs/yarn-ats. hbase-client. headl ess. keyt ab
yar n- at s @&XAMPLE. COM

yarn app -destroy ats-hbase

2. Remove the ats-hbase configuration from HDFS.

e Onanon-secure cluster:

su - yarn-ats
hadoop fs -rm-R ./{stack_version}/* #{stack version} is 3.0.0.0-1557

* Onasecure cluster:

su - yarn-ats

kinit -kt /etc/security/keytabs/yarn-ats. hbase-client. headl ess. keyt ab
yar n- at s @XAMPLE. COM

hadoop fs -rm-R ./{stack version}/* #{stack version} is 3.0.0.0-1557

3. Deletethe specification file for ats-hbase from HDFS.
E Note: You must be logged in as the hdfs user to perform this step.

e Onanon-secure cluster:

su - hdfs
hadoop fs -rm -R /services/sync/yarn-ats/hbase.yarnfile

¢ Onasecure cluster:

su - hdfs
kinit -kt /etc/security/keytabs/hdfs. headl ess. keyt ab hdf s @&XAMPLE. COM
hadoop fs -rm -R /services/sync/yarn-ats/hbase.yarnfile

Related reference
Life cycle management of ats-hbase

Publish Application-Specific Data
The TimelineV2Client API helps you publish application-specific data to Timeline Service 2.0. For your applications,
you must define a TimelineEntity object and publish the events to Timeline Service 2.0.

About thistask
The YARN applications that write to Timeline Service 2.0 must be running on the cluster.

Procedure

1. Create and start the timeline client.
Y ou must specify the Application ID to write to Timeline Service 2.0.
Following is an example for defining atimeline client:

/]l Create and start the Tineline client v.2
TinmelineV2C ient tinelineCient =

Ti mel i neV2d i ent . creat eTi el i ned i ent (appl d) ;
timelinedient.init(conf);
tinelinedient.start();

try {
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TimelineEntity nyEntity = new TinelineEntity();
nyEntity. set Type(" MY_APPLI CATI ON');

myEntity. setld("MyAppl");
[l Conpose other entity info

/1 Blocking wite
timelinedient.putEntities(nmyEntity);

TinmelineEntity nyEntity2 = new TinmelineEntity();
/| Conpose other info

/1 Non-blocking wite
timelinedient.putEntitiesAsync(nyEntity2);

} catch (1 CException | YarnException e) {
/1 Handl e the exception

} finally {
/[l Stop the Tineline client

tinmelinedient.stop();

}

2. Set the timeline collector information.

Y ou can either use amRMClient and register the timeline client or set the information explicitly in the timeline
client.

anRMCl i ent.registerTinelinevV2A ient(tinelineCient);

tinmelinedient.setTinelineCollectorlnfo(response. getCollectorlinfo());

Application Information for Timeline Service 2.0
Y ou can publish different types of information about your application; such entities, events, and metrics, to Timeline
Service 2.0.

Timeline Entity Objects
Y ou can provide application information through the following fields in timeline entity objects:

* events: A set of timeline events, ordered by the timestamp of the eventsin descending order. Each event contains
an ID and a map to store related information and is associated with one timestamp.

« configs: A map from a configuration name to a configuration value and representing all the configurations
associated with the entity. Users can post the entire configuration or a part of it in thisfield. The field is supported
for application and generic entities.

* metrics: A set of metricsrelated to a particular entity. There are two types of metrics: single value metric and
time series metric. Each metric item contains the metric name, value, and the type of aggregation operation to be
performed in the metric. Thefield is supported for flow run, application and generic entities.

« info: A map from an info key nameto an (info value object that holds related information for the entity. The field
is supported for application and generic entities.

* isrelatedtoEntities and relatestoEntities: Each entity contains relatestoEntities and isrel atedtoEntities fields to
represent relationships with other entities. Both the fields are represented by a map from arelationship name string
to atimeline entity.

Timeline Metrics

When posting timeline metrics, you can select how each metric is aggregated. The term aggregate means
applying a TimelineM etricOperation for a set of entities. Timeline Service 2.0 enables aggregating metrics from
different timeline entities within one Y ARN application. The following are the types of operations supported in
TimelineM etricOperation:

«  MAX: Retrieves the maximum value among all TimelineMetric objects.
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e SUM: Retrievesthe sum of al TimelineMetric objects.
The default value of NOP means that no real-time aggregation operation is performed.

Flow Context

Application frameworks must set the flow context whenever possible in order to take advantage of the flow support
that Timeline Service 2.0 provides. The flow context consists of the following:

« Flow Name: A string that identifies the high-level flow; for example, distributed grep or any identifiable name that
can uniquely represent the application. The default value is the name of the application or the ID of the application
if the nameis not set.

e Flow Run ID: A monotonically increasing sequence of numbers that distinguish different runs of the same flow.
The default valueis the application timein UNIX time (milliseconds).

* Flow Version: Thisoptional value isastring identifier that denotes a version of the flow. Flow version can be
used to identify changesin the flows, such as code changes or script changes. The default version number is 1.

Y ou can provide the flow context through Y ARN application tags, as shown in the following example:

Appl i cati onSubni ssi onCont ext appCont ext =
app. get Appl i cati onSubni ssi onCont ext () ;

/1l set the flow context as YARN application tags

Set <String> tags = new HashSet <>();

tags. add(Ti nelineUtils. generat eFl owNaneTag("di stributed grep"));

tags. add(Ti mel i neutils. generat eFl owWer si onTag

(" 3df 8b0d6100530080d2e0decf 9e528e57c42a90a") ) ;

tags. add(Ti neli neltils. generat eFl owRunl dTag(SystemcurrentTimeMI1lis()));

appCont ext . set Appl i cati onTags(t ags);

Note: The ResourceManager converts Y ARN application tags to lower case values before storing them.
Therefore, you must convert flow names and versions to lower case before using them in REST API queries.

REST APIsfor Querying Timeline Service 2.0
Y ou must use REST APIsfor querying Timeline Service 2.0 and retrieving information about applications. The API
isimplemented at the path /ws/v2/timeline/ on the web service for the timeline service.

The following table lists the different types of queries supported on the REST API for Timeline Service 2.0:

If you want to query... UsethisHTTP Request Syntax...

Theroot path of the API . .
CET /ws/v2/tinmeline/

Active flows ] ]
CET /ws/v2/tinelinel/clusters/

{cluster nane}/fl ows/
OR

CET /ws/v2/tinelinel/flows/

Active flow runs . .
GET /ws/v2/tinelinelclusters/

{cluster nane}/users/{user nane}/
flows/{fl ow name}/runs/
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If you want to query...

UsethisHTTP Request Syntax...

OR

GET /ws/v2/timelinelusers/{user
nane}/fl ows/{fl ow nane}/runs/

A specific flow run

GET /ws/v2/timelinelclusters/
{cluster nane}/users/{user nane}/
flows/{fl ow name}/runs/{run id}

OR

GET /ws/v2/timelinelusers/{user
nane}/fl ows/ {fl ow nane}/runs/{run
i d}

YARN applications that belong to aflow

GET /ws/v2/timelinel/clusters/
{cluster nane}/users/{user nane}/
flows/{fl ow nanme}/ apps

OR

GET /ws/v2/timelinelusers/{user
nane}/fl ows/{fl ow nane}/ apps

YARN applications that belong to aflow run

GET /ws/v2/timelinel/clusters/
{cluster nane}/users/{user nane}/
flows/{flow name}/runs/{run id}/apps

OR

GET /ws/v2/timelinelusers/{user
nane}/fl ows/ {fl ow nane}/runs/{run
i d}/ apps/

A specific YARN application

GET /ws/v2/timelinel/clusters/
{cluster nane}/apps/{app id}

OR

GET /ws/v2/timelinelapps/{app id}

Generic timeline entities within the scope of an
application

GET /ws/v2/timelinel/clusters/
{cluster nane}/apps/{app id}/
entities/{entity type}
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If you want to query... UsethisHTTP Request Syntax...
OR

GET /ws/v2/timelinelapps/{app id}/
entities/{entity type}

Generic timeline entities per user ) )
CET /ws/v2/tinelinel/clusters/
{cluster nane}/users/{userid}/
entities/{entitytype}

OR

GET /ws/v2/timelinel/users/{userid}/
entities/{entitytype}

A specific timeline entit
® Y GET /ws/v2/timelinel/clusters/

{cluster nane}/apps/{app id}/

entities/{entity type}/{entity id}

OR

GET /ws/v2/timelinelapps/{app id}/
entities/{entity type}/{entity id}

A generic timeline entity per user ) )
GET /ws/v2/timelinel/clusters/
{cluster nane}/users/{userid}/
entities/{entitytype}/{entityid}

OR

GET /ws/v2/timelinel/users/{userid}/
entities/{entitytype}/{entityid}

A set of available entity types for an Application ID ) ) )
GET /ws/v2/timelinelapps/{appid}/
entity-types

OR

GET /ws/v2/timelinel/clusters/
{clusterid}/apps/{appid}/entity-
types

Note: For more information about these API query types, see https://hadoop.apache.org/docs/r3.1.0/hadoop-
yarn/hadoop-yarn-site/ TimelineServiceV 2.html#Timeline_Service v.2 REST_API.

Timeline Server 1.5 Overview
Timeline Server 1.5 includes updates that improve performance and scal ability.

In HDP 2.2.9, Timeline Server 1.5 includes changes and fixes that improve scalability. Version 1.5 incorporates
changes and improvements to the whole stack; it introduces new client APIs, a new storage architecture (the
EntityGroupFSTimelineStore), and supports a“plugin” mechanism to work with Y ARN applications. The most
significant change, onthe YARN side, is the EntityGroupFSTimelineStore. This storage system has a reader part and
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awriter part. To work with this new version 1.5 architecture, applications can use the newly introduced client APIs
to writeto version 1.5, and provide a plugin that assists version 1.5 on the reader part. Tez currently provides this
support and can work with version 1.5 natively.

RollingLevel DbTimelineStore improves the performance for ATS (Application Timeline Server) operations that
need to purge data regarding obsol ete entries. Instead of deleting one row at atime, the store is organized asalist
of databases so that an entire database can be dropped when all the entries contained within it are obsol ete.

EntityGroupFSTimelineStore enables a completely different reader-writer architecture for the ATS. It has two
parts, awriter part and areader part. The writer part involves configuring Tez with the ATSV 15Plugin. The reader
part involves specifying the configurations below. The writer in this instance writes summary information to the
ATS and the bulk of the data to the filesystem location specified by the configuration path. Before this store can
be used the directory has to be created with the correct permissions.

Changed properties:
e Property: yarn.timeline-service.store-class

e Old value: org.apache.hadoop.yarn.server.timeline.LeveldbTimelineStore
» New vaue: org.apache.hadoop.yarn.server.timeline.EntityGroupFSTimelineStore
« Property: yarn.timeline-service.leveldb-timeline-store.path

e Oldvaue: ${yarn.log.dir}/timeline
¢ New vaue: <Data disk>/ats/leveldb/
New properties:

» tez.history.logging.service.class

e yarn.timeline-service.entity-group-fs-store.active-dir

« yarn.timeline-service.entity-group-fs-store.cleaner-interval-seconds
« yarn.timeline-service.entity-group-fs-store.done-dir

« yarn.timeline-service.entity-group-fs-store.group-id-plugin-classes
« yarn.timeline-service.entity-group-fs-store.retain-seconds

« yarn.timeline-service.entity-group-fs-store.scan-interval-seconds

» yarn.timeline-service.entity-group-fs-store.summary-store

e yarntimeline-service.version

Upgrade Timeline Server 1.0to 1.5
Y ou must configure various properties associates with the Timeline Server to upgrade from version 1.0 to version 1.5.

About thistask

Important: Upgrading from ATSv1to v1.5 may cause data stored in ATS v1.0 storage to be inaccessible.
The upgrade process is not rolling: applications may lose previous data stored in ATS v1.0 during upgrade.

Before you begin

Before launching ATS v1.5, ensure your system is compliant with the following:

yarn.timeline-service.entity-group-fs-store.active-dir and yarn.timeline-service.entity-group-fs-store.done-dir must
exist on the cluster on HDFS. Active-dir should have permission 01777, owned by YARN, group admin-group.
Done-dir should have permission 0700, owned by yarn, group admin-group.

Y ou must manually create yarn.timeline-service.entity-group-fs-store.active-dir in HDFS before you start RM and
ATS.

The Tez cache plugin class must be in the timeline server’s classpath.
yarn.timeline-service.leveldb-timeline-store.path must be a path on the loca filesystem and must be created with
permissions 755. The owner must be the same user that timeline server isrunning as.
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Procedure

1. Toupgradeto ATS 1.5, configure the following:

<property>

<name>yarn. timel i ne-service. versi on</ name>

<val ue>1. 5</ val ue>

<descri ption>Ti mel i ne service version we're currently using.</description>
</ property>

<property>

<name>yarn. timel i ne-service. store-class</ name>

<val ue>or g. apache. hadoop. yarn. server.tineline. EntityG oupFSTi nel i neSt or e</
val ue>
<descri pti on>Mai n storage class for YARN tineline server. </description>

</ property>

<property>
<name>yarn.tineline-service.entity-group-fs-store.active-dir</nane>
<val ue>/ at s/ acti ve/ </ val ue>
<descri pti on>DFS path to store active application’s timneline data</
descri ption>

</ property>

<property>

<nanme>yarn.tinel i ne-service.entity-group-fs-store. done-dir</nanme>
<val ue>/ at s/ done/ </ val ue>
<descri pti on>DFS path to store done application’s timneline data</
descri pti on>

</ property>

2. Thefollowing configuration existsin ATS v1.0. Ensure it is pointing to the correct directory:

<property>
<name>yarn.timeline-service.level db-ti neline-store. pat h</ name>

<val ue><Dat a di sk>/ats/| evel db/ </ val ue>
<description>Local FS path to store the |eveldbs that hold the application
summary dat a</ descri pti on>

</ property>

3. If you have Tez enabled, the tez-client must be installed on the ATS server. Y ou must also perform this additional
step:

<property>
<name>yarn.tinel i ne-service. entity-group-fs-store.group-id-plugin-
cl asses</ nane>

<val ue>or g. apache. tez. dag. hi story. | oggi ng. ats. Ti mel i neCachePl ugi nl npl </
val ue>
<description>Plugins that can translate a tineline entity read request
into alist of tineline cache ids, separated by commas. </description>
</ property>

4. Configure the yarn.timeline-service.entity-group-fs-store.summary-store property:

<property>
<nanme>yarn.tineline-service.entity-group-fs-store.sunmmary-store</nane>

<val ue>or g. apache. hadoop. yarn. server.tinmeline. Rol | ingLevel DBTi nel i neSt ore
</ val ue>
<descripti on>DFS path to store active application’s tineline
dat aSummary storage for ATS vl1.5.</description>
</ property>
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Configurethe Timeline Server
Y ou must specify the host name of the Timeline Server web application to enable the Timeline Server. In addition,
you can configure certain optional parameters.

Procedure

« Required Properties — Only one property must be specified in the etc/hadoop/conf/yarn-sitexml filein
order to enable the Timeline Server: the host name of the Timeline Server web application (yarn.timeline-
service.hostname).

<property>

<descri pti on>The hostname of the tineline server web application. </
descri ption>

<name>yarn. timel i ne-service. host nane</ name>

<val ue>0. 0. 0. 0</ val ue>

</ property>

Important: If the Timeline Server is running on the same host as the NameNode and is under heavy
& load, it may be shut down by the system OOM (Out of Memory) killer. Therefore you should consider
deploying the Timeline Server on a separate host if you anticipate read-heavy |oads.
» Advanced Properties — In addition to the host name, administrators can also configure the ports of the RPC and the
web interfaces, as well as the number of RPC handler threads.

« yarn.timeline-service.address
The default address for the Timeline Server to start the RPC server.
Example:

<property>

<description>This is default address for the tinmeline server to start
the RPC server. </description>

<name>yarn. tinmeline-service. addr ess</ nanme>

<val ue>${yarn. ti nmeli ne-service. host nane}: 10200</ val ue>

</ property>

» yarn.timeline-service.webapp.address
The HTTP address of the Timeline Server web application.
Example:

<property>

<description>The http address of the tineline server web application. </
descri ption>

<nanme>yarn. tinel i ne-servi ce. webapp. addr ess</ nane>

<val ue>${yarn. ti mel i ne-servi ce. host nane}: 8188</ val ue>
</ property>

» yarn.timeline-service.webapp.https.address
The HTTPS address of the Timeline Server web application.
Example:
<property>
<description>The https adddress of the tineline server web
appl i cation. </description>
<nanme>yarn.timel i ne-servi ce. webapp. htt ps. addr ess</ name>

<val ue>${yarn. ti mel i ne-servi ce. host nane}: 8190</ val ue>
</ property>

« yarn.timeline-service.handler-thread-count
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The handler thread count to serve the client RPC requests.
Example:

<property>

<descripti on>Handl er thread count to serve the client RPC requests. </
descri ption>

<nanme>yarn. ti nel i ne-servi ce. handl er -t hr ead- count </ nane>

<val ue>10</val ue>

</ property>

Enable Generic Data Collection
Y ou must enable the Generic History Service (GHS) for collecting historical data of YARN applications.

Procedure

e yarn.resourcemanager.system-metrics-publisher.enabled — This property indicates to the ResourceM anager,
aswell asto clients, whether or not the Generic History Service (GHS) is enabled. If the GHS is enabled, the
ResourceManager begins recording historical data that the GHS can consume, and clients can redirect to the GHS
when applications finish running.

Example:

<property>
<descri pti on>Enabl e or di sabl e the GHS</descri ption>
<nanme>yar n. r esour cemanager . system netri cs- publ i sher. enabl ed</ name>
<val ue>t rue</val ue>

</ property>

Configure Per-framework Data Collection
Y ou must enable the Timeline Server to configure per-framework data collection.

Procedure

« yarn.timeline-service.enabled — Indicates to clients whether or not the Timeline Server is enabled. If it is enabled,
the TimelineClient library used by end-users will post entities and events to the Timeline Server.

Example:

<property>
<descri pti on>Enabl e or di sable the Tineline Server.</description>
<nanme>yarn. ti nel i ne-servi ce. enabl ed</ nane>
<val ue>t rue</val ue>

</ property>

Configurethe Timeline Server Store
Y ou must configure the Timeline Server store to which the Y ARN ResourceManager publishes generic application-
level data.

Procedure

« yarn.timeline-service.store-class — The class name for the Timeline store.
Example:

<property>
<description>Store class nane for tineline store</description>
<name>yarn. tinmel i ne-service. store-cl ass</ name>
<val ue>or g. apache. hadoop. yar n. server. tineline. Level dbTi mel i neSt or e</
val ue>
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</ property>

« yarn.timeline-service.leveldb-timeline-store.path — The store file path and name for the Timeline Server LevelDB
store (if the Level DB storeis used).

Example:

<property>
<description>Store file nane for |leveldb tineline store</description>
<name>yarn.timeline-service.level db-ti neline-store. pat h</ name>
<val ue>${yarn.log.dir}/timeline</val ue>

</ property>

« yarn.timeline-service.ttl-enable — Enable age-off of timeline store data.
Example:

<property>
<descri pti on>Enabl e age off of tineline store data.</description>
<name>yarn.timeline-service.ttl-enabl e</ name>
<val ue>t rue</val ue>

</ property>

e yarntimeline-servicettl-ms— The Time-to-live for timeline store data (in milliseconds).
Example:

<property>

<description>Time to live for tineline store data in mlliseconds. </
descri ption>

<nanme>yarn.tineline-service.ttl-nms</nane>

<val ue>604800000</ val ue>

</ property>

Configure Timeline Server Security
Y ou can configure Kerberos authentication for the Timeline Server. In addition, you can configure ACLs and SSL for
the Timeline Server.

Procedure

« Configure Kerberos Authentication

To configure Kerberos Authentication for the Timeline Server, add the following propertiesto the yarn-site.xml
file.

<property>
<name>yarn. timeline-service. http-authentication.type</nanme>
<val ue>ker ber os</ val ue>

</ property>

<property>
<name>yarn.timel i ne-service. http-authentication. kerberos. princi pal </ name>
<val ue>HTTP/ | ocal host @XAMPLE. COW/ val ue>

</ property>

<property>
<name>yarn. tinel i ne-service. http-authentication. kerberos. keyt ab</ nane>
<val ue>/ et c/ kr b5. keyt ab</ val ue>

</ property>

» Configure Timeline Server Authorization (ACLYS)
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Timeline Server ACL s are configured in the same way as other YARN ACLs. To configure Timeline Server
authorization with ACLs, add the following properties to the yarn-sitexml file.

<property>
<nanme>yar n. acl . enabl e</ name>
<val ue>t rue</val ue>

</ property>

<property>
<name>yar n. admi n. acl </ name>
<val ue> </val ue>

</ property>

e Configure Timeline Server SSL

Timeline Server SSL is configured in the same way as other Hadoop components. To configure Timeline Server
SSL, add the following properties to the core-site.xml file.

<property>
<nanme>hadoop. ssl .require. client.cert</nanme>
<val ue>f al se</ val ue>

</ property>

<property>
<nanme>hadoop. ssl . host nane. veri fi er </ nane>
<val ue>DEFAULT</ val ue>

</ property>

<property>

<name>hadoop. ssl . keyst ores. factory. cl ass</ nanme>

<val ue>or g. apache. hadoop. security. ssl. Fi | eBasedKeySt or esFact or y</ val ue>
</ property>
<property>

<nanme>hadoop. ssl . server. conf </ name>

<val ue>ssl -server. xm </ val ue>

</ property>

<property>
<nanme>hadoop. ssl . cli ent. conf </ name>

<val ue>ssl -client.xmn </ val ue>
</ property>

Run the Timeline Server
Y ou can run the yarn timelineserver command and start the Timeline Server or start the server as a daemon.

Procedure

* To start the Timeline Server, run the following command:

yarn tinelineserver

e To start the Timeline Server as a daemon, run the following command:

sbi n/ yar n-daenon. sh start tinelineserver

Access Generic Data from the Command Line
Y ou can use various commands to access generic application history data from the command line.
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Procedure

» Thefollowing commands can be used to access generic data from the command line and to obtain corresponding
information about running applications.

yarn application -status <Application | D>

yarn applicationattenpt -1ist <Application |ID>
yarn applicationattenpt -status <Application Attenpt |D>
yarn container -list <Application Attenpt |D>

yarn contai ner -status <Container |D>

Publish Per-framework Data in Applications
Developers can define the information they would like to record for their applications by composing TimelineEntity
and TimelineEvent objects, and then putting the entities and events to the Timeline server using TimelineClient.

Procedure

¢ Create and start the timeline client.
Consider the following example of defining the timeline client.

/|l Create and start the Tineline client

TinelineClient client = TinelineOient.createTinelinedient();
client.init(conf);

client.start();

TinelineEntity entity = null;
/1 Conpose the entity

try {
Ti mel i nePut Response response = client.putEntities(entity);

} catch (I OException e) {
/' Handl e the exception

} catch (YarnException e) {
/1 Handl e the exception

}

/[l Stop the Tineline client
client.stop();

Application M anagement

You can use YARN Services API to manage long-running Y ARN applications. Y ou can use the YARN CLI to view
the logs for running applications, In addition, you can use YARN distributed cache to deploy multiple versions of
Mapreduce.

Manage Long-running YARN Applications
Y ou can use the Y ARN Services API to manage long-running Y ARN applications.

About thistask

Previoudly in HDP 2.x, deploying anew service on YARN involved writing anative Y ARN application or leveraging
an application framework such as Apache Slider. From HDP 3.0 onwards, Apache Slider has been removed from the
stack. You can still write anative YARN application, but it is recommended that you use the new YARN Services
API, which greatly simplifies the deployment and management of Y ARN services.
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Procedure

1. Dockerize your application.

2. Usethe YARN Services APl to run a POST operation on your application, specifying along or unlimited lifetime
in the POST attributes.

3. Usethe YARN Services API to manage your application.
* Increase or decrease the number of application instances.
» Perform other application life cycle tasks.

Related reference

Using the YARN Services API

Related Information

Get Started with Docker

Dockerize an Application

Using the YARN Services API
The YARN Services API helpsin creating and managing the life cycle of YARN services.
<p>Previously, deploying anew service on Y ARN was not a simple experience. The APIs of existing frameworks
were either too low level (native Y ARN), required writing new code (for frameworks with programmatic APIs), or
reguired writing a complex specification (for declarative frameworks). Apache Slider was developed to run services

such as HBase, Storm, Accumulo, and Solr on Y ARN by exposing higher-level APIsthat supported running these
services on YARN without modification.

The new YARN Services APl greatly simplifies the deployment and management of Y ARN services.

Related Concepts

How Y ARN mounts an external volume using CSI
Related Tasks

Manage Long-running Y ARN Applications

YARN Services APl Swagger Specification
Use the Swagger Editor to view the YARN Services API.

Y ou can use the Swagger Editor to view the YARN Services APl Swagger Specification.
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2.9

YARN Simplified API layer for services YARN SImpIIfIEd API |ayer for services'm
ri =
Br\ng}ng a new service on YARN today is not a simple experience. The APIs of

existing -~ ~
Bringing a new service on YARN today is not a simple experience. The APIs of existing |

frameworks are either too low level (native YARN), require writing new code (for frameworks with programmatic APIs)
or writing a complex spec (for declarative frameworks).

[ Base URL: host.mycompany.com |

frameworks are either too low level (hative YARN), require writing new code
(for frameworks with programmatic APIs)

This simplified REST API can be used to create and manage the lifecycle of YARN services.

In most cases, the application owner will not be forced to make any changes to their applications.

This is primarily true if the application is packaged with containerization technologies like Docker. |

or writing a complex spec (for declarative frameworks).

This simplified REST API can be used to create and manage the lifecycle of

This document describes the API specifications (aka. YarnFile) for deploying/managin:
YARN services. k pecifi ( ) ploying ging

containerized services on YARN. The same JSON spec can be used for both REST API

In most cases, the application owner will not be forced to make any changes and CLI to manage the services.

to their applications. Apache 2.0

This is primarily true if the application is packaged with containerization
technologies like Docker.
Schemes

This document describes the API specifications (aka. YarnFile) for m

deploying/managing

containerized services on YARN. The same JSON spec can be used for both REST

APL default v

and CLI to manage the services.
..

/app/vl/services/version Getcument version of the APl server.

na 2.0

url: "http://www.apache.org/licenses/LICENSE-2.0.html"
host .mycompany . com
t: 9191(default)

/app/vl/services (TBD) List of services running in the cluster.

/app/vl/services Create a service

Update a service or upgrade the binary version of the

/app/vl/services/{service_name} components of a running service

ersion: ‘m /app/vl/services/{service_name} Destroya service

ummary: Get current version of the API server.
cription: Get current version of the API server.

/app/vl/services/{service_name} Getdeails of aservice.

: Successful request Flex a

/app/v1/services/{service_name}/components/{component_name} az:z::‘i:rs

(TBD) List of services running in the cluster. instances.

ription: >-
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Related Information
Swagger Editor
YARN Services APl Swagger Specification

Deploying and Managing Services and Microserviceson YARN
Using the YARN Services API, you can run simple and complex template-based apps on containers such as docker
containers.

Without having the need to write new code or modify your apps, you can create and manage the life cycle of these

YARN services.
{ _
"nanme": "sl eeper-service",
"version": "1.0.0",
"conmponents" : [
"nanme": "sl eeper",
"nunber _of containers": 2,
"l aunch_command": "sleep 900000",
"resource": {
"cpus": 1,
"menory": "256"
}
}

Each servicefile contains, at a minimum, a name, version, and list of components. Each component of a service has
aname, anumber of containersto be launched (also referred to as component instances), alaunch command, and an
amount of resources to be requested for each container.

Components optionally also include an artifact specification. The artifact can be the default type (with no artifact
specified, like the sleeper-service example above) or can have other artifact types such as DOCKER, TARBALL, or
SERVICE.

An example YARN service file that specifies Docker containers running the centos/httpd-24-centos7:latest Docker
image appears as follows:

"nanme": "sinple-httpd-service",
"version": "1.0.0",

"lifetime": "3600",
"conmponents": [

"name": "httpd",
"nunber _of contai ners": 2,
"l aunch_command": "/usr/bin/run-httpd",
"artifact": {
"id": "centos/httpd-24-centos7:|atest",
"type": " DOCKER'
}

’esource": {
"cpus": 1,
"menory": "1024"
}1
"configuration": {
"files": [

{
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"type": "TEWMPLATE",
"dest _file": "/var/www htm /index. htm",
"properties": {
"content": "<htm ><header><title>Title</title></
header ><body>Hel | o from ${ COVPONENT_| NSTANCE_NAME} ! </ body></ ht ml >"

In addition to illustrating the DOCKER artifact type, this service file introduces two additional features, alifetime
that indicates the number of seconds after which a service will be stopped and a configuration section. The example
shows one type of configuration file that can be created for the service (other supported file typesinclude STATIC,
ARCHIVE, HADOOP_XML, PROPERTIES, JSON, and YAML). The configuration specification also may include
an env section for specifying environment variables for the container and a properties section that is typically used to
pass configuration properties to the Y ARN service Application Master (AM).

Launch the Service YARN file
Launching a service saves the service file to HDFS and starts the service.

Run the following command to launch the sleeper service example. This sleeper exampleis provided with YARN, so
it can be referred to by the name ;sleeper; or the path to the JSON file can be specified:

yarn app -l aunch sl eeper-service <sleeper OR /path/to/sleeper.json>

This command saves and starts the sleeper service with two instances of the sleeper component. The service could
also be launched by making callsto the REST API instead of using the command line. The service can be stopped and
destroyed as follows. The stop command stops the service from running, but leaves the service JSON file stored in
HDFS so that the service could be started again using a start command. The destroy command stops the serviceif it is
running and removes the service information entirely.

yarn app -stop sl eeper-service

yarn app -destroy sl eeper-service

Savethe YARN file as Service App
You can save aservice YARN fileinitially without starting the service and later refer to this service YARN file while
launching other services.

Run the following command to save the simple-httpd-service YARN file:
yarn app -save sinple-httpd-service /path/to/sinple-httpd-service.json

Saving or launching the service from a Y ARN file stores a modified version of the YARN filein HDFS. This service
specification can then be referenced by other services, allowing users to assemble more complex services.

Using the Saved YARN fileto Assemble a Complex Service
Thisisan example of aservice file that references the saved simple-httpd-service service specification.

{
"name": "httpd-proxy-service",
"version": "1.0.0",
"lifetime": "3600",
"conponents": [

"nanme": "sinple-httpd-service",
"artifact": {
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"id": "sinple-httpd-service",
"type": "SERVI CE"

"name": "httpd-proxy",

"nunber of containers": 1,

"artifact": {
"id": "centos/httpd-24-centos7:latest",
"type": " DOCKER'

"l aunch_command": "/usr/bin/run-httpd",
"resource": {

"cpus": 1,

"menory": "1024"
}

’ onfiguration": {
"files": [
{
"type": "TEMPLATE",
"dest _file": "/etc/httpd/conf.d/httpd-proxy.conf",
"src_file": "httpd-proxy.conf"
}
]
}
}

] il
"qui cklinks": {
"Apache HTTP Server": "http://httpd-proxy-0. ${ SERVI CE_NAVE}. ${ USER} .
${ DOVAI N} : 8080"

}

This YARN service file specifies one component of artifact type SERVICE and one component of artifact DOCKER.
The SERVICE component will be read from the Y ARN service file we saved as the service named simple-httpd-
service. So after the httpd-proxy-service serviceis launched, it will contain two httpd containers (which were
specified by simple-httpd-service) and one httpd-proxy container. In this case, the httpd-proxy container will balance
the load between the two httpd containers. Before launching this service, the httpd-proxy.conf template file that is
specified asasrc_file for the httpd-proxy component must be uploaded to HDFS. This httpd-proxy-service exampleis
similar to the httpd example provided with Y ARN, so the same file may be used.

hdf s dfs -copyFroniocal /usr/hdp/current/hadoop-yarn-client/yarn-service-
exanpl es/ ht t pd/ ht t pd- proxy. conf

yarn app -launch httpd-proxy-service /path/to/httpd-proxy-service.json

Managing the YARN servicelife cycle through the REST API
Y ou can perform various operations to manage the life cycle of a Y ARN service through the REST API.

Createaservice

Use the following endpoint to create a service:
POST /app/vl/ services
The execution of this command confirms the success of the service creation request. Y ou cannot be sure if the service

will reach arunning state. Resource availability and other factors will determineif the service will be deployed in the
cluster. You haveto call the GET API to get the details of the service and determine its state.
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Update a service or upgrade the binary version of a service

Y ou can update the runtime properties of aservice. Y ou can update the lifetime, and start or stop a service. Y ou can
also upgrade the service containers to a newer version of their artifacts.

Use the following endpoint to update the service:

PUT /app/vl/ services/{service_nane}

Destroy a service

Use the following endpoint to destroy a service and release all its resources.

DELETE / app/ v1l/ servi ces/ {servi ce_nane}

Get the details of a service

Use the following endpoint to view the details (including containers) of arunning service.

CET /app/vl/ services/{servi ce_nane}

Set the number of instances of a component

Use the following endpoint to set a component's desired number of instances:

PUT /app/vl/ services/ {service_nane}/conponents/{conponent nane}

YARN Services API Examples
You can use the YARN Services API for situations such as creating a single-component service and performing
various operations on the service.

* Create asimple single-component service with most attribute values as defaults
POST URL - http://localhost:8088/app/v1/services
POST Reguest JSON

"nane": "hello-world",
"version": "1",
"conmponents": [

"name": "hello",
"nunber _of containers": 1,
"artifact": {
"id": "nginx:latest",
"type": "DOCKER'

I aunch_commuand": "./start_ngi nx.sh",

"resource": {
"cpus": 1,
"menory": "256"

}

}
1
}
GET Response JSON
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GET URL — http://local host:8088/app/v1/services/hello-world

Note that alifetime value of -1 means unlimited lifetime.

{
"nane": "hello-world",
"version": "1",
"id": "application_ 1503963985568 0002"
"lifetime": -1,
"conmponents": [
{
"name": "hello",
"dependencies": [],
"resource": {
"cpus": 1,
"menory": "256"
¥
"configuration": {
"properties": {},
"env": {},
"files": []
b
"qui cklinks": [],
"containers": [
{
"id": "container_e03 1503963985568 0002 01 000001"
"ip": "10.22.8.143"
"host nanme": "nyhost. |l ocal"
"state": "READY",
"l aunch_time": 1504051512412,
"bare_host": "10.22.8.143"
"conponent _nane": "hell o-0"
%,
"id": "container_e03 1503963985568 0002_01_000002"
"ip": "10.22.8.143"
"host nanme": "nyhost. |l ocal"
"state": "READY",
"launch_tine": 1504051536450,
"bare_host": "10.22.8.143"
"conponent _nanme": "hello-1"
| }
"l aunch_conmmand": "./start ngi nx.sh",
"nunber _of containers": 1,
"run_privil eged_container": false
}
IS .
"“configuration": {
"properties": {},
"env": {},
"files": []
b
"qui cklinks": {}
}

e Update the lifetime of aservice
PUT URL - http://localhost:8088/app/v1/services/hello-world
PUT Request JSON

Note that irrespective of what the current lifetime value is, this update request will set the lifetime of the service
to 3600 seconds (1 hour) from the time the request is submitted. Therefore, if a service has remaining lifetime
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of 5 minutes (for example) and would like to extend it to an hour, OR if an application has remaining lifetime of
5 hours (for example) and would like to reduce it down to one hour, then for both scenarios you would need to
submit the following request.

"lifetime": 3600
}

e Stop aservice
PUT URL - http://localhost:8088/app/v1/services/hello-world
PUT Request JSON

"state": "STOPPED'
}

* Start aservice
PUT URL - http://localhost:8088/app/v1/services/hello-world
PUT Request JSON

{
}

» Increase or decrease the number of containers (instances) of a component of a service
PUT URL - http://localhost:8088/app/v1/services/hello-world/components/hello
PUT Request JSON

{
}

» Destroy aservice

DELETE URL - http://local host:8088/app/v1/services/hello-world
» Create acomplicated service — HBase

POST URL - http://local host:8088/app/v1/serviceshbase-app-1

"state": "STARTED'

"nunmber _of containers": 3

{
"nanme": "hbase-app-1",
"l'ifetinme": "3600",
"version": "2.0.0.3.0.0.0",
"artifact": {
"id": "hbase:2.0.0.3.0.0.0",
"type": " DOCKER"

"’confi guration": {
"env":
"HBASE_LOG DI R': "<LOG DI R>"

b,
"files": [
{
"type": "TEMPLATE",
"dest_file": "/etc/hadoop/conf/core-site.xm",
"src_file": "core-site.xm"
}l
{
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"type": "TEMPLATE",
"dest _file": "/etc/hadoop/conf/hdfs-site.xm",

"src_file": "hdfs-site.xm"
I
{
"type": "XM.",
"dest file": "/etc/hbase/conf/hbase-site.xm",
"properties": {
"hbase. cluster.distributed": "true",
"hbase. zookeeper . quorunt: "${CLUSTER_ZK_ QUORUM ",
"hbase.rootdir": "${SERVI CE_HDFS Dl R}/ hbase",
"zookeeper. znode. parent": "${SERVI CE_ZK_PATH}",
"hbase. mast er. host nane": "hbasemast er - 0. ${ SERVI CE_NAME} . ${ USER} .
${ DOVAI N} ",
"hbase. master.info.port": "16010"
}
}
]
},
"conmponents": [
"name": "hbasenmaster",
"nunber _of containers": 1,
"l aunch_command": "sleep 15; /usr/hdp/current/hbase-master/bin/hbase

master start",
"resource": {
"cpus": 1,
"menory": "2048"

¥
"configuration": {

"env":

"HBASE_MASTER OPTS": "-Xnmx2048m - Xns1024nt

}

}
¥
name": "regionserver",

"nunmber _of containers": 1,
"l aunch_command": "sleep 15; /usr/hdp/current/hbase-regi onserver/

bi n/ hbase regi onserver start",
"dependenci es": |
"hbasemaster"
] il
"resource": {
"cpus": 1,
"menory": "2048"

}l
"configuration": {
"files": [
"type": "XM.",
"dest file": "/etc/hbase/conf/hbase-site.xm",

"properties": {
"hbase. regi onserver. host name": "${ COVPONENT_| NSTANCE_NAME} .
${ SERVI CE_NAME} . ${ USER} . ${ DOVAI N} *
}

}

nv":
"HBASE_REG ONSERVER_CPTS": "-
XX: CVBI ni ti ati ngOccupancyFracti on=70 - Xnx2048m - Xnms1024n{
}
}

]

},
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"name": "hbaseclient",
"nunmber _of containers": 1,
"l aunch_conmmand": "sleep infinity",
"resource": {

"cpus": 1,

"menory": "1024"
}

}
o
"qui cklinks": {

"HBase Master Status U ": "http://hbasemaster-0.${SERVI CE_NAME}.
${ USER} . ${ DOVAI N} : 16010/ nast er - st at us"

}

}

Usethe YARN CLI to View Logsfor Running Applications
Y ou can use the YARN CLI (Command Line Interface) to view log files for running applications.

Y ou can access container log files using the Y ARN ResourceManager web Ul, but more options are available when
you use the yarn logs CLI command.

View all Log Filesfor a Running Application

Use the following command format to view al logs for a running application:

yarn |l ogs -applicationld <Application |ID>

View a Specific Log Type for a Running Application

Use the following command format to view all logs of a particular type for arunning application:
yarn |l ogs -applicationld <Application ID> -log files <log file type>
For example, to view only the stderr error logs:
yarn |l ogs -applicationld <Application ID> -log files stderr

The -logFiles option also supports Java regular expressions, so the following format would return all types of log
files:

yarn | ogs -applicationld <Application ID> -log files .*

View ApplicationMaster Log Files

Use the following command format to view all ApplicationMaster container log files for arunning application:
yarn |l ogs -applicationld <Application ID> -am ALL
Use the following command format to view only the first ApplicationMaster container log files:

yarn logs -applicationld <Application ID> -am 1
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List Container IDs

Use the following command format to list all container IDs for a running application:

yarn |l ogs -applicationld <Application |ID> -show application_|log_info

View Log Filesfor One Container

Once you have the container IDs, you can use the following command format to list the log files for a particular
container:

yarn |l ogs -applicationld <Application ID> -containerld <Container |D>

Show Container Log File Information

Use the following command format to list all of the container log file names (types) for a running application:
yarn |l ogs -applicationld <Application |ID> -show container_|og info

Y ou can then use the -logFiles option to view a particular log type.

View a Portion of the Log Filesfor One Container

For large container log files, you can use the following command format to list only a portion of thelog filesfor a
particular container:

yarn logs -applicationld <Application |ID> -containerld <Container |ID> -size
<byt es>

To view the first 1000 bytes:

yarn |l ogs -applicationld <Application ID> -containerld <Container |ID> -size
1000

To view thelast 1000 bytes:

yarn |l ogs -applicationld <Application ID> -containerld <Container |ID> -size
-1000

Download Logsfor a Running Application

Use the following command format to download logs to alocal folder:
yarn |l ogs -applicationld <Application ID> -out <path to | ocal folder>

The container log files are organized in parent folders labeled with the applicable node ID.

Display Help for YARN Logs
To display Help for yarn logs, run the following command:

yarn |l ogs -help

Run Multiple MapReduce Versions Using the YARN Distributed Cache
Use the YARN distributed cache to deploy multiple versions of MapReduce.
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About thistask

Beginning in HDP 2.2, multiple versions of the MapReduce framework can be deployed using the Y ARN Distributed
Cache. By setting the appropriate configuration properties, you can run jobs using a different version of the
MapReduce framework than the one currently installed on the cluster.

Distributed cache ensures that the MapReduce job framework version is consistent throughout the entire job life
cycle. This enables you to maintain consistent results from MapReduce jobs during arolling upgrade of the cluster.
Without using Distributed Cache, a MapReduce job might start with one framework version, but finish with the new
(upgrade) version, which could lead to unpredictable results.

Y ARN Distributed Cache enables you to efficiently distribute large read-only files (text files, archives, .jar files, etc)
for use by YARN applications. Applications use URLSs (hdfs://) to specify the files to be cached, and the Distributed
Cache framework copies the necessary files to the applicable nodes before any tasks for the job are executed. Its
efficiency stems from the fact that the files are copied only once per job, and archives are extracted after they are
copied to the applicable nodes. Note that Distributed Cache assumes that the files to be cached (and specified via
hdfs:// URLS) are already present on the HDFS file system and are accessible by every node in the cluster.

Procedure
« Configuring MapReduce for the Y ARN Distributed Cache

e Copy thetarball that contains the version of MapReduce you would like to use into an HDFS directory that
applications can access.

HADOOP_HOVE/ bi n/ hdf s df s -put mapreduce.tar.gz / nmapred/framework/

* Inthe mapred-site.xml file, set the value of the mapreduce.application.framework.path property URL to point
to the archive file you just uploaded. The URL allows you to create an alias for the archive if a URL fragment
identifier is specified. In the following example, ${ hdp.version} should be replaced with the applicable HDP
version, and mr-framework is specified as the alias:

<property>

<name>mapr educe. appl i cati on. f ramewor k. pat h</ nane>

<val ue>hdf s: / hdp/ apps/ ${ hdp. ver si on}/ mapr educe/ mapr educe. t ar. gz#nr -
f ramewor k</ val ue>
</ property>

 Inthe mapred-site.xml file, the default value of the mapreduce.application.classpath uses the ${ hdp.version}
environment variable to reference the currently installed version of HDP:

<property>
<name>nmapr educe. appl i cati on. cl asspat h</ nanme>
<val ue>$PWD/ nr - f r anewor k/ hadoop/ shar e/ hadoop/ mapr educe/ *: $PWD/ nr -
f ramewor k/ hadoop/ shar e/ hadoop/ mapr educe/ | i b/ *: $PW nr -
f ramewor k/ hadoop/ shar e/ hadoop/ cormon/ *: $PWD/ nr -
f ramewor k/ hadoop/ shar e/ hadoop/ common/ | i b/ *: $PWD nr -
f ramewor k/ hadoop/ shar e/ hadoop/ yar n/ *: $PWD/ nt -
f ramewor k/ hadoop/ shar e/ hadoop/ yarn/ 1i b/ *: $PWD/ nt -
f ramewor k/ hadoop/ shar e/ hadoop/ hdf s/ *: $PW nr -
f ramewor k/ hadoop/ shar e/ hadoop/ hdf s/ 1'i b/ *: / usr/ hdp/ ${ hdp. ver si on}/
hadoop/ | i b/ hadoop- | zo-
0. 6. 0. ${ hdp. versi on}.j ar </ val ue>
</ property>

Change the value of the mapreduce.application.classpath property to reference the applicable version of the
MapReduce framework .jar files. In this case we need to replace ${ hdp.version} with the applicable HDP
version, which in our example is 2.2.0.0-2041. Note that in the following example the mr-framework aliasis
used in the path references.

<property>
<nanme>nmapr educe. appl i cati on. cl asspat h</ nane>
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<val ue>$PW nt - f r amewor k/ hadoop/ shar e/ hadoop/ mapr educe/ *: $PW nr -
f ramewor k/ hadoop/ shar e/ hadoop/ mapr educe/ | i b/ *: $PWY nr -

f ramewor k/ hadoop/ shar e/ hadoop/ conmon/ *: $PWD nr -

f ramewor k/ hadoop/ shar e/ hadoop/ cormon/ | i b/ *: $PWD nr -

f ramewor k/ hadoop/ shar e/ hadoop/ yar n/ *: $PWD/ nt -

f ramewor k/ hadoop/ shar e/ hadoop/ yarn/ |i b/ *: $PWD/ nt -

f ramewor k/ hadoop/ shar e/ hadoop/ hdf s/ *: $PWD/ nt -

f ramewor k/ hadoop/ shar e/ hadoop/ hdf s/ i b/ *:/usr/hdp/2.2.0.0-2041/ hadoop/
| i b/ hadoop-1 zo-

0.6.0.2.2.0.0-2041.j ar</val ue>

</ property>

With this configuration in place, MapReduce jobs will run on the version 2.2.0.0-2041 framework referenced
in the mapred-site.xml file.

Y ou can upload multiple versions of the MapReduce framework to HDFS and create a separate mapred-
sitexml file to reference each version of the framework. Users can then run jobs against a specific version
by referencing the applicable mapred-site.xml file. The following example would run a MapReduce job on
version 2.1 of the MapReduce framework:

hadoop j ar shar e/ hadoop/ mapr educe/ hadoop- mapr educe- exanpl es-*.jar pi -
conf etc/hdp-2.1.0.0/ mapred-site.xm 10 10

Y ou can use the ApplicationMaster log file to confirm that the job ran on the localized version of MapReduce
on the Distributed Cache. For example:

2014-06- 10 08:19: 30,199 INFO [mai n] org.nortbay.log: Extract jar: file:/
<nm | ocal -

dirs>/fil ecache/ 10/ hadoop- 2. 3. 0. t ar. gz/ hadoop- 2. 3. 0/ shar e/ hadoop/ yar n/
hadoop- yar n- cormon-

2.3.0.jar!/webapps/ mapreduce to /tnp/

Jetty 0 0 0_0 42544 mapreduce___ . pryk9q/ webapp

Limitations

Support for deploying the MapReduce framework viathe Y ARN Distributed Cache currently does not address
the job client code used to submit and query jobs. It also does not address the ShuffleHandler code that runs as an
auxiliary service within each NodeManager. Therefore, the following limitations apply to MapReduce versions
that can be successfully deployed viathe Distributed Cache:

The MapReduce version must be compatible with the job client code used to submit and query jobs. If it is
incompatible, the job client must be upgraded separately on any node on which jobs are submitted using the
new MapReduce version.

The MapReduce version must be compatible with the configuration files used by the job client submitting the
jobs. If it isincompatible with that configuration (that is, a new property must be set, or an existing property
value must be changed), the configuration must be updated before submitting jobs.

The MapReduce version must be compatible with the ShuffleHandler version running on the cluster nodes.

If it isincompatible, the new ShuffleHandler code must be deployed to al nodes in the cluster, and the
NodeManagers must be restarted to pick up the new ShuffleHandler code.

Troubleshooting Tips

Y ou can use the ApplicationMaster log file to check the version of MapReduce being used by a running job.
For example:

2014-11-20 08:19: 30,199 INFO [main] org.nortbay.log: Extract jar: file:/
<nm | ocal -

dirs>/filecache/{...}/hadoop-2.6.0.tar.gz/ hadoop-2. 6. 0/ shar e/ hadoop/

yar n/ hadoop- yar n-

comon-2. 6. 0. jar!/webapps/ mapreduce to /tnp/
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« |If shuffle encryption is enabled, MapReduce jobs may fail with an exception similar to the following:

2014-10-10 02:17:16,600 WARN [fetcher#1] org.apache. hadoop. mapreduce. t ask. reduce. Fetcher: Failed to
connect to junping-du-centos6. x-3.cslcloud.internal:13562 with 1 map outputs
j avax. net. ssl . SSLHandshakeExcepti on: sun.security. validator. ValidatorException: PKIX path building
failed: sun.security.provider.certpath. SunCert Pat hBui | der Exception: unable to find valid certification
path to requested target
at comsun.net.ssl.internal.ssl.Al erts.get SSLExcepti on(Al erts.java: 174)
at com sun. net.ssl.internal.ssl.SSLSocket|npl.fatal (SSLSocket|npl.java: 1731)
at com sun. net.ssl.internal.ssl.Handshaker. f at al SE( Handshaker . j ava: 241)
at com sun. net.ssl.internal.ssl.Handshaker. f at al SE( Handshaker . j ava: 235)
at com sun. net.ssl.internal.ssl.CdientHandshaker.serverCertificate(C ientHandshaker.java: 1206)
at com sun. net.ssl.internal.ssl.CdientHandshaker. processMessage(C i ent Handshaker . j ava: 136)
at com sun. net.ssl.internal.ssl.Handshaker. processLoop(Handshaker.java: 593)
at com sun. net.ssl.internal.ssl.Handshaker. process_record(Handshaker.java: 529)
at com sun. net.ssl.internal.ssl.SSLSocket| npl.readRecord(SSLSocket | npl.java: 925)
at com sun. net.ssl.internal.ssl.SSLSocket|npl.perforn nitial Handshake( SSLSocket | npl . j ava: 1170)
at com sun. net.ssl.internal.ssl.SSLSocket|npl.startHandshake( SSLSocket | npl.java: 1197)
at com sun. net.ssl.internal.ssl.SSLSocket|npl.startHandshake(SSLSocket | npl.java: 1181)
at sun. net.ww. protocol . https. HtpsCient.afterConnect(H tpsdient.java: 434)
at
sun. net . ww. pr ot ocol . htt ps. Abstract Del egat eHt t psURLConnecti on. set Newd i ent (Abst ract Del egat eHt t psURLConnecti on. j ava: 81
at
sun. net . ww. pr ot ocol . htt ps. Abstract Del egat eHt t psURLConnecti on. set Newd i ent (Abstract Del egat eHt t psURLConnecti on. j ava: 61
at sun. net.wwmv. protocol . http. H t pURLConnecti on. wi t eRequest s( Ht t pURLConnecti on. j ava: 584)
at sun. net.wwmv. protocol . http. H t pURLConnect i on. get | nput St rean( Ht t pURLConnecti on. j ava: 1193)
at java. net. HtpURLConnecti on. get ResponseCode( Ht t pURLConnecti on. j ava: 379)
at sun. net.wwmv. protocol . https. Ht t psURLConnect i onl npl . get ResponseCode( Ht t psURLConnecti onl npl . j ava: 318)
at org. apache. hadoop. mapr educe. t ask. reduce. Fet cher. veri f yConnecti on( Fet cher.java: 427)

To fix this problem, create a sub-directory under SHADOOP_CONF ($HADOOP_HOM E/etc/hadoop by
default), and copy the sdl-client.xml file to that directory. Add this new directory path (/etc/hadoop/conf/
secure) to the MapReduce classpath specified in mapreduce.application.classpath in the mapred-site.xml file.

Enable Cross-Origin Support on YARN

Y ou must enable Cross-Origin Resource Sharing (CORS) on YARN such that the corresponding services accept
cross-origin requests from only selected domains. Enabling CORS aso helpsthe Y ARN Ul fetch data endpoints from
the browser.

About thistask
Y ou must first enable CORS at the cluster level and then on individual components such as Y ARN.

Procedure

1. In Ambari Web, browse to Services > HDFS > Configs, then expand Advanced cor e-site.

2. Add the value org.apache.hadoop.security.HttpCrossOriginFilterinitializer to the existing set of values configured
for the hadoop.http.filter.initializers property.

3. Configure valuesfor the following properties depending on your reguirements:

Property Description

hadoop.http.cross-origin.allowed-headers Commarseparated list of headers allowed for cross-
origin support.

The default values are X-Reguested-With, Content-
Type, Accept, Origin, WWW-Authenticate, Accept-
Encoding, and Transfer-Encoding.

hadoop.http.cross-origin.allowed-origins Commearseparated list of origins allowed for cross-
origin support.

The default value is*. Mention only specific origins
so that the services do not accept all the cross-origin
requests.

46



Managing Data Operating System

Application Management

Property

Description

hadoop.http.cross-origin.allowed-methods Commarseparated list of methods allowed for cross-

origin support.

The default values are GET, PUT, POST, OPTIONS,
HEAD, and DELETE.

hadoop.http.cross-origin.max-age

Number of seconds until when a preflight request can
be cached.

The default value is 1800 seconds.

Click Save.

N o g M

Add a description of the modified HDFS configuration and click Save.
In Ambari Web, browse to Services>YARN > Configs, then expand Advanced yarn-site.
Configure values for the following properties depending on your reguirements:

Property

Description

yarn.nodemanager.webapp.cross-
origin.enabled

Enable cross-origin support for the NodeManager.

The default value is true.

yarn.resourcemanager.webapp.cro
origin.enabled

s&nable cross-origin support for the ResourceManager.

The default value istrue.

yarn.timeline-service.http-cross-
origin.enabled

Enable cross-origin support for the timeline service.

The default value istrue.

Note: The value of the hadoop.http.cross-origin.allowed-origins property in yarn-sitexml overrides the
E value of the same property in core-site.xml. Y ou can configure the value of this property to allow access
to specific domains; for example, regex:.*[.]hwx][.]site(:\d*)?.

8. Click Save.

9. Add adescription of the modified YARN configuration and click Save.
10. Restart the HDFS and Y ARN services.

Run Docker Containerson YARN

Y ou can configure YARN to run Docker containers.

About thistask

Docker containerization makes it easier to package and distribute applications, thereby allowing you to focus on
running and fine-tuning applications, as well as significantly reducing "time to deployment" and “time to insight."
Docker containerization also providesisolation, and enables you to run multiple versions of the same applications
side-by-side. Y ou can have a stable production version of an application, while also evaluating test versions.

Background: the Y ARN Contai nerExecutor

Sinceitsinception, YARN has supported the notion of the Contai nerExecutorabstraction. The ContainerExecutor is

responsible for:

1. Locdizing (downloading and setting up) the resources required for running the container on any given node.
2. Setting up the environment for the container to run (such as creating the directories for the container).
3. Managing the life cycle of the YARN container (launching, monitoring, and cleaning up the container).
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In the past, Apache Hadoop shipped with three Contai nerExecutors — Defaul tContai nerExecutor,
LinuxContainerExecutor, and WindowsSecureContai nerExecutor. Each of these was created to address a specific
need. DefaultContai nerExecutor is meant for non-secure clusters where all YARN containers are launched asthe
same user as the NodeManager (providing no security). LinuxContainerExecutor is meant for secure clusters where
tasks are launched and run as the user who submitted them. WindowsSecureContai nerExecutorprovides similar
functionality but on Windows.

The Experimental DockerContai nerExecutor

As Docker grew in popularity, DockerContai nerExecutor was added to the list of ContainerExecutors.
DockerContainerExecutor was the first attempt to add support for Docker in Y ARN. It would allow users to run tasks
as Docker containers. It added support in Y ARN for Docker commands to allow the NodeManager to launch, monitor
and clean up Docker containers asit would for any other YARN container.

There were a couple of limitations of the DockerContainerExecutor — some related to implementation and some
architectural. The limits related to implementation were things such a not allowing users to specify the image they
wished to run (it required all users to use the same image).

However, the bigger architectural issue isthat in Y ARN, you can use one ContainerExecutor per NodeM anager.

All tasks will use the ContainerExecutor specified in the node’ s configuration. As aresult, once the cluster

was configured to use DockerContainerExecutor, users would be unable to launch regular MapReduce, Tez, or

Spark jobs. Additionally, implementing a new ContainerExecutor means that al of the benefits of the existing
LinuxContainerExecutor (such as cgroups and traffic shaping) now need to be reimplemented in the new
ContainerExecutor. As aresult of these challenges, DockerContainerExecutor has been deprecated in favor of a newer
abstraction — container runtimes — and DockerContainerExecutor will be removed in afuture Apache Hadoop release.

Introducing Container Runtimes

To address these deficiencies, Y ARN added support for container runtimes in LinuxContainerExecutor. Container
runtimes split up the ContainerExecutor into two distinct pieces — the underlying framework required to carry out the
functionalities, and a runtime piece that can change depending on the type of container you wish to launch. With these
changes, we solve the architectural problem of being able to run regular Y ARN process containers alongside Docker
containers. Thelife cycle of the Docker container is managed by YARN just as any other container. The change also
allows YARN to add support for other containerization technologies in the future.

Currently, two runtimes exist; the process tree based runtime (DefaultLinuxContainerRuntime) and the new Docker
runtime (DockerLinuxContainerRuntime). The process-tree based runtime launches containers the same way Y ARN
has always done, whereas, the Docker runtime launches Docker containers. Interfaces exist that can be extended to
add new container runtimes. Support for container runtimes, and specifically the DockerLinuxContainerRuntime, is
being add through Y ARN-3611.

Related Concepts

Prerequisites for Running Containerized Spark Jobs
Related Information

Launching Applications Using Docker Containers
Install Docker

YARN-3611

Prerequisites for installing Docker

Docker's container management capabilities are highly dependent on the Linux OS kernel version and capabilities. As
aresult, Docker only supports systems with modern kernels. It is recommended to check with your operating system
vendor for supported system configurations for use with Docker.

See the Support Matrix for the operating system requirements.

Related Information
Docker Storage Drivers
Support Matrix
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Recommendationsfor running Docker containerson YARN

YARN expects that Docker is already installed on all NodeManager hosts where Docker containers will run. Consider
these recommendations before installing and configuring Docker for use with YARN.

Docker Version

1.12.5 is the minimum recommended version. Docker is rapidly evolving and shipping multiple releases per year.
Not all versions of Docker have been tested. Docker versioning changed in 2017, and is now known as Docker CE.
Running arecent version of Docker CE is recommended. Note that recent versions of Docker CE have switched to
using the overlay2 storage driver which may not work for al workloads.

RHEL/CentOS provides aversion of Docker that can be installed viayum.

Storage Driver

Selecting a storage driver is dependent on OS kernel, workload, and Docker version. It is highly recommended that
administrators read the documentation, consult with their operating system vendor, and test the desired workload
before making a determination.

Testing has shown that device mapper using LVM is generally stable. Under high write load to the container’s
root filesystem, device mapper has exhibited panics. SSDs for the Docker graph storage are recommended in this
case, but care till needs to be taken. Overlay and overlay2 perform significantly better than device mapper and are
recommended if the OS kernel and workload support it.

CGroup Support

YARN provides isolation through the use of cgroups. Docker a so has cgroup management built in. If isolation
through cgroups if desired, the only recommended solution isto use Y ARN'’s cgroup management at this time.
YARN will create the cgroup hierarchy and set the the --cgroup-parent flag when launching the container.

For more information about setting Y ARN cgroups, see Enabling cgroups.

The cgroupdriver must be set to cgroupfs. Y ou must ensure that Docker is running using the --exec-opt
native.cgroupdriver=cgroupfs docker daemon option.

Note:
IS The Docker version included with RHEL/CentOS 7.2+ sets the cgroupdriver to systemd. Y ou must change
this, typically in the docker.service systemd unit file.

vi fusr/lib/systend/ systen docker. service
Find and fix the cgroupdriver:
--exec-opt native.cgroupdriver=cgroupfs \

Also, this version of Docker may include oci-hooks that expect to use the systemd cgroupdriver. Search for
oci on your system and remove these files. For example:

rm-f /usr/libexec/oci/hooks. d/oci-systend-hook
rm-f /usr/libexec/oci/hooks. d/oci-register-nmachi ne
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Networking

Y ARN has support for running Docker containers on a user specified network, however, it does not manage the
Docker networks. Administrators are expected to create the networks prior to running the containers. Node labels can
be used to isolate particular networks. It is vital to read and understand the Docker networking documentation. Swarm
based options are not recommended, however, overlay networks can be used if setup using an external store, such as
etcd.

Y ARN will ask Docker for the networking details, such as IP address and hostname.
Asaresult, al networking types are supported. Set the environment variable
YARN_CONTAINER_RUNTIME_DOCKER_CONTAINER_NETWORK to specify the network to use.

Host networking is only recommended for testing. If the network where the NodeM anagers are running has a
sufficient number of 1P addresses. The bridge networking with --fixed-cidr option works well. Each NodeManager is
allocated a small portion of the larger | P space, and then allocates those | P addresses to containers.

To use an administrator defined network, add the network to docker.allowed.networks in contai ner-executor.cfg and
yarn.nodemanager.runtime.linux.docker.allowed-container-networks in yarn-site.xml.

Image M anagement

Images can be preloaded on all NodeManager hosts or they can be implicitly pulled at runtime if they are availablein
apublic Docker registry, such as Docker hub. If the image does not exist on the NodeManager and cannot be pulled,
the container will fail.

Docker Bind Mounted Volumes

Note:

E Care should be taken when enabling this feature. Enabling access to directories such as, but not limited to, /, /
etc, /run, or /home is not advisable and can result in containers negatively impacting the host or leaking
sensitive information.

Files and directories from the host are commonly needed within the Docker containers, which Docker provides
through volumes. Examples include localized resources, Apache Hadoop binaries, and sockets. In order to make use
of this feature, the following must be configured.

The administrator must define the volume whitelist in container-executor.cfg by setting docker.allowed.ro-mounts
and docker.allowed.rw-mounts to the list of parent directories that are allowed to be mounted.

The application submitter requests the required volumes at application submission time using the
YARN_CONTAINER_RUNTIME_DOCKER_MOUNTS environment variable.

The administrator supplied whitelist is defined as a comma separated list of directoriesthat are allowed to be mounted
into containers. The source directory supplied by the user must either match or be a child of the specified directory.

The user supplied mount list is defined as a comma separated list in the form source:destination:mode. The source
isthefile or directory on the host. The destination is the path within the container where the source will be bind
mounted. The mode defines the mode the user expects for the mount, which can be ro (read-only) or rw (read-write).
Related Information

Docker Storage Drivers

Specifying Custom cgroups

Install Docker
I dentify the version of Docker provided by your operating system vendor and install it.

About thistask

It isrecommended to install the version of Docker that is provided by your Operating System vendor. The Docker
package has been known by several names; docker-engine, docker, and docker-ce.
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Procedure

« Install the package by entering the following command for the respective operating system:

Operating System Command for Installation
RHEL/CentOS/Oracle Linux 6 yum install docker

SLES 12 zypper install docker
Ubuntu 14 apt-get install docker
Ubuntu 16

Debian 7 apt-get install docker

Configure Docker
Edit the docker daemon.json file and add the required options.

About thistask

After Docker isinstalled, the following is the minimum recommended configuration. Note that configuring the
storage driver is not included. This should be added after reviewing the storage driver options.

Procedure

» Edit /etc/docker/daemon.json and add the following options:

"l'ive-restore" : true,
"debug" : true

« Aspreviously noted, ensure that Docker is using the cgroupfs cgroupdriver option if enabled Y ARN cgroups
support.

vi /usr/lib/systemd/system/docker.service
Find and fix the cgroupdriver:

--exec-opt native.cgroupdriver=cgroupfs\

Configure YARN for running Docker containers

Running Docker containers on Y ARN works very similar to running existing containers. Containers have access to
filesthat are localized for the container as well as logging.

About thistask

To facilitate the use of YARN features, afew rules need to be followed. For the example applications, these steps
have aready been taken care of.

1. The processesin the containers must run as the user submitting the application (or the local-user in insecure
mode).

2. The mount whitelist must include the yarn.local .dirs so that the files needed for the application are availablein the
container.

The following configuration runs LinuxContainerExecutor in an insecure mode and is only used for testing or where
use cases are highly controlled. Kerberos configurations are recommended for production. The local-user is assumed
to be nobody, this means that all containers will run as the nobody user.
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Before you begin
Make sure YARN cgroups are enabled before configruing YARN for running Docker containers.

To leverage YARN cgroup support, the nodemanager must be configured to use LinuxContainerExecutor. The
Docker YARN integration also requires this container executor.

Procedure

1. Setthefollowing propertiesin the yarn-site.xml file.

<property>
<descri pti on>The UN X user that containers will run as when
Li nux-cont ai ner-executor is used in nonsecure node</description>
<nanme>yar n. nodemanager . | i nux- cont ai ner - execut or . nonsecur e- node. | ocal -
user </ nane>
<val ue>nobody</ val ue>
</ property>

<property>
<descri pti on>Comma separated list of runtinmes that are all owed when
usi ng
Li nuxCont ai ner Execut or. </ descri pti on>
<pane>yar n. nodemanager. runti ne. | i nux. al | owed-runti mes</ nanme>
<val ue>def aul t, docker </ val ue>
</ property>

<property>
<description>This configuration setting determ nes the capabilities
assigned to docker containers when they are | aunched. Wile these may
not
be case-sensitive froma docker perspective, it is best to keep these
uppercase. To run without any capabilities, set this value to
"none" or "NONE"</description>
<name>yar n. nodemanager. runti nme. | i nux. docker. capabi liti es</ nanme>
<val ue>CHOMN, DAC_OVERRI DE, FSETI D, FOANER, MKNOD, NET_RAW SETA D, SETUI D,
SETFCAP, SETPCAP, NET_BI ND_SERVI CE, SYS _CHROOT, KI LL, AUDI T_WRI TE</ val ue>
</ property>

<property>
<description>This configuration setting determnes if
privil eged docker containers are allowed on this cluster
The submitting user nmust be part of the privil eged container acl and
must be part of the docker group or have sudo access to the docker
conmand
to be able to use a privileged container. Use with extrenme care. </
descri ption>
<nanme>yar n. nodemanager . runti nme. | i nux. docker. pri vi |l eged-
cont ai ners. al | oned</ nane>
<val ue>f al se</ val ue>
</ property>

<property>

<descri ption>This configuration setting determ nes the submitting

users who are allowed to run privil eged docker containers on this
cluster.

The subnmitting user nust al so be part of the docker group or have sudo
access

to the docker command. No users are allowed by default. Use with
extrene care.

</ descri pti on>
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<nanme>yar n. nodemanager . runti nme. | i nux. docker. pri vi | eged-
cont ai ners. acl </ nane>

<val ue> </val ue>
</ property>

<property>
<descri pti on>The set of networks all owed when | aunchi ng cont ai ners</
descri pti on>
<name>yar n. nodemanager . runti me. | i nux. docker . al | owed- cont ai ner -
net wor ks</ name>
<val ue>host, bri dge</ val ue>
</ property>

<property>
<descri pti on>The network used when | aunchi ng contai ners when no
network i s specified
in the request. This network nmust be one of the (configurable) set of
al | owed
cont ai ner networks. The default is host, which may not be appropriate
for multiple
contai ners on a single node, use bridge in that case. See docker
net wor ki ng for nore.
</ descri pti on>
<name>yar n. nodemanager . runti me. | i nux. docker . def aul t - cont ai ner -
net wor k</ nane>
<val ue>host </ val ue>
</ property>

2. Set the following propertiesin a container-executor.cfg file.

yar n. nodemanager . | ocal - di r s=<yar n. nodemanager. | ocal -dirs from yarn-
site.xm >

yar n. nodemanager . | og- di r s=<yar n. nodermanager.| og-dirs fromyarn-site. xm >
yar n. nodemanager . | i nux- cont ai ner - execut or . gr oup=hadoop

banned. user s=hdf s, yar n, mapr ed, bi n

nm n. user.i d=50

[ docker]

nmodul e. enabl ed=tr ue

docker . bi nary=/usr/ bi n/ docker

docker. al | owed. capabi | iti es=CHOMN, DAC_OVERRI DE, FSETI D, FONNER, MKNCD, NET_RAW
SETA D, SETUI D, SETFCAP, SETPCAP, NET_BI ND_SERVI CE, SYS_CHROOT, KI LL, AUDI T_WRI TE,
DAC_READ_SEARCH, SYS_PTRACE, SYS_ADM N

docker . al | owed. devi ces=

docker. al | owed. net wor ks=br i dge, host, none

docker . al | owed. r o- nount s=/ sys/ f s/ cgr oup, <yar n. nodemanager . | ocal -dirs from
yarn-site.xm >

docker. al | owed. r w- nount s=<yar n. nodenanager. |l ocal -dirs fromyarn-site.xm >,
<yar n. nodenmanager.l og-dirs fromyarn-site.xnl >

docker. privil eged-cont ai ners. enabl ed=f al se
docker.trusted.registries=local, centos, hortonworks

docker. al | owed. vol unme-dri vers=

The details of the properties are as follows.

Configuration Description

yarn.nodemanager.linux-contai ner-executor.group The Unix group of the NodeManager. It should match the
yarn.nodemanager.linux-container-executor.group in the yarn-
sitexml file.
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Configuration Description

banned.users A commearseparated list of usernames who should not be allowed to
launch applications. The default setting is: yarn, mapred, hdfs, and
bin.

min.user.id The minimum UID that is allowed to launch applications. The
default is no minimum

modul e.enabled Must be "true" or "false" to enable or disable launching Docker
containers respectively. Default valueis 0.

docker.binary The binary used to launch Docker containers. /usr/bin/docker by
defaullt.

docker.allowed.capabilities The minimum UID that is allowed to launch applications. The

default is no minimum.

docker.allowed.devices Comma separated devices that containers are allowed to mount. By
default no devices are allowed to be added.

docker.allowed.networks Comma separated networks that containers are allowed to use. If
no network is specified when launching the container, the default
Docker network will be used.

docker.allowed.ro-mounts Comma separated directories that containers are allowed to mount in
read-only mode. By default, no directories are allowed to mounted.

docker.allowed.rw-mounts Comma separated directories that containers are allowed to mount in
read-write mode. By default, no directories are allowed to mounted.

docker.privileged-containers.enabled Set to "true" or "false" to enable or disable launching privileged
containers. Default valueis "false". The submitting user must be
defined in the privileged container acl setting and must be part of the
docker group or have sudo access to the docker command to be able
to use a privileged container. Use with extreme care.

docker.trusted.registries Comma separated list of trusted docker registries for running trusted
privileged docker containers. By default, no registries are defined.

If the image used for the application does not appear in thislist,

all capabilities, mounts, and privileges will be stripped from the
container.

docker.allowed.volume-drivers Comma separated volume drivers that containers are allowed to use.

Run Docker on YARN using the YARN services API
Y ou can deploy aload balanced web server pair on asingle node HDP cluster using the YARN Services API.

About thistask
Note that the networking setup hereis not appropriate for a multi-node cluster. See the Networ king Recommendations
for more.

Procedure

1. Createthefollowing Yarnfile and save it to /tmp/httpd.json:

nane":"htt pd-service",
"version":"1.0.0",
"lifetime":"3600",
"configuration":{
"properties":{

"docker. network": "bridge"
}

, onponent s": [

{

}




Managing Data Operating System Application Management

"name":"httpd",

"nunmber _of contai ners": 2,

"artifact":{
"id":"centos/httpd-24-centos7: | atest",
"type": " DOCKER"

"l aunch_command": "/ usr/bi n/run-httpd",
"resource":{

"cpus": 1,

"menory":"1024"
}

eadi ness_check": {
n t ypeII : n |_rrTPII ,
"properties":{
"url":"http://${TH S_HOCST}: 8080"
}

’onfi guration":{
"files":[

{

}

"type": " TEMPLATE",
"dest file":"/var/ww/ htm /index. htm",
"properties”:{
"content":"<htm ><header><title>Title</title></
header ><body>Hel | o from ${ COVPONENT | NSTANCE NAME} ! </ body></ ht mi >"
}

}
]
}
}l
{

"name": " httpd- proxy",

"nunmber _of containers":1

"dependenci es": [

"ht t pd"

"artifact":{
"id":"centos/httpd-24-centos7:|atest”,
"type": " DOCKER'

"l aunch_command": "/ usr/bi n/ run-htt pd"

"resource":{

"cpus": 1,
"menory":"1024"
}1
"configuration":{
"files":|
"type": " TEMPLATE",
"dest _file":"/etc/httpd/conf.d/httpd-proxy.conf",
"src_file":"httpd-proxy-no-dns. conf"
}
]
}
}

2. Copy the HTTPD proxy configuration to HDFS. This configuration will be used to configure the HTTPD proxy
container to load balance traffic between two backend HTTPD servers.
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hdfs dfs -copyFromL ocal /usr/hdp/current/hadoop-yarn-client/yarn-service-exampl es'httpd-no-dng/httpd-proxy-
no-dns.conf

3. Submit the HTTPD application using the YARN CLI:

yarn app -launch httpdservice /tmp/httpd.json

4. Once the application has launched, get the |P address for the HTTPD proxy container to validate that the backend
servers have successfully started. The components need to reach a STABLE state and the containers a READY
state in the status output before proceeding with next step.

yarn app -status httpdservice
E Note: usejq or python -m json.tool to pretty print the output.

The output will appear as follows.

{
"name": " httpdservice",
"id":"application_ 1525954234278 0006",
"lifetime": 3549,
"conponent s": |

"name": " httpd",
"dependenci es": [

] il

"artifact":{
"id":"centos/httpd-24-centos7: | atest",
"type": " DOCKER"

"resource":{
"cpus": 1,
“menory":"1024",
"additional ":{

}
}1
"state":" STABLE",
"configuration":{

"properties":{
"docker . network": "bridge"
}

" nv":{
b
"files":|
{

"type": " TEMPLATE",

"properties":{

"content":"<htm ><header><title>Title</title></

header ><body>Hel | o from ${ COVPONENT_| NSTANCE_NAME} ! </ body></ ht il >"

}l
"dest _file":"/var/wwww htm /index. htm"

}
]

}'Equi cklinks": [
]

"cont ai ners": [

{
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"id":"container_1525954234278_0006_01_000002"
"ip":"172.17.0.2",

"host nane": "htt pd- 0. htt pdservi ce. user. domai n",
"state":" READY",

"launch_tine": 1525980550770,
"bare_host": "node. donai n",
"conponent _i nstance_nane": " htt pd- 0"

"id":"contai ner_1525954234278_0006_01_000003"
"ip":"172.17.0.3",
"host nane": "htt pd- 1. htt pdservi ce. user. domai n",
"state":" READY",
"l aunch_tinme": 1525980551772,
"bare_host": " node. donai n",
"conponent i nstance_nane":"htt pd- 1"
}
b
"readi ness_check": {
"type":"HITP",
"properties":{
"url":"http://${TH S_HOST}: 8080"
}

"l aunch_command": "/ usr/bi n/ run-htt pd"
"nunmber _of contai ners": 2,
"run_privil eged container":fal se

"name": " htt pd- proxy",
"dependenci es": [

“htt pd"
]

",rtifact":{
"id":"centos/httpd-24-centos7:|atest”,
"type": " DOCKER"

"resource":{
"cpus": 1,
"menory":"1024",
"additional ":{

}
} il
"state":" STABLE",
"configuration":{
"properties”:{
"docker . network": "bridge"

}1
"env":{
1
"files":|
{
"type": " TEMPLATE",
"properties":{
}, _
"dest _file":"/etc/httpd/conf.d/httpd-proxy.conf",
"src_file":"httpd-proxy-no-dns. conf"
}
]

} il
"qui ckl i nks": [
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]

ontainers": [
{

"id":"container_1525954234278_0006_01_000005",
"ip":"172.17.0.4",
"host nane": " ht t pd- proxy- 0. htt pdservi ce. user. domai n",
"state":" READY",
"l aunch_tinme": 1525980579818,
"bare_host": " node. donai n",
"conponent _i nst ance_nane": " ht t pd- pr oxy- 0"

}

, aunch_conmmand": "/ usr/ bin/run-httpd",
"nunmber _of containers": 1,
"run_privil eged container":fal se

]

}

’ onfiguration": {
"properties":{
"docker. network": "bridge"
}

]

’nv":{

}

,iles":[
]

}l
"state":" STARTED',
"qui ckli nks": {

}1
"version":"1.0.0",
"kerberos_principal ":{

}

Find the details regarding the httpd-proxy-0 instance and record the | P address associated with the container. In
the example above, the IPis 172.17.0.4.

5. Using curl, or asimilar HTTP client, perform a GET request to the HTTPD proxy on port 8080, using the IP
address obtained in the previous step.

curl http://172.17.0.4:8080/
The requests should be routed to both backend HTTPD servers, as seen in the following output:

[user@node ~]$ curl http://172.17.0.4:8080/ <html><header><title>Title</title></header><body>Hello from
httpd-0! </body></html>

[user@node ~]$ curl http://172.17.0.4:8080/ <html><header><title>Title</title></header><body>Hello from
httpd- 1! </body></html>

[user@node ~]$ curl http://172.17.0.4:8080/ <html><header><title>Title</title></header><body>Hello from
httpd-0! </body></html>

[user@node ~]$ curl http://172.17.0.4:8080/ <html><header><title>Title</title></header><body>Hello from
httpd- 1! </body></html>
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Accessing the YARN services examples

The YARN Services examples are available in the hdp-assemblies GitHub repository. See this repository for
instructions on how to build and store the example Y ARN Services.
Related Information

The hdp-assemblies repository

Quick start for running YARN services API on Docker containers

Y ou can manage dockerized Y ARN services on your Hadoop cluster using Docker swarm and an overlay network.

Related Information
Dockerized YARN Services - Quickstart

Configure Docker Swarm and an Overlay Networ k
You must first install Docker on each cluster node and then configure Docker Swarm and an overlay network.

About thistask

Maintain a host list file that specifies every host in the cluster and aworker list file that specifies all the nodes except
the one selected to be the Docker Swarm master. Y ou can use this information to run commands in parallel across the
cluster.

Procedure

1. Usethe pssh command to install Docker on al the hosts in the cluster.
The following example shows the required commands:

pssh -i -h hostlist -1 userl -x "-i ~/userl.peni "sudo yuminstall -y yum
utils devi ce-mapper-persistent-data |vnR"

pssh -i -h hostlist -1 userl -x "-i ~/userl.penmi "sudo yum confi g- manager
--add-repo https://downl oad. docker. com | i nux/ cent os/ docker - ce. repo”

pssh -i -h hostlist -1 userl -x "-i ~/userl.pent "sudo yuminstall -y
docker -ce"

pssh -i -h hostlist -1 userl -x "-i ~/userl. pent "sudo systenctl start
docker"

pssh -i -h hostlist -1 userl -x "-i ~/userl.pent "sudo systenctt|l enable
docker"

pssh -i -h hostlist -1 userl -x "-i ~/userl.penmt "sudo docker run --rm

hel | o-wor | d"

2. Configure Docker Swarm and create an overlay network.
The following example shows the required commands:

ssh -i ~/user1. pem user 1@nast er node> "sudo docker swarminit"

pssh -i -h workerlist -1 userl -x "-i ~/userl.pem "sudo <output froml ast
conmand: docker swarmjoin ...>"

ssh -i ~/userl. pem user 1@nuast er node> "sudo docker network create -d

overlay --attachabl e yarnnetwork"

3. Optional: If Kerberosis not enabled, create a default user for containers.
The following example shows how you can create a default user:

pssh -i -h hostlist -1 userl -x "-i ~/userl. pent "sudo useradd dockeruser"

What to do next
Configure Docker settings for Y ARN using Ambari.
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Configure Docker settingsfor YARN

After installing Docker Swarm and configuring an overlay network on your cluster, you must enable Docker runtime
on YARN and set the containers to use the overlay network.

Procedure

1
2.

In the Ambari web, select Services> YARN > Advanced to view the YARN advanced properties.
Inthe YARN Featur es section, toggle Docker Runtime to Enabled.
Enabling the specified option changes the following setting in Advanced yar n-site:

yar n. nodemanager . cont ai ner -
execut or. cl ass=or g. apache. hadoop. yarn. server. nodemanager . Li nuxCont ai ner Execut or

Expand Advanced yar n-site and change the following properties to enable the Docker containers use the overlay
network by default:

yarn. nodemanager . runti nme. | i nux. docker . def aul t - cont ai ner -
net wor k=yar nnet wor k

yar n. nodemanager . runti ne. | i nux. docker. al | owed- cont ai ner -
net wor ks=host , none, bri dge, yar nnet wor k

Expand Custom yar n-site and add the following property if Kerberosis not enabled:

yar n. nodemanager . | i nux- cont ai ner - execut or. nonsecur e- node. | ocal -
user =docker user

Expand Advanced Container Executor and specify the Docker trusted registries in the corresponding field.

Note: You must specify the Docker images in the form: <registry>/<imageName>:<tag>. Y ou can specify
E images from other registries as comma-separated values.

6. Click Save to save the configurations that you added and restart Y ARN.

Run the YARN service on a cluster

You can usethe YARN services API to define a service and run it on the Docker environment that you have
configured. The procedure varies depending on whether your cluster is Kerberized or non-Kerberized.

Run the YARN service on a Kerberized cluster
Y ou must create a Kerberos principal and a keytab, and upload the latter to HDFS. In addition, you must specify the
principal in your service definition.

Procedure

1. Create aKerberos principa of the format <username>/<hostname>@<realm>.
2. Create akeytab for the principal and upload it to HDFS.

Note: You must ensure that the user for which you are creating the principal has write permissions to the
HDFS home directory.

The following example shows the creation of a keytab for the principal userl/
host1.example.com@EXAMPLE.COM, and the command to upload the keytab to HDFS:

kadm n. | ocal
>addpri nc user 1/ host 1. exanpl e. com@&XAMPLE. COM

$;<;st -k userl1l host1. keytab user1/host 1. exanpl e. com@&XAVPLE. COM

>exit
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hadoop fs -put userl_host1. keytab hdfs:/user/user1/
hadoop fs -chown userl1 hdfs:/user/userl/

3. CreateaYARN service definition JSON using the REST API.
IE Note: Ensure that the service definition is unique in the cluster.

The following example shows a Y ARN service definition added to a JSON file named yarnservice.json:

{
"name": "redis-service",
"version": "1.0.0",
"description": "redis exanple",
"conponent s"
[
"nanme": "redis",
"nunber _of containers": 1,
"artifact": {
"id": "library/redis",
"type": " DOCKER"
"l aunch_command": "",
"resource": {
"cpus": 1,
"menory": "256"
}
"configuration": {
"env":
"YARN_ CONTAI NER_RUNTI ME_ DOCKER _RUN OVERRI DE_DI SABLE": "true"
}
}
}
1, .
"kerberos_principal": {
"principal _nanme": "user 1/ host1. exanpl e. com@&XAVMPLE. COM',
"keytab": "hdfs:/user/userl1/userl host1l. keytab"
}
}

4. Submit the service definition as specified.
Y ARN responds with the Application ID.

The following example shows the curl command to submit the service definition:

curl --negotiate -u : -X POST -H "Content-Type: application/json" http://
<resour ce manager >: 8088/ app/ vl/services -d @arnservice.json

5. Optional: Track the status of the service through the YARN Ul or by using the REST APIs.
The following example shows the curl command to read the status of the service:

curl --negotiate -u : http://<resource manager>: 8088/ app/ v1l/ servi ces/
redi s-service | python -m json.tool

Run the YARN service on a non-Kerberized cluster
You can create a Y ARN service definition JSON using the services APl and run it on your cluster.

Procedure

1. CreateaYARN service definition JSON using the REST API.
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E Note: Ensure that the service definition is unique in the cluster.

The following example shows a Y ARN service definition added to a JSON file named yarnservice.json:

{
"name": "redis-service",
"version": "1.0.0",
"description": "redis exanple",
"conponent s"
[
{ _
"nanme": "redis",
"“nunmber _of containers": 1,
"artifact": {
"id": "library/redis",
"type": "DOCKER'
"l aunch_command": "",
"resource": {
"cpus": 1,
"menory": "256"
I
"configuration": {
"env":
" YARN_CONTAI NER_RUNTI ME_DOCKER RUN_OVERRI DE_DI SABLE": "true"
}
}
}
]
}

2. Submit the service definition as specified.
Note: You can submit the service definition only if you have write permissions to the HDFS home
directory.
Y ARN responds with the Application ID.
The following example shows the curl command to submit the service definition:

curl --negotiate -u : -X POST -H "Content-Type: application/json" http://
<resource manager>: 8088/ app/ vl/ services -d @arnservice.json

3. Optional: Track the status of the service through the YARN Ul or by using the REST APIs.
The following example shows the curl command to read the status of the service:

curl --negotiate -u : http://<resource nanager>: 8088/ app/ vl/ servi ces/
redi s-service | python -mjson.tool

Add alocal Docker registry
Y ou can create alocal Docker registry on your Hadoop cluster so that users can download Docker images locally.

About thistask
This procedure does not include the steps to configure security options for the registry, and therefore, is not
recommended in a production environment.
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Procedure

1. On the master node, create an instance of the Docker registry container.

The following example shows the command to create the Docker registry container and bind the registry to port
5000 on the master node:

docker run -d -p 5000: 5000 --restart=always --nane registry -v /mmt/
registry:/var/lib/registry registry:2

2. Configure each of the cluster hosts to skip HTTPS checks.
The following example shows commands to skip HTTPS checks on CentOS 7 hosts:

pssh -i -h hostlist -1 userl -x "-i ~/userl.peni "sudo echo '{\"insecure-
registries\": [\"<registryHost>:5000\"]}' | sudo tee --append /etc/docker/
daenon. j son"

pssh -i -h hostlist -1 userl -x "-i ~/userl.peni "sudo systenttl restart

docker"

3. Addthelocal Docker registry to the list of registries allowed by YARN.

a) Inthe Ambari web, select Services> YARN > Advanced to view the YARN advanced properties.

b) Expand Advanced Container Executor and add <registryHost>:5000 to the list of specified container
executor values.

Test thelocal Docker registry

After configuring the local Docker registry, you can push Docker images to the registry so that when a service
definition uses an image with that registry prefix, YARN can use the image from the local registry instead of the
default public location.

Procedure

1. Build, tag, and push a Docker image to the registry by using docker commands.
The following example shows the use of the respective commands on an image named mylmage:

docker build -t nylmge:1 .
docker tag nylnmage: 1 <regi stryHost >: 5000/ nmyl nage: 1
docker push <regi stryHost>: 5000/ nyl mage: 1

2. View the pushed image with the help of REST commands.
The following example shows the use of curl commands to view the image named mylmage:

curl <registryHost>: 5000/ v2/ catal og
curl <registryHost>: 5000/ v2/_cat al og/ nyl mage/tags/|i st

3. Download the image to all the hosts in the cluster.

Note: Thisstep isrequired to only to demonstrate connectivity. Docker and YARN automatically pull
E images from the specified registry path.

The following example shows how you can download the image named mylmage to al the hostsin your cluster:

pssh -i -h hostlist -1 userl -x
<r egi st ryHost >: 5000/ nyl nage: 1"

-i ~luserl. pem "sudo docker pull
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Attaching storageto YARN containers by using CS|

Y ou can attach external storage volumes to Docker containers on Y ARN by using Container Storage Interface
(CSl). The external storage system provides a CSl driver that hel ps expose the volume to container orchestration
frameworks.

Y ARN can mount the external volume so that the Docker containers on Y ARN can read or write the volume data as
if it were on the local file system. Using Docker containers on YARN, you can access data on aready provisioned
Ozone volumes.

Note: Currently, YARN supports only CSI v1. Therefore, YARN is compatible only with drivers that
IE implement the CSI v1 protocol.

YARN componentsfor CSI support
To support Container Storage Interface on YARN, you must deploy the CS| driver associated with the external
storage volume on each NodeManager. Y ARN includes the following additional components for CSI support: volume
manager and CSI driver adapter.

The following diagram outlines the interactions between the Y ARN components and the external storage device with
the help of the CSI

Master Worker Wiorker

Resource Manager

Volume Manager

Regular YARN Components A A A A S

YARN C51 Components p T — . - S -

ThicPary OS1 P \ * JERNE - Iy

External Storage System

driver:

CSl Driver

Provided by the external storage system to interact with YARN, the CSI driver implements all the APIsrequired to
manage the lifecycle of the storage volume. The CSI driver comprises of three gRPC services: identity, controller,
and node. The CSlI driver is deployed on NodeManagers such that every NodeManager runs instances of identity and
node services while one of the cluster nodes runs an instance of the controller service.

Volume M anager

Reads the volume resource specification and handles the required volume operation with the help of the controller
service on the CSl driver. This component manages the lifecycle of the storage volumein YARN.
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CSl Driver Adapter

Runs on all NodeManagers along with the CSI driver. The adapter proxies all invocations between Y ARN and
the CSl driver. In addition, the adapter registers with the volume manager so that either of them can work with the
controller service for handling the volume operations.

ConfigureCSl on YARN

Y ou must configure the different CSI components on the Y ARN cluster before you can attach external volumesto
YARN containers.

About thistask

The steps to configure CSI components on YARN are as follows:

Configure CSI volume processor in Resour ceM anager
Y ou must add the CSI volume processor as an Application Master Service Processor.

Procedure

Configure the value of the yarn.resourcemanager.application-master-service.processors property in yarn-sitexml to
add the CSI volume processor.

Property Name Value Description
yarn.resourcemanager.application-master- org.apache.hadoop.yarn.server.resourcemanagel|. ViatidrtiesoS Shrockaste. jof olasseh BESProcessor
Service.processors Application Master Service Processor.

Deploy CSI driver on each NodeM anager

Y ou must manually deploy the CSI driver associated with the external storage on YARN. The CSl driver listenson a
UNIX domain socket. Therefore, you must ensure that each NodeM anager has the driver configured and running, and
that the yarn user has read-write access to the UNIX domain socket file.

Procedure

Configure the values of specific propertiesin yarn-sitexml to deploy the CSI driver on the NodeManager.
The following table lists the specific properties:

Property Name Example Value Description
yarn.nodemanager.csi-driver.names ch.ctrox.csi.s3-driver One or more names of the CS| drivers on the
NodeManager.

The value of this property must be the
same as the name returned by the driver's
GetPlugininfo API.

yarn.nodemanager.csi-driver.ch.ctrox.csi.s3- unix://ltmp/ch.ctrox.csi.s3-driver.sock The UNIX domain socket path on which the
driver.endpoint driver listens. This value depends on how the
driver is configured.

yarn.nodemanager.csi-driver- 0.0.0.0:8901 The service address of the CSI driver adapter
adaptor.ch.ctrox.csi.s3-driver.address for the driver ch.ctrox.csi.s3-driver.

After the property is configured, YARN starts
a CSl driver adapter service on this address
and proxies requests to the CSI driver.

Configure YARN CSI driver adapters

After configuring the CSI volume processor and deploying the CSI driver, you must configure the CSI driver
adapters. These adapters run as auxiliary services on NodeManagers. Y ARN provides a pluggable built-in adapter
implementation to integrate with the Ozone CSI driver. The interface helpsin plugging in customized CSI driver
adaptors, if required.
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Procedure

Configure values of specific properties related to auxiliary services in yarn-sitexml to configure the CSl driver
adapters.

The following table lists the specific properties:

Property Name Example Value Description
yarn.nodemanager.aux-services cs One or more keys for auxiliary services.
yarn.nodemanager.aux-services.csi.class org.apache.hadoop.yarn.csi.adaptor.Csi Adaptor BarMECRRpl ementation of the auxiliary service.

yarn.nodemanager.aux-services.csi.classpath | share/hadoop/yarn/csi/hadoop-yarn-csi-3.3.0- | The class path for the auxiliary service csi.

SNAPSHOT jar:share/hadoop/yarn/csi/lib/* . . .
The NodeManager launches this service with

this separated classpath.
yarn.nodemanager.aux-services.cs .system- org.apache.commons.logging.,org.apache.l0g4j.| The system classes for the auxiliary service
classes cSi.

For more information, see Auxiliary Service
Classpath Isolation.

Advanced: configure customized CSI driver adapters

If required, you can provide a customized implementation for the CSI driver adapter plug-in, and plug it to the CSI
auxiliary services.

Procedure

Configure the value of the specified CSI driver adapter property in yarn-site.xml to a customized value depending on
your requirements.

For example, you can plug a new implementation for ch.ctrox.csi.s3-driver, as mentioned in the following table:

Property Name Example Value Description

yarn.nodemanager.csi-driver- X.y.z.CustomizedAdaptorService The implementation class for the CSI driver

adaptor.ch.ctrox.csi.s3-driver.class adapter that maps to the driver csi-driver-
adaptor.ch.ctrox.

Cluster Management

Y ou can manage resources for the applications running on your cluster by allocating resources through scheduling,
limiting CPU usage by configuring cgroups, partitioning the cluster into subclusters using node labels, and launching
applications on Docker containers.

Using Scheduling to Allocate Resour ces

Y ou can alocate CPU, GPU, and memory among users and groups in a Hadoop cluster. Y ou can use scheduling to
allocate the best possible nodes for application containers.

The CapacityScheduler is responsible for scheduling. The ResourceCalculator is part of the YARN
CapacityScheduler. The CapacityScheduler is used to run Hadoop applications as a shared, multi-tenant cluster in an
operator-friendly manner while maximizing the throughput and the utilization of the cluster.

If you have only one type of resource, typically a CPU virtual core (vcore), use the DefaultResourceCalculator. If you
have multiple resource types, use the DominantResourceCal cul ator.

Related Tasks
Enable Cgroups
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Configure CPU Scheduling and Isolation
Configure GPU Scheduling and Isolation

Y ARN Resour ce Allocation

Y ou can manage your cluster capacity using the Capacity Scheduler in YARN. Y ou can use the Capacity Scheduler's
DefaultResourceCalculator or the DominantResourceCal cul ator to allocate avail able resources.

The fundamental unit of scheduling in YARN is the queue. The capacity of each queue specifies the percentage of
cluster resources available for applications submitted to the queue. Y ou can set up queuesin ahierarchy that reflects
the database structure, resource requirements, and access restrictions required by the organizations, groups, and
individuals who use the cluster resources.

Y ou can use the default resource cal culator when you want the resource cal cul ator to consider only the available
memory for resource calculation. When you use the default resource calculator (DefaultResourceCal culator),
resources are allocated based on the available memory.

If you have multiple resource types, use the dominant resource calculator (DominantResourceCalculator) to enable
CPU, GPU, and memory scheduling. The dominant resource calculator is based on the Dominant Resource Fairness
(DRF) model of resource allocation. DRF is designed to fairly distribute CPU, GPU, and memory resources among
different types of processesin a mixed-workload cluster.

For example, if User A runs CPU-heavy tasks and User B runs memory-heavy tasks, the DRF allocates more CPU
and less memory to the tasks run by User A, and allocates less CPU and more memory to the tasks run by User B. In
asingle resource case, in which all jobs are requesting the same resources, the DRF reduces to max-min fairness for
that resource.

Related Information
Dominant Resource Fairness: Fair Allocation of Mulitple Resources

Use CPU Scheduling
Cgroups with CPU scheduling helps you effectively manage mixed workloads.

MapReduce jobs only

If you primarily run MapReduce jobs on your cluster, enabling CPU scheduling does not change performance much.
The dominant resource for MapReduce is memory, so the DRF scheduler continues to balance MapReduce jobsin
amanner similar to the default resource calculator. In the case of a single resource, the DRF reduces to max-min
fairness for that resource.

Mixed workloads

An example of amixed workload is a cluster that runs both MapReduce and Storm on Y ARN. MapReduce is not
CPU-constrained, but Storm on YARN is; its containers require more CPU than memory. Asyou add Storm jobs
along with MapReduce jobs, the DRF scheduler tries to balance memory and CPU resources, but you might see some
performance degradation in as aresult. Asyou add more CPU-intensive Storm jobs, individual jobs start to take
longer to run as the cluster CPU resources are consumed.

To solve this problem, you can use cgroups along with CPU scheduling. Using cgroups provides isolation for CPU-
intensive processes such as Storm on Y ARN, thereby enabling you to predictably plan and constrain the CPU-
intensive Storm containers.

Y ou can aso use node labels in conjunction with CPU scheduling and cgroups to restrict Storm on YARN jobsto a
subset of cluster nodes.

Note: You should use CPU scheduling only in aLinux environment, because there is no isolation mechanism
IS (cgroups equivalent) for Windows.
Configure CPU Scheduling and Isolation

Y ou can configure CPU scheduling on your Ambari or non-Ambari cluster to allocate the best possible nodes having
the required CPU resources for application containers.
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Enable CPU scheduling and isolation on an Ambari cluster

To enable CPU scheduling on an Ambari cluster, select YARN > CONFIGS on the Ambari dashboard, then click
CPU Scheduling and Isolation under CPU. Click Save, then restart all cluster components that require arestart.

Enable CPU scheduling on a non-Ambari cluster

1. Onthe ResourceManager and NodeManager hosts, enable CPU scheduling in capacity-scheduler.xml by replacing
the DefaultResourceCal culator portion of the <value> string with DominantResourceCal cul ator:

Property: yarn.schedul er.capacity.resource-cal cul ator
Vaue: org.apache.hadoop.yarn.util.resource.DominantResourceCal cul ator

Example:

<property>
<nanme>yar n. schedul er. capaci ty. resour ce-cal cul at or </ nanme>
<l--

<val ue>or g. apache. hadoop. yarn. util . resource. Def aul t Resour ceCal cul at or </
val ue> -->

<val ue>or g. apache. hadoop. yarn. util.resource. Doni nant Resour ceCal cul at or </
val ue>

</ property>
2. Setvcoresinyarn-sitexml

On the ResourceM anager and NodeM anager hosts, set the number of vcores to match the number of physical CPU
cores on the NodeManager host by providing the number of physical cores as the <value>.

Y ou should set the number of vcores to match the number of physical CPU cores on the NodeManager hosts.

Set the following property in the /etc/hadoop/conf/yarn-site.xml file on the ResourceManager and NodeM anager
hosts:

Property: yarn.nodemanager.resource.cpu-vcores
Value: <number_of_physical_cores>

Example:

<property>

<nane>yar n. nodenanager . r esour ce. cpu- vcor es</ nane>
<val ue>16</val ue>
</ property>

What to do next

Enable cgroups along with CPU scheduling. Cgroups is used as the isolation mechanism for CPU processes.

With cgroups strict enforcement activated, each CPU process receives only the resources it requests. Without
cgroups activated, the DRF scheduler attempts to balance the load, but unpredictable behavior may occur. For more
information, see Enabling cgroups.

Related Concepts

Using Scheduling to Allocate Resources

Limit CPU Usage with Cgroups

Configure GPU Scheduling and I solation

On an Ambari cluster, you can configure GPU scheduling and isolation. On a non-Ambari cluster, you must configure
certain properties in the capacity-scheduler.xml, resource-types.xml, and yarn-site.xml files. Currently only Nvidia
GPUs are supported in YARN.
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Before you begin
* YARN NodeManager must be installed with the Nvidia drivers.

Enable GPU scheduling and isolation on an Ambari cluster

1. Select YARN > CONFIGS on the Ambari dashboard.

2. Click GPU Scheduling and Isolation under GPU.

3. Inthe Absolute path of nvidia-smi on NodeManagers field, enter the absolute path to the nvidia-smi GPU
discovery executable. For example, /ust/local/bin/nvidia-smi

4. Click Save, and then restart all the cluster components that require arestart.
If the NodeManager failsto start, and you see the following error:
I NFO gpu. GouDi scoverer (GoubDi scoverer.java:initialize(240)) - Trying to
di scover GPU information ...
WARN gpu. GouDi scoverer (GoubDi scoverer.java:initialize(247)) - Failed to

di scover GPU information from system
excepti on nmessage: Exi t CodeExcepti on exitCode=12: conti nue. ..

Export the LD_LIBRARY_PATH in the yarn -env.sh using the following command: export LD_LIBRARY _PATH=/
usr/local/nvidiallib:/usr/local/nvidiallib64:$LD_LIBRARY PATH

Enable GPU scheduling and isolation on a non-Ambari cluster

DominantResourceCal culator must be configured first before you enable GPU scheduling/isolation. Configure the
following property in the/etc/hadoop/conf/capacity-scheduler.xml file

Property: yarn.schedul er.capacity.resource-cal cul ator
Value: org.apache.hadoop.yarn.util.resource.DominantResourceCal cul ator

1. Enable GPU scheduling in the /etc/hadoop/conf/resource-types.xml file on the ResourceManager and
NodeManager hosts:

Property: yarn.resource-types
Value: yarn.io/gpu
Example:

<confi guration>
<property>
<name>yar n. r esour ce- t ypes</ nane>
<val ue>yarn. i o/ gpu</ val ue>
</ property>
</ configuration>

2. Enable GPU isolation in the the /etc/hadoop/conf/yarn-site.xml file on the NodeManager host:
Property: yarn.nodemanager.resource-plugins
Value: yarn.io/gpu
Example:

<confi guration>
<property>
<nanme>yar n. nodemanager . r esour ce- pl ugi ns</ name>
<val ue>yarn. i o/ gpu</ val ue>
</ property>
</ configuration>

3. Set the following advanced properties in the /etc/hadoop/conf/yarn-site.xml file on the NodeManager host:
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* Toallow GPU devices:
Property: yarn.nodemanager.resource-plugins.gpu.allowed-gpu-devices
Value: auto

Note: The auto setting enables Y ARN to automatically detect and manage GPU devices. For other
E options, see YARN-7223.

* Toalow YARN NodeManager to to locate discovery executable:
Property: yarn.nodemanager.resource-plugins.gpu.path-to-discovery-executables
Value: <absolute path_to nvidia-smi_binary>

E Note: Supports only nvidia-smi.

Example: /usr/local/bin/nvidia-smi

4. Set the following property in the /etc/hadoop/conf/yarn-site.xml file on the NodeManager host to automatically
mount cgroup sub-devices:

* Property: yarn.nodemanager.linux-contai ner-executor.cgroups.mount

Value: true

5. Set the following configuration in the /etc/hadoop/conf/contai ner-executor.cfg to run GPU applications under non-
Docker environment:

¢ |nthe GPU section, set:

Property: module.enabled=true
* Inthe cgroups section, set:

Property: root=/sys/fs/cgroup
Note: This should be same as yarn.nodemanager.linux-contai ner-executor.cgroups.mount-path in the
yarn-site.xml file

Property: yarn-hierarchy=yarn

Note: This should be same as yarn.nodemanager.linux-contai ner-executor.cgroups.hierarchy in the
E yarn-site.xml file

Related Concepts
Using Scheduling to Allocate Resources

Optionsto Run Distributed Shell and GPU
Y ou can run the distributed shell by specifying resources other than memory and vCores.

Procedure

» Usethefollowing command to run the distributed shell and GPU without a Docker container:

yarn jar <path/to/hadoop-yarn-applications-distributedshell.jar>\
-jar <path/to/ hadoop-yarn-applications-distributedshell.jar>\
-shel | _command /usr/ | ocal / nvi di a/ bin/nvidia-sm \
-cont ai ner _resources nenory-nb=3072, vcores=1, yarn. i o/ gpu=2 \
-num cont ai ners 2

Y ou receive output similar to the following:

| NVID A-SM 375. 66 Driver Version: 375.66
R e m e e meeeeemeaaaaa Fom e e eemeaaaaa +
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| GPU Nane Persi stence-M Bus-1d Disp.A| Volatile Uncorr. ECC

| Fan Tenmp Perf Pw: Usage/ Cap| Menory-Usage | GPU-Util Conpute M

| + +

| 0 Tesla P100-PCIE... Of | 0000:04:00.0 o f | 0

| VA 30C PO 24W/ 250W | OM B / 12193M B | 0% Def aul t
e T B +
| 1 Tesla P100-PCIE... Off | 0000:82:00.0 Of | 0|
| VA 34C PO 25W/ 250W | OMB / 12193MB | 0% Defaul t |
- mcoommocomomooooooocooanooano s foococomocococooocooano fmcocoonmooocooooocooan +
R L L T T LT L L L L L L L L L L L L L L L E L T T T T T T TP e ey ey +
| Processes: GPU Menory

| GPU PID Type Process name Usage

| No running processes found

» Usethe following command to run the distributed shell and GPU with a Docker container:

yarn jar <path/to/hadoop-yarn-applications-distributedshell.jar>\
-jar <path/to/ hadoop-yarn-applications-distributedshell.jar>\
-shel | _env YARN_CONTAI NER_RUNTI ME_TYPE=docker \
-shel | _env YARN CONTAI NER_RUNTI ME_DOCKER | MAGE=<docker - i nage- nane>

-shell _command nvidia-sm \
-cont ai ner _resources nenory-nb=3072, vcores=1, yarn. i o/ gpu=2 \
-num cont ai ners 2

GPU support for Docker

Y ou can use GPUs in big data applications such as machine learning, data analytics, and genome sequencing. Docker
containerization makes it easier for you to package and distribute applications. Y ou can enable GPU support when
using YARN on Docker containers.

The NVIDIA Docker plug-in enables you to deploy GPU-accelerated applications with NVIDIA Docker support.
When you use Docker containers, you must install NVIDIA Docker plug-in 1.0 to detect and set up GPU containers
automatically.

Related Tasks

Enable GPU Support for Docker on an Ambari Cluster

Enable GPU Support for Docker on a non-Ambari Cluster

Related Information

nvidia-docker

Enable GPU Support for Docker on an Ambari Cluster
On an Ambari cluster, you can enable GPU support for Docker using the Ambari web user interface.

Procedure

1. Onthe Ambari dashboard, select YARN > CONFIGS.
2. Under YARN Features, click Docker Runtime.
3. Click Save.

What to do next

After saving the configuration changes, a Restart indicator appears next to components that require arestart. You
must restart components affected by a configuration change so that the component uses the updated configuration
values.

Related Concepts

GPU support for Docker

Related Information

nvidia-docker
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Enable GPU Support for Docker on a non-Ambari Cluster

If you decide not to perform default installation and configuration of NVIDIA Docker plug-in, you must manually
configure anon-Ambari cluster to enable GPU support for Docker.

Procedure

1. Go to the /etc/hadoop/conf/yarn-sitexml configuration file in your NodeM anager.
2. Configure the Nvidia Docker plugin for GPU:

Property: yarn.nodemanager.resource-plugins.gpu.docker-plugin

Default Value: nvidia-docker-v1
3. Configure the Docker end point for nvidia-docker-plugin:

Property: yarn.nodemanager.resource-plugins.gpu.docker-plugin.nvidia-docker-v1.endpoint
Default Value: http://localhost:3476/v1.0/docker/cli

Results
Sample configuration in your yarn-site.xml file:

Example

<property>
<name>yar n. nodemanager . r esour ce- pl ugi ns. gpu. docker - pl ugi n</ nane>
<val ue>nvi di a- docker-vi1</val ue>

</ property>

<property>

<name>yar n. nodenmanager . r esour ce- pl ugi ns. gpu. docker - pl ugi n. nvi di a- docker -
v1. endpoi nt </ name>

<val ue>http://| ocal host: 3476/ v1. 0/ docker/cli </val ue>
</ property>

Related Concepts
GPU support for Docker
Related Information
nvidia-docker

Limit CPU Usage with Cgroups
Y ou can use cgroupsto limit CPU usage in aHadoop Cluster.

Y ou can use cgroups to isolate CPU-heavy processes in a Hadoop cluster. If you are using CPU Scheduling, you
should also use cgroups to constrain and manage CPU processes. If you are not using CPU Scheduling, do not enable
cgroups.

When you enable CPU Scheduling, queues are still used to allocate cluster resources, but both CPU and memory
are taken into consideration using a scheduler that utilizes Dominant Resource Fairness (DRF). In the DRF model,
resource allocation takes into account the dominant resource required by a process. CPU-heavy processes (such as
Storm-on-Y ARN) receive more CPU and less memory. Memory-heavy processes (such as MapReduce) receive
more memory and less CPU. The DRF scheduler is designed to fairly distribute memory and CPU resources among
different types of processes in a mixed- workload cluster.

Cgroups compliments CPU Scheduling by providing CPU resource isolation. It enables you to set limits on the
amount of CPU resources granted to individual Y ARN containers, and also lets you set alimit on the total amount of
CPU resources used by YARN processes.
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Cgroups represents one aspect of Y ARN resource management capabilities that includes CPU Scheduling, node
labels, archival storage, and memory as storage. If CPU Scheduling is used, cgroups should be used along with it to
constrain and manage CPU processes.

Related Tasks
Configure CPU Scheduling and Isolation

Enable Cgroups

On an Ambari cluster, you can enable CPU Scheduling to enable cgroups. On anon-Ambari cluster, you must
configure certain properties in yarn-site.xml on the ResourceManager and NodeManager hosts to enable cgroups.

About thistask
cgroupsisaLlinux kernel feature. cgroups is supported on the following Linux operating systems:

 Cent0S6.9, 7.3
e RHEL 6.9, 7.3
e SUSE12

e Ubuntu 16

At thistime there is no cgroups equivalent for Windows. cgroups are not enabled by default on HDP. cgroups require
that the HDP cluster be Kerberos enabled.

f Important:

The yarn.nodemanager.linux-contai ner-executor.cgroups.mount property must be set to false. Setting this
value to true is not currently supported.

Procedure
Enable cgroups

The following commands must be run on every reboot of the NodeManager hosts to set up the cgroup hierarchy. Note
that operating systems use different mount points for the cgroup interface. Replace /sys/fs/cgroup with your operating
system equivalent.

nkdir -p /sys/fs/cgroup/cpu/yarn

chown -R yarn /sys/fs/cgroup/cpu/yarn
nkdir -p /sys/fs/cgroup/ menory/yarn

chown -R yarn /sys/fs/cgroup/ menory/yarn
nkdir -p /sys/fs/cgroup/blkiol/yarn

chown -R yarn /sys/fs/cgroup/blkio/yarn
nkdir -p /sys/fs/cgroup/net_cls/yarn
chown -R yarn /sys/fs/cgroup/net _cls/yarn
nkdir -p /sys/fs/cgroup/devices/yarn
chown -R yarn /sys/fs/cgroup/devices/yarn

« To enable cgroups on an Ambari cluster, select Y ARN > Configs on the Ambari dashboard, then click CPU
Isolation under CPU. Click Save, then restart al cluster components that require arestart. cgroups should be
enabled along with CPU Scheduling.

e Onanon-Ambari cluster, set the following properties in the /etc/hadoop/conf/yarn-site.xml file on the
ResourceManager and NodeM anager hosts.

Property: yarn.nodemanager.contai ner-executor.class
Value: org.apache.hadoop.yarn.server.nodemanager.LinuxContai nerExecutor
Example:

<property>
<name>yar n. nodemanager . cont ai ner - execut or . cl ass</ nane>
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<val ue>or g. apache. hadoop. yar n. server . nodemanager . Li nuxCont ai ner Execut or </
val ue>
</ property>
Property: yarn.nodemanager.linux-contai ner-executor.group
Value: hadoop
Example:
<property>
<nanme>yar n. nodemanager . | i nux- cont ai ner - execut or . gr oup</ name>
<val ue>hadoop</ val ue>
</ property>
Property: yarn.nodemanager.linux-contai ner-executor.resources-handler.class
Value: org.apache.hadoop.yarn.server.nodemanager.util.cgroupsL CEResourcesHandl er
Example:
<property>
<name>
yar n. nodemanager . | i nux- cont ai ner - execut or. r esour ces- handl er. cl ass</ nane>
<val ue>
or g. apache. hadoop. yar n. server. nodemanager . util . cgr oupsLCEResour cesHandl er
</ val ue>
</ property>
Property: yarn.nodemanager.linux-contai ner-executor.cgroups.hierarchy
Value: lyarn
Example:
<property>
<nanme>yar n. nodemanager . | i nux- cont ai ner - execut or . cgr oups. hi er ar chy</ nane>
<val ue>/ yar n</ val ue>
</ property>
Property: yarn.nodemanager.linux-contai ner-executor.cgroups.mount
Value: false
Example:
<property>
<nanme>yar n. nodemanager . | i nux- cont ai ner - execut or . cgr oups. nount </ name>
<val ue>f al se</ val ue>
</ property>
Property: yarn.nodemanager.linux-contai ner-executor.cgroups.mount-path
Value: /sys/fs/cgroup
Example:
<property>
<name>yar n. nodemanager . | i nux- cont ai ner - execut or. cgr oups. nount - pat h</ nanme>

<val ue>/ sys/ f s/ cgroup</ val ue>
</ property>

Set the Percentage of CPU used by YARN
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Set the percentage of CPU that can be allocated for Y ARN containers. In most cases, the default value of 100%
should be used. If you have another process that needs to run on a node that also requires CPU resources, you can
lower the percentage of CPU allocated to YARN to free up resources for the other process.

Property: yarn.nodemanager.resource.percentage-physical-cpu-limit
Value: 100
Example:

<property>
<name>yar n. nodenmanager . r esour ce. per cent age- physi cal - cpu- 1 i m t </ name>
<val ue>100</ val ue>

</ property>

Set Flexible or Strict CPU limits

CPU jobs are constrained with CPU scheduling and cgroups enabled, but by default these are flexible limits. If
spare CPU cycles are available, containers are allowed to exceed the CPU limits set for them. With flexible limits,
the amount of CPU resources available for containers to use can vary based on cluster usage -- the amount of CPU
available in the cluster at any given time.

Y ou can use cgroups to set strict limits on CPU usage. When strict limits are enabled, each process receives only
the amount of CPU resources it requests. With strict limits, a CPU process will receive the same amount of cluster
resources every timeit runs.

Strict limits are not enabled (set to false) by default.

Property: yarn.nodemanager.linux-contai ner-executor.cgroups.strict-resource-usage
Value: fase

Example:

<property>

<name>yar n. nodemanager . | i nux- cont ai ner - execut or. cgroups. stri ct-resource-
usage</ name>

<val ue>f al se</ val ue>

</ property>

Note:
B Irrespective of whether this property istrue or false, a no point will total container CPU usage exceed the
limit set in yarn.nodemanager.resource.percentage-physical-cpu-limit.

Important: CPU resource isolation leverages advanced features in the Linux kernel. At this time, setting

& yarn.nodemanager.linux-contai ner-executor.cgroups.strict-resource-usage to true is not recommended due
to known kernel panics. In addition, with some kernels, setting yarn.nodemanager.resource.percentage-
physical-cpu-limit to a value less than 100 can result in kernel panics. If you require either of these
features, you must perform scale testing to determine if the in-use kernel and workloads are stable. Asa
starting point, Linux kernel version 4.8.1 works with these features. However, testing the features with the
desired workloads is very important.

Related Concepts
Using Scheduling to Allocate Resources
Recommendations for running Docker containerson YARN

Using Cgroups
Y ou can use strict cgroups CPU limits to constrain CPU processes in mixed workload clusters.

One example of amixed workload is a cluster that runs both MapReduce and Storm-on-Y ARN. MapReduce is not
CPU-constrained (MapReduce containers do not ask for much CPU). Storm-on-Y ARN is CPU-constrained: its
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containers ask for more CPU than memory. Asyou start adding Storm jobs along with MapReduce jaobs, the DRF
scheduler attempts to balance memory and CPU resources, but as more CPU-intensive Storm jobs are added, they
may begin to take up the majority of the cluster CPU resources.

Y ou can use cgroups along with CPU scheduling to help manage mixed workloads. cgroups provide isolation for
CPU-heavy processes such as Storm-on-Y ARN, thereby enabling you to predictably plan and constrain the CPU-
intensive Storm containers.

When you enable strict cgroup CPU limits, each resource gets only what it asks for, even if there is extra CPU
available. Thisis useful for scenarios involving charge-backs or strict SLA enforcement, where you always need to
know exactly what percentage or CPU is being used.

Also, enabling strict CPU limits would make job performance predictable, whereas without setting strict limits a
CPU-intensive job would run faster when the cluster was not under heavy use, but slower when more jobs were
running in the cluster. Strict CPU limits would therefore also be useful for benchmarking.

Y ou can also use node labels in conjunction with cgroups and CPU scheduling to restrict Storm-on-Y ARN jobsto a
subset of cluster nodes.

If you are using cgroups and want more information on CPU performance, you can review the statistics available in
the /cgroup/cpulyarn/cpu.stét file.

M anaging Device Plug-ins (Technical Preview)

Hortonworks Data Platform (HDP) 3.x releases before 3.1.4 supported the Y ARN GPU/FPGA device plug-in by
writing custom code. I|mplementing such a device plug-in required knowledge of YARN integration and internal
configuration related to NodeM anager.

Starting with HDP 3.1.4, the plug-in framework simplifies the development process with minimal YARN
configuration parameters and provides amore flexible way to integrate with Y ARN.

Note: Thisfeatureisatechnical preview and considered under development. Do not use this feature in your
production systems. If you have questions regarding this feature, contact Support by logging a case on our
Cloudera Support Portal at https://my.cloudera.com/support.html.

Use the device plug-in
Y ou can use the sample GPU/FPGA device plug-in available in the framework or develop your own plug-in.

As an example, the new framework includes a sample implementation of Nvidia GPU plug-in supporting the
detection of Nvidia GPUs with a customized scheduler, and isolating containers run with both YARN cgroups and
Nvidia Docker runtime v2. The examples discussed here are based on the Nvidia sample plug-in.

Related Concepts
Package the plug-in

Prerequisitesfor using the device plug-in
Before you use the sample GPU/FPGA device plug-in in your framework or develop your own plug-in, you must
ensure that you install the required software and enable afew configuration parameters.

+ Enable LinuxContainerExecutor on YARN to handle resource isolation and Docker.

For information on enabling LinuxContainerExecutor, see Configure YARN for running Docker containers.

» Install the required GPU drivers and Docker runtime on the nodes. For information about the required drivers,
refer to the device documentation.

« Tousethe YARN capacity scheduler, add the DominantResourceCal culator configuration in the capacity-
scheduler.xml file.

<property>

<name>yar n. schedul er. capaci ty. resour ce-cal cul at or </ name>
<val ue>or g. apache. hadoop. yarn. util . resour ce. Dom nant Resour ceCal cul at or </
val ue>
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</ property>

Enable the device plug-in framework

After you install the required software and enable the required configuration parameters listed as prerequisites for
using the device plug-in, configure the yarn.nodemanager.pluggable-device-framework.enabled parameter in the
yarn-sitexml file.

Procedure

« To enable the device plug-in, set the following property in the /etc/hadoop/conf/yarn-site.xml file on the
ResourceManager host:

<property>
<nanme>yar n. nodemanager . pl uggabl e- devi ce- f r anewor k. enabl ed</ nane>
<val ue>t rue</val ue>
</ property>

* To enablethe isolation native module, set the following property in the container-executor.cfg file.

<property>
<nane>nodul e. enabl ed </ nane>
<val ue>t rue</ val ue>
</ property>

Configurethedevice plug-in
Y ou must first define aresource name for the device plug-in to identify the resource name. After you define a name,
add the resource name in the yarn-site.xml file.

Procedure

1. Define the resource name in the resource-types.xml file for the pluggable device framework to identify the
resource name the plug-in is handling.

The following example defines the resource name as nvidia.com/gpu:

<property>
<name>yar n. r esour ce- t ypes</ nane>
<val ue>nvi di a. com gpu</ val ue>

</ property>

2. Define the resource name handled by the plug-in in the yarn-sitexml file. The property value must be afull class
name of the plug-in.

For example:

<property>

<nanme>yar n. nodemanager . pl uggabl e- devi ce- f r anewor k. devi ce- cl asses</ nane>

<val ue>or g. apache. hadoop. yar n. server. nodenmanager . cont ai ner manager . r esour cepl ugi n. con
val ue>
</ property>

From HDP 3.1.4 onwards, anew plug-in for NEC' s vector engine is available and you can enable the following
configuration property to useit. Use comma separated multiple values in below configurations to use different
hardware resources at the same time.

Add the following in the resource-types.xml file

<property>
<nane>yar n. r esour ce-t ypes</ name>
<val ue>nec. conf ve</ val ue>
</ property>
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Add the following in the yarn-site.xml file

<property>
<nanme>yar n. nodemanager . pl uggabl e- devi ce-f ranmewor k. devi ce- cl asses</ nanme>

<val ue>or g. apache. hadoop. yar n. server. nodemanager . cont ai ner manager . r esour cepl ugi n. con
val ue>
</ property>

Restart YARN and run ajob
You must restart Y ARN services for all the configuration changes to take effect.

Procedure

1. Restart the YARN cluster service.

2. (Optional) After you restart the Y ARN, you can see the new device resource count while accessing the YARN
UI2 Overview and the NodeManager pages or by running the following command:

yarn node -list -showDetails
3. Runthejob requesting several nvidia.com/gpu resources:
yarn jar <path/to/hadoop-yarn-applications-distributedshell.jar> \

Node Manager API to query resour ce allocation

When you run ajob with resources like nvidia.com/gpu, you can query a Node Manager node's resource allocation
using the RESTful API. Note that the resource name should be in the URL encoded format.

In this example, nvidia.com%2Fgpu is the name of the resource.
node: port/ws/v1l/ node/ r esour ces/ nvi di a. con?2Fgpu
Use the following command to get the JSON format resource allocation:
curl | ocal host: 8042/ ws/v1/ node/resources/nvidia.con2Fgpu | jq .

Related reference
Develop adevice plug-in

Develop a device plug-in
When you start the Node Manager, the new device plug-in is automatically loaded into the framework. Y ou must
implement only the DevicePlugin interface and optionally the DevicePluginScheduler interface.

As an example, the new framework includes a sample implementation of Nvidia GPU plug-in supporting Nvidia
GPUs detection with a custom scheduler, and isolating containers run with both Y ARN cgroups and Nvidia Docker
runtime v2. Y ou can use the example as a reference for devel oping your device plug-in.

Related Concepts
Node Manager API to query resource allocation

Prerequisitesfor developing a device plug-in
Y ou can devel op your device plug-in using Maven or SBT. Y ou must add the required property in your build file.

« |If you are using Maven to build the project, add the following property in the pom.xml file:

<dependenci es>
<dependency>
<gr oupl d>or g. apache. hadoop</ gr oupl d>
<artifact!|d>hadoop-yarn-server-nodemanager</artifactld>
<ver si on>3. 3. 0</ ver si on>
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<scope>pr ovi ded</ scope>
</ dependency>
</ dependenci es>

» If youareusing SBT to build your project, add the following line in the build.sbt file:

| i braryDependenci es += "org. apache. hadoop” % "hadoop-yar n-server -
nodemanager" % " 3. 3. 0"

After adding the property, you can implement the plug-in interfaces based on classes provided in
org.apache.hadoop.yarn.server.nodemanager.api.deviceplugin.

Define the device plug-in interface
Y ou must define the plug-in class for implementing the DevicePlugin interface.

DevicePlugin Interface

/**
* A must interface for vendor plugin to inplenent.
* */
public interface DevicePlugin {
/**

* Called first when device plugin franework wants to register.
* @eturn DeviceRegi sterRequest {@ink Devi ceRegi st er Request}
* @hrows Exception
* */
Devi ceRegi st er Request get Regi st er Request | nfo()
t hrows Excepti on;

/**

* Call ed when update node resource.

* @eturn a set of {@ink Device}, {@ink java.util.TreeSet} recomended
* @hrows Exception

* */

Set <Devi ce> get Devi ces() throws Exception;

*

/
Aski ng how t hese devi ces shoul d be prepared/ used

bef or e/ when cont ai ner | aunch. A plugin can do sone tasks in its own or
define it in DeviceRuntimeSpec to let the framework do it.

For instance, define {@ode Vol uneSpec} to let the

framework to create vol une before runni ng container.

@ar am al | ocat edDevi ces A set of allocated {@ink Device}.

@ar am yarnRunti ne I ndicate which runtine YARN will use
Coul d be {@ode RUNTI ME_DEFAULT} or {@ode RUNTI ME_DOCKER}
in {@ink DeviceRunti meSpec} constants. The default means YARN s
non- docker container runtinme is used. The docker neans YARN s
docker container runtine is used.

@eturn a {@ink DeviceRuntineSpec} description about environnent,

{@ink Vol umeSpec}, {@ink Mount Vol uneSpec}. etc

@ hrows Exception

*/

Devi ceRunt i meSpec onDevi cesAl | ocat ed( Set <Devi ce>; al | ocat edDevi ces,

Yar nRunt i neType yarnRuntine) throws Exception;

L R T S A T I B N R N

/**

* Called after device rel eased.

* @aramrel easedDevi ces A set of rel eased devices
* @hrows Exception

* */

voi d onDevi cesRel eased( Set <Devi ce> rel easedDevi ces)
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t hrows Excepti on;

Property Description

getRegisterRequestinfo This method is used for the plug-in to get a new
resource type name and then the ResourceM anager.
The DeviceRegisterRequest returned by the method
consists of aplug-in version and a resource type name.
For example, nvidia.com/gpu.

getDevices This method is used to get the latest vendor device

list in this Node Manager node. The resource count
pre-defined in node-resources.xml will be overridden.

It is recommended that the vendor plug-in manages

the allowed devices reported to YARN initsown
configuration. YARN can only have a blacklist
configuration specified using the devices.denied-
numbers parameter in the container-executor.cfg file. In
this method, you may invoke a shell command or invoke
RESTful/RPC to remote service to get the list of devices
whenever required.

Note: The Device object can describe afake

@ device. If the major device number, minor
device number and device path are blank, the
framework does not do isolation for it. This
provides feasibility for you to define afake
device without real hardware.

onDevicesAllocated This method is invoked to provide information to the
framework on how to use these devices. The Node
Manager invokes this interface to let the plug-in start
preparation tasks like create volume before container
launch and provides information on how to expose the
devicesto container when launching it. Thisis described
in the DeviceRuntimeSpec interface. For example,
DeviceRuntimeSpec can describe the container launch
requirements like environment variables, device and
volume mounts, Docker runtime type, and so on.

onDeviceRel eased This method is used for the plug-in to do clean up work
like device reset before the container terminates.

Implement the DevicePluginScheduler interface

Y ou can implement the DevicePluginScheduler interface if you want to use the plug-in with a more efficient
scheduler. The allocateDevices method isinvoked by YARN each time when checking the plug-in's recommended
devices for one container. Thisinterface is optional because YARN provides a very basic scheduler.

A sample NvidiaGPUPIuginForRuntimeV 2 plug-in for a customized scheduler is available in the framework for your
reference. This sample scheduler isfor Nvidia GPU topology and can get considerable performance boost for the
container.

Package the plug-in

After you update the interfaces, package it asajar and save it in the Hadoop classpath. The recommended directory of
the plug-inis $SHADOOP_COMMOND_HOME/share/hadoop/yarn.

Related reference

Use the device plug-in
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Partition a Cluster Using Node L abels

Y ou can use Node |abels to partition a cluster into sub-clusters so that jobs run on nodes with specific characteristics.

Y ou can use Node labels to run Y ARN applications on cluster nodes that have a specified node label. Node labels can
be set as exclusive or shareable;

« exclusive -- Accessis restricted to applications running in queues associated with the node label.

« sharable-- If idle capacity is available on the labeled node, resources are shared with al applicationsin the
cluster.

The fundamental unit of scheduling in YARN is the queue. The capacity of each queue specifies the percentage of
cluster resources that are available for applications submitted to the queue. Queues can be set up in a hierarchy that
reflects the resource requirements and access restrictions required by the various organizations, groups, and users that
utilize cluster resources.

Node labels enable you partition a cluster into sub-clusters so that jobs can be run on nodes with specific
characteristics. For example, you can use node labels to run memory-intensive jobs only on nodes with alarger
amount of RAM. Node labels can be assigned to cluster nodes, and specified as exclusive or shareable. Y ou can then
associate node labels with capacity scheduler queues. Each node can have only one node label.

Exclusive Node Labels

When a queue is associated with one or more exclusive node labels, all applications submitted by the queue have
exclusive access to nodes with those labels.
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Default
Partition

Idle capacity
Is not shared

All
Users

Exclusive Node Labels

Shareable Node Labels

When a queue is associated with one or more shareable (non-exclusive) node labels, all applications submitted by
the queue get first priority on nodes with those labels. If idle capacity is available on the label ed nodes, resources
are shared with other non-labeled applications in the cluster. Non-labeled applications will be preempted if labeled
applications request new resources on the labeled nodes.
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Partition Default
B Partition

R Idle capacity A

~ is shared
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B All
Users Users

Non-exclusive Node Labels

Queues without Node Labels

If no node label is assigned to a queue, the applications submitted by the queue can run on any node without a node
label, and on nodes with shareable node labelsif idle resources are available.

Preemption

Labeled applications that request |abeled resources preempt non-labeled applications on labeled nodes. If alabeled
resource is not explicitly requested, the normal rules of preemption apply. Non-labeled applications cannot preempt
|abeled applications running on labeled nodes.

Configure Node L abels

Y ou can either use Ambari to configure node labels on a cluster, or make configuration changes on the YARN
ResourceManager host if you are using a non-Ambari cluster.

Enable Node L abels on an Ambari Cluster

1. Select YARN > Configs on the Ambari dashboard, then enable Node Labels under Y ARN Features.
2. Click Save, then restart al cluster components that require arestart.
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Enable Node L abelson a non-Ambari Cluster

To enable Node Labels on a non-Ambari cluster, make the following configuration changes on the Y ARN
ResourceManager host.

1. Create alabel Directory in HDFS
Use the following commands to create a "node-labels’ directory in which to store the Node Labelsin HDFS.

sudo su hdfs

hadoop fs -nkdir -p /yarn/node-I abel s
hadoop fs -chown -R yarn:yarn /yarn
hadoop fs -chnod -R 700 /yarn

-chmod -R 700 specifies that only the yarn user can access the "node-labels" directory.

Y ou can then use the following command to confirm that the directory was created in HDFS.
hadoop fs -1s /yarn

The new node label directory should appear in the list returned by the following command. The owner should be
yarn, and the permission should be drwx.

Found 1 itens
dr wx- ----- - yarn yarn 0 2014-11-24 13:09 /yarn/ node-| abel s

Use the following commands to create a /user/yarn directory that is required by the distributed shell.

hadoop fs -nkdir -p /user/yarn
hadoop fs -chown -R yarn:yarn /user/yarn
hadoop fs -chnod -R 700 /user/yarn

The preceding commands assume that the yarn user will be submitting jobs with the distributed shell. To run
the distributed shell with adifferent user, create the user, then use /user/<user_name> in the file paths of the
commands above to create a new user directory.

2. Configure YARN for Node Labels
Add the following properties to the /etc/hadoop/conf/yarn-site.xml file on the ResourceManager host.
Set the following property to enable Node Labels:

<property>
<nanme>yar n. node- | abel s. enabl ed</ nane>
<val ue>t rue</ val ue>

</ property>

Set the following property to reference the HDFS node label directory:

<property>
<nanme>yar n. node- | abel s. f s-store. root - di r </ name>
<val ue>hdf s: // <host >: <port >/
<absol ute_pat h_to_node_I| abel _directory></val ue>
</ property>

For example:

<property>

<nanme>yar n. node- | abel s. f s-store. root - di r </ nanme>

<val ue>hdf s: // node- 1. exanpl e. com 8020/ yar n/ node- | abel s/ </ val ue>
</ property>

3. Start or Restart the YARN ResourceManager
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In order for the configuration changes in the yarn-site.xml file to take effect, you must stop and restart the YARN
ResourceManager if it is running, or start the ResourceManager if it is not running.

Use the following command to stop the ResourceManager:

su -1 yarn -c "/usr/hdp/current/hadoop-yarn-resour cemanager/ sbi n/ yarn-
daenon. sh stop resour cemanager"

Use the following command to start the ResourceM anager:

su -1 yarn -c "/usr/hdp/ current/hadoop-yarn-resour cemanager/ sbi n/ yar n-
daenon. sh start resourcenmanager"”

Add Node L abels

Use the following command format to add Node Labels. Y ou should run these commands as the yarn user. Node
labels must be added before they can be assigned to nodes and associated with queues.

sudo su yarn
yarn rmadmi n -addToC ust er NodeLabel s "<l abel 1>( excl usi ve=<t r ue|
fal se>), <l abel 2>(excl usi ve=<true| fal se>)"

E Note:
If exclusive is not specified, the default valueis true.

For example, the following commands add the node label "x" as exclusive, and "y" as shareable (non-exclusive).

sudo su yarn
yarn rmadni n -addTod ust er NodeLabel s "x(excl usi ve=true), y(excl usi ve=fal se)"

Y ou can use the yarn cluster --list-node-labels command to confirm that Node L abels have been added:

[root @ode-1 /]# yarn cluster --1list-node-I|abels

15/07/11 13:55:43 INFO inpl.TinelineCientlnpl: Tinmeline service address:
http://node-1. exanpl e. com 8188/ ws/v1/timeline/

15/07/11 13:55:43 INFO client.RWProxy: Connecting to ResourceManager at
node- 1. exanpl e. com 240. 0. 0. 10: 8032

Node Labels: <x:exclusivity=true>, <y:exclusivity=fal se>

Y ou can use the following command format to remove Node Labels:

yarn rmadnmi n -renoveFronCl ust er NodeLabel s "<l abel 1>, <l abel 2>"

E Note:
Y ou cannot remove anode label if it is associated with a queue.

Assign Node L abelsto Cluster Nodes

Use the following command format to add or replace node label assignments on cluster nodes:

yarn rmadm n -repl aceLabel sOnNode "<nodel>: <port >=<| abel 1>
<node2>: <port >=<| abel 2>"

For example, the following commands assign node label "x" to "node-1.example.com", and node label "y" to
"node-2.example.com”.

sudo su yarn
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yarn rmadm n -repl aceLabel sOnNode "node- 1. exanpl e. con¥x
node- 2. exanpl e. conry"

IS Note:

Y ou can only assign one node label to each node. Also, if you do not specify a port, the node label change
will be applied to all NodeManagers on the host.

To remove node label assignments from a node, use -replacelabelSOnNode, but do not specify any labels. For
example, you would use the following commands to remove the "x" label from node-1.example.com:

sudo su yarn
yarn rmadmi n -repl aceLabel sOnNode "node- 1. exanpl e. cont'

Associate Node L abelswith Queues

Now that we have created Node Labels, we can associate them with queuesin the /etc/hadoop/conf/capacity-
scheduler.xml file.

Y ou must specify capacity on each node label of each queue, and also ensure that the sum of capacities of each
node-label of direct children of a parent queue at every level is equal to 100%. Node labels that a queue can access
(accessible Node Labels of a queue) must be the same as, or a subset of, the accessible Node Labels of its parent
queue.

Example:

Assume that a cluster has atotal of 8 nodes. The first 3 nodes (n1-n3) have node label=x, the next 3 nodes (n4-n6)
have node |abel=y, and the final 2 nodes (n7, n8) do not have any Node L abels. Each node can run 10 containers.

The queue hierarchy is as follows:
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Assume that queue “a” can access Node Labels“x” and “y”, and queue “b” can only access node label “y”. By
definition, nodes without labels can be accessed by all queues.

Consider the following example label configuration for the queues:
capacity(a) = 40, capacity(a, label=x) = 100, capacity(a, |abel=y) = 50; capacity(b) = 60, capacity(b, label=y) = 50
This means that:

e Queue“a’ can access 40% of the resources on nodes without any labels, 100% of the resources on nodes with
label=x, and 50% of the resources on nodes with label=y.

* Queue“b” can access 60% of the resources on nodes without any labels, and 50% of the resources on nodes with
label=y.

Y ou can a'so see that for this configuration:

capacity(a) + capacity(b) = 100 capacity(a, label=x) + capacity(b, |abel=x) (b cannot access |abel=x, it is 0) = 100
capacity(a, label=y) + capacity(b, label=y) = 100

For child queues under the same parent queue, the sum of the capacity for each label should equal 100%.
Similarly, we can set the capacities of the child queues al, a2, and bl:

al and a2: capacity(a.al) = 40, capacity(a.al, label=x) =30, capacity(a.al, label=y) =50 capacity(a.a2) = 60,
capacity(a.a2, label=x) =70, capacity(a.a2, label=y) =50 b1: capacity(b.bl) = 100 capacity(b.bl, label=y) = 100

Y ou can seethat for the al and a2 configuration:

capacity(a.al) + capacity(a.a2) = 100 capacity(a.al, label=x) + capacity(a.a2, label=x) = 100 capacity(a.al, |abel=y) +
capacity(a.a2, label=y) = 100

How many resources can queue al access?
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Resources on nodes without any labels; Resource = 20 (total containers that can be allocated on nodes without label,
in this case n7, n8) * 40% (a.capacity) * 40% (a.al.capacity) = 3.2 (containers)

Resources on nodes with |abel=x

Resource = 30 (total containers that can be allocated on nodes with label=x, in this case n1-n3) * 100% (a.label-
X.capacity) * 30% = 9 (containers)

To implement this example configuration, you would add the following properties in the /etc/hadoop/conf/capacity-
scheduler.xml file.

<property>

<name>yar n. schedul er. capacity. root. queues</ name>
<val ue>a, b</ val ue>

</ property>

<property>

<name>yar n. schedul er. capaci ty. root . accessi bl e- node- | abel s. x. capaci t y</ name>
<val ue>100</ val ue>

</ property>

<property>

<name>yar n. schedul er. capacity. root. accessi bl e- node- | abel s. y. capaci t y</ nane>
<val ue>100</ val ue>

</ property>

<l-- configuration of queue-a -->

<property>

<nanme>yar n. schedul er. capaci ty. root. a. accessi bl e- node- | abel s</ name>
<val ue>x, y</val ue>

</ property>

<property>

<nanme>yar n. schedul er. capaci ty. root. a. capaci t y</ name>
<val ue>40</ val ue>

</ property>

<property>

<name>yar n. schedul er. capacity.root. a. accessi bl e- node-| abel s. x. capaci ty</
name>

<val ue>100</ val ue>

</ property>

<property>

<nanme>yar n. schedul er. capacity.root. a. accessi bl e- node- 1| abel s. y. capaci ty</
name>

<val ue>50</ val ue>

</ property>

<property>

<nanme>yar n. schedul er. capaci ty. root. a. queues</ nane>
<val ue>al, a2</ val ue>

</ property>

<I-- configuration of queue-b -->

<property>

<nanme>yar n. schedul er. capaci ty. root. b. accessi bl e- node- | abel s</ nane>
<val ue>y</val ue>

</ property>

<property>

<nanme>yar n. schedul er. capaci ty. root. b. capaci t y</ name>
<val ue>60</ val ue>

</ property>
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<property>

<name>yar n. schedul er. capacity.root. b. accessi bl e- node- 1| abel s.y. capaci ty</
name>

<val ue>50</ val ue>

</ property>

<property>

<nanme>yar n. schedul er. capaci ty. root. b. queues</ nane>
<val ue>bi</val ue>

</ property>

<I-- configuration of queue-a.al -->

<property>

<nane>yar n. schedul er. capacity.root. a. al. accessi bl e- node- | abel s</ nane>
<val ue>x, y</val ue>

</ property>

<property>

<name>yar n. schedul er. capacity.root. a. al. capaci t y</ nanme>
<val ue>40</ val ue>

</ property>

<property>

<nanme>yar n. schedul er. capacity.root. a. al. accessi bl e-node-1 abel s. x. capaci ty</
nane>

<val ue>30</ val ue>

</ property>

<property>

<nanme>yar n. schedul er. capacity.root. a. al. accessi bl e-node-1 abel s. y. capacity</
nane>

<val ue>50</ val ue>

</ property>

<l-- configuration of queue-a.a2 -->

<property>

<nanme>yar n. schedul er. capacity.root. a. a2. accessi bl e- node- | abel s</ nane>
<val ue>x, y</val ue>

</ property>

<property>

<name>yar n. schedul er. capacity.root. a. a2. capaci t y</ name>
<val ue>60</val ue>

</ property>

<property>

<name>yar n. schedul er. capaci ty. root. a. a2. accessi bl e- node- | abel s. x. capaci ty</
name>

<val ue>70</ val ue>

</ property>

<property>

<name>yar n. schedul er. capacity. root. a. a2. accessi bl e- node- | abel s. y. capaci ty</
name>

<val ue>50</ val ue>

</ property>

<l-- configuration of queue-b.bl -->

<property>

<name>yar n. schedul er. capacity.root.b. bl. accessi bl e- node-| abel s</ nane>
<val ue>y</ val ue>

</ property>
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<property>

<name>yar n. schedul er. capacity.root. b. bl. capacit y</ name>
<val ue>100</ val ue>

</ property>

<property>

<nanme>yar n. schedul er. capacity.root.b. bl. accessi bl e-node-1 abel s. y. capacity</
nane>

<val ue>100</ val ue>

</ property>

Refresh Queues

After adding or updating queue node label propertiesin the capacity-scheduler.xml file, you must run the following
commands to refresh the queues:

sudo su yarn
yarn rnmadm n -refreshQueues

Confirm Node L abel Assignments
Y ou can use the following commands to view information about node labels.
e List al running nodesin the cluster: yarn node -list

Example:

[root @ode-1 /]# yarn node -1list

14/11/21 12:14:06 INFO inpl.Tinmelinedientlnpl: Tinmeline service address:
htt p://node- 1. exanpl e. com 8188/ ws/vl/timneline/

14/11/21 12:14:07 INFO client.RWProxy: Connecting to ResourceManager at
node- 1. exanpl e. com 240. 0. 0. 10: 8032

Tot al Nodes: 3
Node-1d Node- St at e Node- Htt p- Address Number - of - Runni ng- Cont ai ner s

node- 3. exanpl e. com 45454 RUNNI NG node- 3. exanpl e. com 50060 0

node- 1. exanpl e. com 45454 RUNNI NG node- 1. exanpl e. com 50060 0

node- 2. exanpl e. com 45454 RUNNI NG node- 2. exanpl e. com 50060 0

e List al node labelsin the cluster: yarn cluster --list-node-labels
Example:

[root @ode-1 /]# yarn cluster --list-node-I|abels

15/07/11 13:55:43 INFO inpl.Tinmelinedientlnpl: Tinmeline service address:
http://node-1. exanpl e. com 8188/ ws/vl/timneline/

15/07/11 13:55:43 INFO client. RWProxy: Connecting to ResourceManager at
node- 1. exanpl e. com 240. 0. 0. 10: 8032

Node Label s: <x:exclusivity=true>, <y:exclusivity=fal se>

« List the status of a node (includes node labels): yarn node -status <Node_1D>
Example:

[root @ode-1 /]# yarn node -status node-1. exanpl e. com 45454

14/11/21 06:32:35 INFO inpl.Tinelinedientlnpl: Tinmeline service address:
htt p://node- 1. exanpl e. com 8188/ ws/vl/timeline/

14/ 11/ 21 06:32: 35 I NFO client. RWProxy: Connecting to ResourceManager at
node- 1. exanpl e. com 240. 0. 0. 10: 8032

Node Report :
Node-1d : node-1. exanpl e.com 45454
Rack : /default-rack
Node- St ate : RUNNI NG
Node- Ht t p- Address : node- 1. exanpl e. com 50060
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Last-Heal th-Update : Fri 21/ Nov/14 06: 32: 09: 473PST
Heal t h- Report

Containers : 0O

Menory-Used : OMB

Menory- Capacity : 1408MB

CPU-Used : 0 vcores

CPU- Capacity : 8 vcores

Node- Label s : x

Node labels are also displayed in the ResourceM anager Ul on the Nodes and Scheduler pages.

Specify a Child Queue with No Node L abel

If no node label is specified for achild queue, it inherits the node label setting of its parent queue. To specify achild
gueue with no node label, use a blank space for the value of the node label.

For example:

<property>

<name>yar n. schedul er. capacity.root.b. bl. accessi bl e- node-| abel s</ nane>
<val ue> </val ue>

</ property>

Set a Default Queue Node Label Expression

Y ou can set a default node label on a queue. The default node label will be used if no label is specified when the job
is submitted.

For example, to set "x"as the default node label for queue "b1", you would add the following property in the capacity-
scheduler.xml file.

<property>

<nane>yar n. schedul er. capacity.root.b. bl. def aul t - node-| abel - expressi on</
name>

<val ue>x</val ue>
</ property>

Use Node L abels
Y ou can use various methods to specify node |abels when submitting jobs.

Procedure
Set Node L abels when Submitting Jobs

Y ou can use the following methods to specify node labels when submitting jobs:

ApplicationSubmissionContext.setNodel abel Expression(<node _|abel _expression>) -- sets the node |abel
expression for all containers of the application.

ResourceRequest.setNodel abel Expression(<node_|abel_expression>) -- sets the node |abel

expression for individual resource requests. Thiswill override the node label expression set
inApplicationSubmissionContext.setNodel abel Expression(<node_label _expression>).

Specify setAM Contai nerResourceRequest.setNodel abel Expression in ApplicationSubmissionContext to
indicate the expected node label for the ApplicationMaster container.

Y ou can use one of these methods to specify anode label expression, and -queue to specify a queue, when you
submit YARN jobs using the distributed shell client. If the queue has alabel that satisfiesthe label expression,
it will run the job on the labeled node(s). If the label expression does not reference alabel associated with the
specified queue, the job will not run and an error will be returned. If no node label is specified, the job will run
only on nodes without a node label, and on nodes with shareable node labelsif idle resources are available.

91



Managing Data Operating System Allocating Resources with the Capacity Scheduler

E Note:
Y ou can only specify one node label in the .setNodel abel Expression methods.

For example, the following commands run asimple YARN distributed shell "sleep for along time" job. In this
example we are asking for more containers than the cluster can run so we can see which node the job runs on. We
are specifying that the job should run on queue "al", which our user has permission to run jobs on. We are also
using the -node_label _expression parameter to specify that the job will run on all nodes with label "x".

sudo su yarn

hadoop jar /usr/hdp/current/hadoop-yarn-client/hadoop-yarn-applications-
di stributedshell.jar

-shel |l _command "sl eep 100" -jar /usr/hdp/current/hadoop-yarn-client/
hadoop- yar n- appl i cati ons-di stri butedshell.jar

-num contai ners 30 -queue al -node_ | abel expression Xx

If we run thisjob on the example cluster we configured previously, containers are allocated on node-1, as this
node has been assigned node label "x", and queue "al" aso has node label "x":

The following commands run the same job that we specified for node label "x", but this time we will specify
queue "bl1" rather than queue "al".

sudo su yarn

hadoop jar /usr/hdp/ current/hadoop-yarn-client/hadoop-yarn-applications-
di stributedshell.jar

-shell _conmmand "sl eep 100000" -jar /usr/hdp/current/hadoop-yarn-client/
hadoop- yar n- appl i cati ons-di stri butedshell.jar

-num cont ai ners 30 -queue bl -node | abel expression Xx

When we attempt to run this job on our example cluster, the job will fail with the following error message because
label "x" is not associated with queue "b1".

14/ 11/ 24 13:42:21 INFO di stributedshell.Cient: Submitting application to
ASM

14/ 11/ 24 13:42:21 FATAL distributedshell.dient: Error running Cient

or g. apache. hadoop. yar n. excepti ons. | nval i dResour ceRequest Excepti on: Invalid
resource request, queue=bl doesn't

have perm ssion to access all |labels in resource request. | abel Expression
of resource request=x. Queue | abel s=y

* MapReduce Jobs and Node Labels

Currently you cannot specify a node label when submitting a MapReduce job. However, if you submit a
MapReduce job to a queue that has a default node label expression, the default node label will be applied to the
MapReduce job.

Using default node label expressions tends to constrain larger portions of the cluster, which at some point starts
to become counter-productive for jobs -- such as MapReduce jobs -- that benefit from the advantages offered by
distributed parallel processing.

Allocating Resour ces with the Capacity Scheduler

The Capacity Scheduler enables multiple users and groups to share allocated cluster resources in a predictable and
timely manner.

Capacity Scheduler Overview

Y ou can use the Capacity Scheduler to allocate shared cluster resources among users and groups.
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The fundamental unit of scheduling in YARN is the queue. Each queue in the Capacity Scheduler has the following
properties:

* A short queue name.

e A full queue path name.

e Alist of associated child-queues and applications.

» The guaranteed capacity of the queue.

» The maximum capacity of the queue.

« Alist of active users and their corresponding resource allocation limits.

e The state of the queue.

» Access contral lists (ACLSs) governing access to the queue.

Enable the Capacity Scheduler

Y ou must configure the yarn.resourcemanager.schedul er.class property in yarn-site.xml to enable the Capacity
Scheduler.

Procedure

» To enable the Capacity Scheduler, set the following property in the /etc/hadoop/conf/yarn-site.xml file on the
ResourceManager host:

<property>

<name>yar n. r esour cemanager . schedul er. cl ass</ nane>

<val ue>

or g. apache. hadoop. yar n. server. r esour cenanager . schedul er. capaci ty. Capaci t ySchedul er
</ val ue>

</ property>

» Thesettings for the Capacity Scheduler are contained in the /etc/hadoop/conf/capacity-scheduler.xml file on the
ResourceManager host. The Capacity Scheduler reads this file when starting, and a so when an administrator
modifies the capacity- scheduler.xml file and then rel oads the settings by running the following command:

yarn rmadm n -refreshQueues

This command can only be run by cluster administrators. Administrator privileges are configured with the
yarn.admin.acl property on the ResourceManager.

Set up Queues

Capacity Scheduler queues can be set up in a hierarchy that reflects the database structure, resource requirements, and
access restrictions required by the various organizations, groups, and users that utilize cluster resources.

About thistask

The fundamental unit of schedulingin Y ARN is a queue. The capacity of each queue specifies the percentage of
cluster resources that are available for applications submitted to the queue.

Procedure

» For example, suppose that a company has three organizations. Engineering, Support, and Marketing. The
Engineering organization has two sub-teams. Development and QA. The Support organization has two sub-
teams: Training and Services. And finally, the Marketing organization is divided into Sales and Advertising. The
following image shows the queue hierarchy for this example:
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T L

Each child queue istied to its parent queue with the yarn.schedul er.capacity.<queue-path>.queues configuration
property in the capacity-scheduler.xml file. The top-level "support”, "engineering”, and "marketing" queues would
be tied to the "root" queue as follows:

Property: yarn.schedul er.capacity.root.queues
Value: support,engineering,marketing
Example:
<property>
<nanme>yar n. schedul er. capacity. root. queues</ nane>
<val ue>support, engi neeri ng, mar ket i ng</ val ue>
<descri pti on>The top-|evel queues bel ow root. </ description>
</ property>
Similarly, the children of the "support" queue would be defined as follows:
Property: yarn.schedul er.capacity.support.queues
Value: training,services
Example:
<property>
<nanme>yar n. schedul er. capaci ty. support. queues</ name>
<val ue>t rai ni ng, servi ces</val ue>
<description>chi |l d queues under support</description>
</ property>
The children of the "engineering" queue would be defined as follows:
Property: yarn.schedul er.capacity.engineering.queues
Value: development,ga
Example:
<property>
<name>yar n. schedul er. capaci ty. engi neeri ng. queues</ nanme>
<val ue>devel opnent, ga</ val ue>
<descri ption>child queues under engi neering</description>
</ property>
And the children of the "marketing" queue would be defined as follows:
Property: yarn.schedul er.capacity.marketing.queues
Value: sales,advertising
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Example:

<property>

<name>yar n. schedul er. capaci ty. mar ket i ng. queues</ nanme>
<val ue>sal es, adverti si ng</val ue>

<descri ption>child queues under nmarketing</description>
</ property>

Hierarchical Queue Characteristics
Y ou must consider the various characteristics of the Capacity Scheduler hierarchical queues before setting them up.

» Therearetwo types of queues: parent queues and leaf queues.

« Parent queues enable the management of resources across organizations and sub- organizations. They can contain
more parent queues or leaf queues. They do not themselves accept any application submissions directly.

» Leaf queues are the queues that live under a parent queue and accept applications. Leaf queues do not have any
child queues, and therefore do not have any configuration property that ends with ".queues”.

« Thereisatop-level parent root queue that does not belong to any organization, but instead represents the cluster
itself.

e Using parent and leaf queues, administrators can specify capacity allocations for various organizations and sub-
organizations.

Scheduling Among Queues

Hierarchical queues ensure that guaranteed resources are first shared among the sub-queues of an organization before
any remaining free resources are shared with queues belonging to other organizations. This enables each organization
to have control over the utilization of its guaranteed resources.

« Ateachlevel inthe hierarchy, every parent queue keeps the list of its child queues in a sorted manner based on
demand. The sorting of the queuesis determined by the currently used fraction of each queue's capacity (or the
full-path queue names if the reserved capacity of any two queuesis equal).

« Theroot queue understands how the cluster capacity needs to be distributed among the first level of parent queues
and invokes scheduling on each of its child queues.

« Every parent queue appliesits capacity constraints to all of its child queues.

» Leaf queues hold thelist of active applications (potentially from multiple users) and schedules resourcesin a FIFO
(first-in, first-out) manner, while at the same time adhering to capacity limits specified for individual users.

Control Accessto Queueswith ACLs
Use Access-contral lists (ACLSs) to control user and administrator to Capacity Scheduler queues.

Application submission can really only happen at the leaf queue level, but an ACL restriction set on a parent queue
will be applied to all of its descendant queues.

Note: To enable ACLs, you must set the value of the yarn.acl.enable property in yarn-site.xml to true. The
default value of this property isfalse.

In the Capacity Scheduler, ACLs are configured by granting queue accessto a list of users and groups with the
acl_submit_applications property. The format of thelist is"userl,user2 groupl,group2" -- a comma-separated list of
users, followed by a space, followed by a comma-separated list of groups.

Note: The default value of acl_submit_applications for aroot queue is yarn, which means that only the
default yarn user can submit applications to that queue. Therefore, to provide specific users and groups with
access to the queue, you must explicitly set the value of acl_submit_applications to those users and groups.

The value of acl_submit_applications can also be set to "*" (asterisk) to allow access to all users and groups, or can
be set to"" (space character) to block accessto all users and groups.
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Asmentioned previously, ACL settings on a parent queue are applied to all of its descendant queues. Therefore, if the
parent queue uses the "*" (asterisk) value (or is not specified) to allow access to all users and groups, its child queues

cannot restrict access. Similarly, before you can restrict access to a child queue, you must first set the parent queue to

""" (space character) to block accessto all users and groups.

» For example, the following properties would set the root acl_submit_applications valueto "" (space character) to
block accessto all users and groups, and also restrict accessto its child "support” queue to the users "sherlock”
and "pacioli" and the members of the "cfo-group” group:

Each child queueistied to its parent queue with the yarn.schedul er.capacity.<queue-path>.queues configuration
property in the capacity-scheduler.xml file. The top-level "support”, "engineering”, and "marketing" queues would
be tied to the "root" queue as follows:

<property>
<name>yar n. schedul er. capacity. root. acl _submit_applicati ons</ nanme>
<val ue> </val ue>

</ property>

<property>
<name>yar n. schedul er. capacity.root. support.acl _submit_applicati ons</name>
<val ue>sherl ock, paci ol i cfo-group</val ue>

</ property>

A separate ACL can be used to control the administration of queues at various levels. Queue administrators can
submit applications to the queue, kill applications in the queue, and obtain information about any application in
the queue (whereas normal users are restricted from viewing all of the details of other users' applications).

Administrator ACLs are configured with the acl_administer _queue property. ACLsfor this property are
inherited from the parent queue if not specified. For example, the following properties would set the root
acl_administer_queue valueto "" (space character) to block access to al users and groups, and a so grant
administrator accessto its child "support” queue to the users "sherlock" and "pacioli" and the members of the
"cfo- group" group:

<property>
<nanme>yar n. schedul er. capacity.root. acl _adni ni st er _queue</ nane>
<val ue> </val ue>

</ property>

<property>
<nane>yar n. schedul er. capacity.root. support.acl adm ni st er_queue</ nane>
<val ue>sher| ock, paci ol i cfo-group</val ue>

</ property>

Define Queue M apping Policies

Administrators can define a default mapping policy to specify that applications submitted by users are automatically
submitted to queues.

With a default mapping policy, users are not required to specify the queue name when submitting their applications.
The default mapping policy can be configured to be overridden if the queue nameis specified for the submitted
application.

Queue mapping is defined using a comma-separated list of mapping assignments. The order of the mapping
assignments list isimportant -- in cases where mulitple mapping assignments are used, the Capacity Scheduler
processes the mapping assignments in left-to-right order to determine which mapping assignment to use first.

The Queue mapping assignment is defined using the yarn.schedul er.capacity.queue-mappings property in the
capacity-scheduler.xml file. Queue mapping assignments can be defined for a user (using "u") or for agroup of users
(using "g"). Each mapping assignment type is described in the following sections.
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Configure Queue Mapping for Usersand Groupsto Specific Queues
Specify that all applications submitted by a specific user are submitted to a specific queue.

Procedure
» To specify that al applications submitted by a specific user are submitted to a specific queue, use the following
mapping assignment;
u: user 1: queueA
This defines a mapping assignment for applications submitted by the "user1" user to be submitted to queue
"queueA" by default.
To specify that all applications submitted by a specific group of users are submitted to a specific queue, use the
following mapping assignment:
g: groupl: queueB
This defines a mapping assignment for applications submitted by any user in the group "groupl" to be submitted
to queue "queueB" by default.
The Queue Mapping definition can consist of multiple assignments, in order of priority.
Consider the following example:
<property>
<nanme>yar n. schedul er. capaci ty. queue- mappi ngs</ nane>

<val ue>u: mari a: engi neeri ng, g: webadm ns: webl og</ val ue>
</ property>

In this example there are two queue mapping assignments. The u:maria:engineering mapping will be respected
first, which means al applications submitted by the user "maria’ will be submitted to the "engineering” queue .
The g:webadmins:weblog mapping will be processed after the first mapping -- thus, even if user "maria’ belongs
to the "webadmins' group, applications submitted by "maria’ will still be submitted to the "engineering” queue.

Configure Queue Mapping for Usersand Groupsto Queueswith the Same Name
Specify that al applications are submitted to the queue with the same name as a group.

Procedure
» To specify that all applications are submitted to the queue with the same name as a group, use this mapping
assignment:
u: Yuser: %ri mary_group
Consider the following example configuration. On this cluster, there are two groups: "marketing” and
"engineering”. Each group has the following users:
In "marketing"”, there are 3 users. "angela’, "rahul”, and "dmitry".
In "engineering”, there are 2 users: "maria’ and "greg"”.
<property>
<name>yar n. schedul er. capaci ty. queue- mappi ngs</ nane>

<val ue>u: %user: %ri mary_group</val ue>
</ property>

With this queue mapping, any application submitted by members of the "marketing" group -- "angeld’, "rahul”,
or "dmitry" -- will be submitted to the "marketing" queue. Any application submitted by members of the
"engineering" group -- "maria’ or "greg" -- will be submitted to the "engineering" queue.
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To specify that all applications are submitted to the queue with the same name as a user, use this mapping
assignment:

u: %user: %ser

This requires that queues are set up with the same name as the users. With this queue mapping, applications
submitted by user "greg" will be submitted to the queue "greg".

Enable Override of Default Queue Mappings

Y ou can override default queue mappings and submit applications that are specified for queues, other than those
defined in the default queue mappings.

Procedure

» Override default queue mapping is disabled (set to false) by default.

<property>
<name>yar n. schedul er. capaci ty. queue- mappi ngs- overri de. enabl e</ nane>
<val ue>f al se</ val ue>
<descri pti on>

If a queue mapping is present and override is set to true, it wll
override the queue val ue specified

by the user. This can be used by administrators to place jobs in
queues

that are different than the one specified by the user.

The default is false - user can specify to a non-default queue.
</ descri pti on>
</ property>

To enable queue mapping override, set the property to true in the capacity-scheduler.xml file.

Consider the following example in the case where queue mapping override has been enabled:

<property>
<name>yar n. schedul er. capaci ty. queue- mappi ngs</ nane>

<val ue>u: mari a: engi neeri ng, g: webadmni ns: webl og</ val ue>
</ property>

If user "maria" explicitly submits an application to the "marketing" queue, the default queue assignment of
"engineering" is overridden, and the application is submitted to the "marketing" queue.

Configure Queue M apping to use the user name from the application tag

Y ou can configure queue mapping to use the user name from the application tag instead of the proxy user who

submitted the job. For example, the runs Hive Queries submitted from HiveServer2 in the queue mapped from end
user instead of hive user.

Procedure

1. Enable the application-tag-based-placement property to enable application placement based on the user ID passed
using the application tags.

<property>

<name>yar n. r esour cemanager . appl i cati on-t ag- based- pl acenment . enabl e</
name>

<val ue>f al se</ val ue>

<descri pti on>

Set to "true" to enabl e application placenent based on the user ID
passed using
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the application tags. Wien it is enabled, it checks for the
useri d=<userld> pattern
and if found, the application will be placed onto the found user's
queue, if the
original user has the required rights on the passed user's queue.
</ descri pti on>
</ property>

2. Addthelist of whitelist users who can use application tag based placement. The applications when the submitting
user is whitelisted, will be placed onto the queue defined in the yarn.schedul er.capacity.queue-mappings property
defined for the user from the application tag. If there is no user defined, the submitting user will be used.

<property>
<name>yar n. r esour cemanager . appl i cati on-t ag- based-
pl acenment . user name. whi t el i st </ name>
<val ue></val ue>
<descri pti on>
Comma separated |ist of users who can use the application tag based
pl acement, if
"yarn. resour cemanager. appl i cati on-t ag- based- pl acenent . enabl e" is
enabl ed.
</ descri ption>
</ property>

Manage Cluster Capacity with Queues

Y ou can manage your cluster capacity using queues to balance resource requirements of multiple applications from
various users.

About thistask

Y ou can use the Capacity Scheduler to share cluster resources using FIFO (first-in, first-out) queues. YARN allows
you to configure queues to own afraction of the capacity of each cluster, and this specified queue capacity is fulfilled
dynamically from the available nodes.

Users can submit applications to different queues at multiple levelsin the queue hierarchy if the capacity is available
on the nodes in the cluster. Because total cluster capacity can vary, capacity configuration values are expressed using
percentages.

Procedure

»  Specify the capacity property to allocate a floating-point percentage values of cluster capacity to a queue. The
following properties divide the cluster resources between the Engineering, Support, and Marketing organizations
ina6:1:3 ratio (60%, 10%, and 30%).

Property: yarn.schedul er.capacity.root.engineering.capacity
Vaue: 60

Property: yarn.schedul er.capacity.root.support.capacity
Vaue 10

Property: yarn.schedul er.capacity.root.marketing.capacity
Vaue: 30

If you want the Engineering group to split its capacity between the Development and QA sub-teamsin a1:4 ratio.
Y ou can set the following property values:

Property: yarn.schedul er.capacity.root.engineering.devel opment.capacity
Value: 20
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Property: yarn.schedul er.capacity.root.engineering.qa.capacity
Value: 80

If you want the Engineering, Support, and Marketing organizations to use a specified absolute value for each
resource type, you can set the following property values where the Engineering, Support, and Marketing queues
are each allocated 10 GB of memory and 12 vcores, and 4 GPU cores:

Property: yarn.schedul er.capacity.root.engineering.capacity
Value: [memory=10240,vcores=12,yarn.io/gpu=4]
Property: yarn.schedul er.capacity.root.support.capacity
Value: [memory=10240,vcores=12,yarn.io/gpu=4]
Property: yarn.schedul er.capacity.root.marketing.capacity
Value: [memory=10240,vcores=12,yarn.io/gpu=4]

E Note: The resource value of the parent queue isused if you do not provide a memory or avcore value.

If you want to enable resource elasticity

»  Specify the maximum capacity as a floating-point percentage value of resources allocated for a queue. You have
to set the maximum capacity to be higher than or equal to the absolute capacity for each queue. Setting this value
to -1 sets maximum capacity to 100%. In the following example, the maximum capacity of the Engineering queue
is set as 70%.

Property: yarn.schedul er.capacity.root.engineering.maximum-capacity
Value: 70

Set QueuePriorities

For long-running applications and applications that required large containers, you must enable preemption for the
YARN queue priorities to be properly applied.

About thistask

Even with preemption enabled, there are some use cases where applications might not have access to cluster resources
without setting priorities:

« Long-running applications — Without setting priorities, long-running applications in queues that are under capacity
and with lower relative resource usage may not release cluster resources until they finish running.

« Applications that require large containers — The issue with long-running applications is exacerbated for
applications that require large containers. With short-running applications, previous containers may eventually
finish running and free cluster resources for applications with large containers. But with long-running servicesin
the cluster, the large containers may never get sufficiently large resources on any nodes.

e HiveLLAP—Hive LLAP (Low-Latency Analytical Processing) enables you to run Hive queries with low-latency
in near real-time. To ensure low-latency, you should set the priority of the queue used for LLAP to a higher
priority, especialy if your cluster includes long-running applications.

Note:

B To set the queue used for Hive LLAP, select Hive > Config > Settings on the Ambari dashboard, then
select a queue using the Interactive Query Queue drop-down. For more information, see the Hive
Performance Tuning guide.

For example, the following figure shows a 3-node cluster with long-running 20 GB containers. The LLAP daemons
require 90 GB of cluster resources, but preemption does not occur because the available queues are under capacity

100



Managing Data Operating System Allocating Resources with the Capacity Scheduler

with lower relative resource usage. With only 80 GB available on any of the nodes, LLAP must wait for the long-
running applicationsto finish before it can access cluster resources.

100 GB 100 GB 100 GB
90 GB
LLAP
20GB 20 GB 20 GB

Prerequisites

E Note:
In order for YARN Queue Priorities to be applied, you must enable preemption.
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Procedure

1. Onthe YARN Queue Manager view, select a queue, then enter a priority in the Priority box
under Resources. All queues are set to a priority of 0 by default. Higher numbers indicate higher
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2. Select Actions > Save and Refresh Queues to save the priority
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Resour ce Distribution Wor kflow

During scheduling, queues at any level in the hierarchy are sorted in the order of their current used capacity, and
available resources are distributed among them starting with queues that are currently the most under-served.

With respect to capacities alone, the resource scheduling has the following workflow:

* The more under-served a queue is, the higher the priority it receives during resource alocation. The most under-
served queue is the queue with the least ratio of used capacity as compared to the total cluster capacity.

* The used capacity of any parent queue is defined as the aggregate sum of used capacity of all of its descendant
queues, recursively.

» Theused capacity of aleaf queue isthe amount of resources used by the allocated Containers of all of the
applications running in that queue.

« Onceitisdecided to give a parent queue the currently available free resources, further scheduling is done
recursively to determine which child queue gets to use the resources -- based on the previously described concept
of used capacities.

« Further scheduling happensinside each leaf queue to alocate resources to applications in a FIFO order.

« Thisisaso dependent on locality, user level limits, and application limits.
* Once an application within aleaf queue is chosen, scheduling also happens within the application.
Applications may have different priorities of resource requests.
» Toensure elasticity, capacity that is configured but not utilized by any queue dueto lack of demand is
automatically assigned to the queues that are in need of resources.

Resour ce Distribution Wor kflow Example

To understand the resource distribution workflow, consider the example of a 100-node cluster, each with 10 GB of
memory allocated for Y ARN containers, for atotal cluster capacity of 1000 GB (1 TB).

According to the previously described configuration, the Engineering organization is assigned 60% of the cluster
capacity, i.e., an absolute capacity of 600 GB. Similarly, the Support organization is assigned 100 GB, and the
Marketing organization gets 300 GB.

Under the Engineering organization, capacity is distributed between the Development team and the QA teaminaina
1:4 ratio. So Development gets 120 GB, and 480 GB is assigned to QA.

Now consider the following timeline of events:

« Initially, the entire "engineering” queue is free with no applications running, while the "support" and "marketing”
queues are utilizing their full capacities.

» Users Sid and Hitesh first submit applications to the "development™ leaf queue. Their applications are elastic and
can run with either all of the resources available in the cluster, or with a subset of cluster resources (depending
upon the state of the resource-usage).

» Even though the "development" queue is alocated 120 GB, Sid and Hitesh are each allowed to occupy 120
GB, for atotal of 240 GB.

« Thiscan happen despite the fact that the "devel opment” queue is configured to be run with a capacity of 120
GB. Capacity Scheduler allows elastic sharing of cluster resources for better utilization of available cluster
resources. Since there are no other usersin the "engineering" queue, Sid and Hitesh are allowed to use the
available free resources.

e Next, users Jian, Zhijie and Xuan submit more applications to the "development"” leaf queue. Even though eachis
restricted to 120 GB, the overall used capacity in the queue becomes 600 GB -- essentially taking over al of the
resources allocated to the "ga" leaf queue.

» User Gupta now submits an application to the "ga" queue. With no free resources available in the cluster, his
application must wait.
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» Given that the "development” queueis utilizing all of the available cluster resources, Gupta may or may not
be able to immediately get back the guaranteed capacity of his"ga' queue -- depending upon whether or not
preemption is enabled.

» Astheapplications of Sid, Hitesh, Jian, Zhijie, and Xuan finish running and resources become available, the
newly available Containers will be allocated to Gupta' s application.

Thiswill continue until the cluster stabilizes at the intended 1:4 resource usage ratio for the "development" and "ga"
queues.

From this example, you can see that it is possible for abusive users to submit applications continuously, and

thereby lock out other queues from resource allocation until Containers finish running or get preempted. To avoid
this scenario, Capacity Scheduler supports limits on the elastic growth of any queue. For example, to restrict the
"development” queue from monopolizing the "engineering" queue capacity, an administrator can set a the maximum-
capacity property:

Property: yarn.scheduler.capacity.root.engineering.devel opment.maximum-capacity

Value: 40

Once thisis set, users of the "development” queue can still go beyond their capacity of 120 GB, but they will not be
alocated any more than 40% of the "engineering" parent queue's capacity (i.e., 40% of 600 GB = 240 GB).

The capacity and maximum-capacity properties can be used to control sharing and elasticity across the organizations
and sub-organizations utilizing a Y ARN cluster. Administrators should balance these properties to avoid strict limits
that result in aloss of utilization, and to avoid excessive cross-organization sharing.

Capacity and maximum capacity settings can be dynamically changed at run-time using yarn rmadmin -
refreshQueues.

Set User Limits

Set a minimum percentage of resources allocated to each leaf queue user.

Procedure

e The minimum-user-limit-percent property can be used to set the minimum percentage of resources allocated to
each leaf queue user. For example, to enable equal sharing of the "services' leaf queue capacity among five users,
you would set the minimum-user-limit-percent property to 20%:

Property: yarn.schedul er.capacity.root.support.services.minimum-user-limit-percent
Vaue: 20

This setting determines the minimum limit that any user’s share of the queue capacity can shrink to. Irrespective
of thislimit, any user can come into the queue and take more than his or her allocated shareif there areidle
resources available.

The following table shows how the queue resources are adjusted as users submit jobs to a queue with a minimum-
user-limit-percent value of 20%:

yarn.scheduler.capacity rool.marketing. minimum-user-limit-percent = 20

1 user submits jobs  Sole user gets 100% of queue capacity.

2 users submit jobs  Each user equally shares S50% of queue capacity,

3 users submit jobs  Each user equally shares 33.33% of queus capacity.
4 users submil jobs | Each user equally sharas 25% of quius capacity,

5 users submit jobs  Each user equally shames 20% of quoue capacity.

6™ user submils job | B user musl wail for queue capacity 1o free up.
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* Queue resources are adjusted in the same manner for a single user submitting multiple jobsin succession. If no
other users are requesting queue resources, the first job would receive 100% of the queue capacity. When the
user submits a second job, each job receives 50% of queue capacity. When the user submits a third job, each
job receives 33% of queue capacity. If a second user then submits ajob, each job would receive 25% of queue
capacity. When the number of jobs submitted by all usersreaches atotal of five, each job will receive 20%
of queue capacity, and subsequent users must wait for queue capacity to free up (assuming preemption is not
enabled).

» The Capacity Scheduler also manages resources for decreasing numbers of users. As users applications finish
running, other existing users with outstanding requirements begin to reclaim that share.

« Notethat despite this sharing among users, the FIFO application scheduling order of Capacity Scheduler
does not change. This guarantees that users cannot monopolize queues by submitting new applications
continuously. Applications (and thus the corresponding users) that are submitted first always get a higher
priority than applications that are submitted |ater.

e Capacity Scheduler’s leaf queues can also use the user-limit-factor property to control user resource allocations.

This property denotes the fraction of queue capacity that any single user can consume up to a maximum value,

regardless of whether or not there are idle resources in the cluster.

Property: yarn.schedul er.capacity.root.support.user-limit-factor
Vaue: 1

The default value of "1" means that any single user in the queue can at maximum only occupy the queue's
configured capacity. This prevents usersin a single queue from monopolizing resources across all queuesin a
cluster. Setting the value to "2" would restrict the queue's users to twice the queue’s configured capacity. Setting it
to avalue of 0.5 would restrict any user from using resources beyond half of the queue capacity.

These settings can also be dynamically changed at run-time using yarn rmadmin - refreshQueues.

Application Reservations

For aresource-intensive application, the Capacity Scheduler creates areservation on a cluster node if the node's free
capacity can meet the particular application's requirements. This ensures that the resources are utilized only by that
particular application until the application reservation is fulfilled.

The Capacity Scheduler is responsible for matching free resources in the cluster with the resource requirements of
an application. Many times, a scheduling cycle occurs such that even though there are free resources on a node, they
are not sized large enough to satisfy the application waiting for aresource at the head of the queue. Thistypically
happens with high-memory applications whose resource demand for Containersis much larger than the typical
application running in the cluster. This mismatch can lead to starving these resource-intensive applications.

The Capacity Scheduler reservations feature addresses this issue as follows:

« When anode reports in with afinished Container, the Capacity Scheduler selects an appropriate queue to utilize
the newly available resources based on capacity and maximum capacity settings.

« Within that selected queue, the Capacity Scheduler looks at the applications in a FIFO order along with the
user limits. Once a needy application is found, the Capacity Scheduler triesto seeif the requirements of that
application can be met by the node’ s free capacity.

« |If thereisasize mismatch, the Capacity Scheduler immediately creates a reservation on the node for the
application’ s required Container.

* Onceareservation is made for an application on a node, those resources are not used by the Capacity Scheduler
for any other queue, application, or Container until the application reservation is fulfilled.

» The node on which areservation is made reports back when enough Containers finish running such that the total
free capacity on the node now matches the reservation size. When that happens, the Capacity Scheduler marks the
reservation as fulfilled, removesit, and alocates a Container on the node.

* In some cases another node fulfills the resources required by the application, so the application no longer needs
the reserved capacity on the first node. In this situation, the reservation is simply cancelled.
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To prevent the number of reservations from growing in an unbounded manner, and to avoid any potential scheduling
deadlocks, the Capacity Scheduler maintains only one active reservation at atime on each node.

Set Flexible Scheduling Policies
Set FIFO (First-In, First-Out) or Fair scheduling policiesin Capacity Scheduler depending on your requirements.

The default ordering policy in Capacity Scheduler is FIFO (First-In, First-Out). FIFO generally works well for
predicable, recurring batch jobs. but sometimes not as well for on-demand or exploratory workloads. For these types
of jobs, Fair Sharing is often a better choice. Flexible scheduling policies enable you to assign FIFO or Fair ordering
polices for different types of workloads on a per-queue basis.

Examples of FIFO and Fair Sharing Policies
Both FIFO (First-In, First-Out) and Fair scheduling policies work differently in batch jobs and ad hoc jobs.

Batch Example

In this example, two queues have the same resources available. One uses the FIFO ordering policy, and the other uses
the Fair Sharing policy. A user submits three jobs to each queue one right after another, waiting just long enough for
each job to start. Thefirst job uses 6x the resource limit in the queue, the second 4x, and last 2x.

* Inthe FIFO queug, the 6x job would start and run to completion, then the 4x job would start and run to
completion, and then the 2x job. They would start and finish in the order 6x, 4x, 2x.

« IntheFair queue, the 6x job would start, then the 4x job, and then the 2x job. All three would run concurrently,
with each using 1/3 of the available application resources. They would typically finish in the following order: 2x,
4X, 6X.

Ad Hoc Plus Batch Example

In this example, ajob using 10x the queue resources is running. After thejob is halfway complete, the same user
starts a second job needing 1x the queue resources.

* Inthe FIFO queue, the 10x job will run until it no longer uses all queue resources (map phase complete, for
example), and then the 1x job will start.

« IntheFair queue, the 1x job will start, run, and complete as soon as possible — picking up resources from the 10x
job by attrition.

Configure Queue Ordering Policies
Y ou can configure the property for queue ordering policiesto fifo or fair in capacity-scheduler.xml.

Procedure

« Ordering policies are configured in capacity-scheduler.xml. To specify ordering policies on a per-queue basis, set
the following property to fifo or fair. The default setting isfifo.

<property>
<nanme>yar n. schedul er. capaci ty. <queue- pat h>. or deri ng- pol i cy</ name>
<val ue>f ai r </ val ue>

</ property>

Y ou can use the following property to enable size-based weighting of resource allocation. When this property is
set to true, queue resources are assigned to individual applications based on their size, rather than providing an
equal share of queue resources to all applications regardiess of size. The default setting is false.

<property>

<nanme>yar n. schedul er. capaci ty. <queue- pat h>
.ordering-policy.fair.enabl e-si ze- based- wei ght </ nane>
<val ue>t rue</val ue>

</ property>

106



Managing Data Operating System

Best Practicesfor Ordering Policies

Y ou must consider factors related to applications and resource availability in queues while configuring ordering
policies.

« Ordering policies are configured on a per-queue basis, with the default ordering policy set to FIFO. Fairness
isusually best for on-demand, interactive, or exploratory workloads, while FIFO can be more efficient for
predictable, recurring batch processing. Y ou should segregate these different types of workloads into queues
configured with the appropriate ordering policy.

« In queues supporting both large and small applications, large applications can potentially "starve" (not receive
sufficient resources). To avoid this scenario, use different queues for large and small jobs, or use size-based
weighting to reduce the natural tendency of the ordering logic to favor smaller applications.

¢ Use the yarn.schedul er.capacity .<queue-path>.maxi mum-am-resource-percent property to restrict the number
of concurrent applications running in the queue to avoid a scenario in which too many applications are running
simultaneously. Limits on each queue are directly proportional to their queue capacities and user limits. This
property is specified as afloat, for example: 0.5 = 50%. The default setting is 10%. This property can be set for al
queues using the yarn.schedul er.capacity.maximum-am-resource-percent property, and can also be overridden on
a per-queue basis using the yarn.schedul er.capacity . <queue-path>.maxi mum-am-resource-percent property.

Start and Stop Queues

Queuesin YARN can bein two states: RUNNING or STOPPED. A RUNNING state indicates that a queue can
accept application submissions, and a STOPPED queue does not accept application submissions. The default state of
any configured queue is RUNNING.

About thistask

In Capacity Scheduler, parent queues, leaf queues, and the root queue can all be stopped. For an application to be
accepted at any leaf queue, al the queuesin the hierarchy al the way up to the root queue must be running. This
means that if a parent queue is stopped, all of the descendant queuesin that hierarchy are inactive, even if their own
state is RUNNING.

Procedure

« Thefollowing example sets the value of the state property of the "support” queue to RUNNING:
Property: yarn.schedul er.capacity.root.support.state
Vaue: RUNNING

Administrators can use the ability to stop and drain applicationsin a queue for a number of reasons, such as when
decommissioning a queue and migrating its users to other queues. Administrators can stop queues at run-time,

so that while current applications run to completion, no new applications are admitted. Existing applications can
continue until they finish running, and thus the queue can be drained gracefully without any end-user impact.

Administrators can also restart the stopped queues by modifying the state configuration property and then
refreshing the queue using yarn rmadmin -refreshQueues.

Set Application Limits

To avoid system-thrash due to an unmanageabl e load -- caused either by malicious users, or by accident -- the
Capacity Scheduler enables you to place a static, configurable limit on the total number of concurrently active (both
running and pending) applications at any onetime.

Procedure
» The maximum-applications configuration property is used to set the limit, with a default value of 10,000.

Property: yarn.schedul er.capacity.maximum-applications
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Value: 10000

The limit for running applications in any specific queue isafraction of thistotal limit, proportional to its capacity.
Thisisahard limit, which means that once this limit is reached for a queue, any new applicationsto that queue
will berejected, and clients will have to wait and retry later. This limit can be explicitly overridden on a per-queue
basis with the following configuration property:

Property: yarn.schedul er.capacity.<queue-path>.maximum-applications
Value: absolute-capacity * yarn.scheduler.capacity.maximum-applications

There is another resource limit that can be used to set a maximum percentage of cluster resources allocated
specifically to ApplicationMasters. The maximum-am-resource-percent property has a default value of 10%,

and exists to avoid cross-application deadlocks where significant resources in the cluster are occupied entirely

by the Containers running ApplicationMasters. This property also indirectly controls the number of concurrent
running applications in the cluster, with each queue limited to a number of running applications proportional to its

capacity.

Property: yarn.schedul er.capacity.maximum-am-resource-percent

Value: 0.1

As with maximum-applications, this limit can also be overridden on a per-queue basis:
Property: yarn.schedul er.capacity.<queue-path>.maximum-am-resource-percent
Value: 0.1

All of these limits ensure that no single application, user, or queue can cause catastrophic failure, or monopolize
the cluster and cause excessive degradation of cluster performance.

Enable Preemption
Capacity Scheduler Preemption allows higher-priority applications to preempt lower-priority applications.

A scenario can occur in which a queue has a guaranteed level of cluster resources, but must wait to run applications
because other queues are utilizing all of the available resources. If Preemption is enabled, higher-priority applications
do not have to wait because lower priority applications have taken up the available capacity. With Preemption
enabled, under-served queues can begin to claim their allocated cluster resources amost immediately, without having
to wait for other queues applications to finish running.

Preemption Workflow

Preemption is governed by a set of capacity monitor policies, which must be enabled by setting the
yarn.resourcemanager.schedul er.monitor.enable property to true. These capacity monitor policies apply Preemption in
configurable intervals based on defined capacity alocations, and in as graceful a manner as possible. Containers are
only killed as alast resort.

The following image demonstrates the Preemption workflow:
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Configure Preemption
Configure various properties in yarn-sitexml to set application preemption in the Capacity Scheduler.

Procedure

« Thefollowing propertiesin the /etc/hadoop/conf/yarn-site.xml file on the ResourceManager host are used to
enable and configure Preemption.

« Property: yarn.resourcemanager.schedul er.monitor.enable
Vaue: true

Description: Setting this property to "true" enables Preemption. It enables a set of periodic monitors that affect
the Capacity Scheduler. This default value for this property is"false" (disabled).
* Property: yarn.resourcemanager.schedul er.monitor.policies

Vaue:
org.apache.hadoop.yarn.server.resourcemanager.monitor.capacity.Proportional Capacity PreemptionPolicy

Description: The list of SchedulingEditPolicy classes that interact with the scheduler. The only policy
currently available for preemption is the “ Proportional CapacityPreemptionPolicy”.

* Property: yarn.resourcemanager.monitor.capacity.preemption.monitoring_interval
Value: 3000

Description: The time in milliseconds between invocations of this policy. Setting this value to alonger time
interval will cause the Capacity Monitor to run less frequently.

» Property: yarn.resourcemanager.monitor.capacity.preemption.max_wait_before kill
Value: 15000
Description: The time in milliseconds between requesting a preemption from an application and killing the
container. Setting this to a higher value will give applications more time to respond to preemption requests and

gracefully release Containers.
« Property: yarn.resourcemanager.monitor.capacity.preemption.total_preemption_per_round
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Value: 0.1

Description: The maximum percentage of resources preempted in asingle round. Y ou can use thisvalue

to restrict the pace at which Containers are reclaimed from the cluster. After computing the total desired
preemption, the policy scalesit back to thislimit. This should be set to (memory-of-one-NodeM anager)/(total -
cluster-memory). For example, if one NodeManager has 32 GB, and the total cluster resource is 100 GB, the
total_preemption_per_round should set to 32/100 = 0.32. The default value is 0.1 (10%).

» Property: yarn.resourcemanager.monitor.capacity.preemption.natural_termination_factor
Value: 1.0

Description: Similar to total_preemption_per_round, you can apply this factor to slow down resource
preemption after the preemption target is computed for each queue (for example, “give me 5 GB back from
queue-A”). For example, if 5 GB is needed back, in the first cycle preemption takes back 1 GB (20% of 5GB),
0.8 GB (20% of the remaining 4 GB) in the next, 0.64 GB (20% of the remaining 3.2 GB) next, and so on. You
can increase this value to speed up resource reclamation. The recommended value for this parameter is 1.0,
meaning that 100% of the target capacity is preempted in acycle.

< Property: yarn.resourcemanager.monitor.capacity.preemption.max_ignored over_capacity
Vaue: 0.1

Description: The maximum amount of resources above the target capacity ignored for preemption.
When configured to avalue x >= 0, Resource Manager will wait till a queue uses resources amounting to
configured_capacity * (1 + X) before starting to preempt containers from it. By default, it is 0.1, which means
Resource Manager will start preemption for a queue only when it goes 10% above its guaranteed capacity.
This avoids resource-joggling and aggressive preemption.

Related Concepts

Preemption Workflow

Related Information

Better SLAS Via Resource Preemption in the Y ARN Capacity Scheduler

Enable Priority Scheduling

Y ou can use Priority Scheduling to run YARN applications at higher priority, regardless of other applications that
are dready running in the cluster. Y ARN allocates more resources to applications running at a higher priority over
those running at alower priority. Priority Scheduling enables you to set an application's priority both at the time of
submission and dynamically at run time.

About thistask
Priority Scheduling works only with the FIFO (first-in, first-out) ordering policy. FIFO is the default Capacity

Scheduler ordering policy.
Procedure
1. Set the cluster maximum and leaf-queue level priorities.

»  Cluster maximum priority: Set the following property in the yarn-site.xml file to define the maximum priority
for an application in the cluster:

yarn. cl uster. max-application-priority

Any application submitted with a priority greater than this setting has its priority reset to the yarn.cluster.max-
application-priority value.
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» Leaf queue-level priority: Set the following property in the capacity-scheduler.xml file to define the default
application priority in aleaf queue:

yarn. schedul er. capacity. root. <l eaf - queue- pat h>. def aul t - appl i cati on-
priority

The default application priority is used for any application submitted without a specified priority.

2. Use either the yarn application -applD command-line option or the Cluster Application REST API to set the
priority for already running applications.

e yarn application -appl D <appl D> -updatePriority <priority>
e Cluster Application Priority AP

Related Tasks

Configure ACLsfor Application Priorities

Related Information

Y ARN User Commands

Configure ACLsfor Application Priorities

Configure Priority ACLsto ensure that only select users can submit applications with a specified priority to a queue.
Y ou must configure these Priority ACLs at the leaf queue-level.

About thistask

If ACLsare already configured for user access to aleaf queue, then the Priority ACLs for the queue can include only
those users with access to that queue.

Procedure

» Set the following property in the capacity-scheduler.xml file to set the Priority ACLS:

<property>
<nanme>yar n. schedul er. capaci ty. <l eaf - queue-
pat h>. acl _application_max_priority</nanme>
<val ue>[ user ={user nane} group={groupnane} max_priority={priority}
default _priority={priority}]
</ val ue>
<descri pti on>
The ACL of users who can subnit applications with configured
priority.
</ descri pti on>
</ property>

The following example shows how you can configure Priority ACLs for auser mariaand for the users of a group
hadoop:

yarn. schedul er. capacity. root. queuel. acl _application_max_priority=[user=naria
group=hadoop nmax_priority=7 default priority=4]
The user maria and the users of the hadoop group can submit applications with a maximum priority of 7.

Related Tasks
Enable Priority Scheduling
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Enable Intra-Queue Preemption

Intra-queue preemption helpsin effective distribution of resources within a queue based on configured user limits or
application priorities.

Intra-queue preemption prevents resource imbalances in a queue by preventing the following situations from
occurring:

« Lower-priority applications consuming al the available resources on the queue and, thereby, starving higher-
priority applications of resources.

« A few users consuming the entire queue capacity and, thereby, depriving other users from submitting higher-
priority applications. This situation could occur in spite of all the users being eligible for the queue's resources
based on configured limits.

Propertiesfor Configuring Intra-Queue Preemption

Intra-queue preemption is enabled by default for Y ARN queues. In addition, you can configure the order of intra-
gueue preemption either by application priorities or configured user limits.

Y ou can configure the values of the following propertiesin yarn-site.xml for intra-queue preemption:

Property Description

yarn.resourcemanager.monitor.capacity.preemption.intra-queue- Specifies whether intra-queue

preemption.enabled preemption is enabled or disabled for
queues.

The default value is true.

yarn.resourcemanager.monitor.capacity.preemption.intra-queue- Specifies the order in which a queue
preemption.preemption-order-policy can preempt resources. Based on your
reguirements, you can configure this
property to either of the following
values:

o userlimit-first, to initiate intra-
queue preemption based on
configured user limits. Thisisthe
default value.

o priority-firgt, to initiate intra-queue
preemption based on application
priorities.

Intra-Queue Preemption Based on Application Priorities

Enabling preemption on a queue depending on application priorities ensures that higher-priority applications can
preempt resources from lower-priority applications when required.

Example of resource consumption on a queue without preemption

Consider a queue gA with root.gA.capacity configured at 70%. Consider applications submitted in the following
order:

1. A user submits an application appl with priority pl. Because no other application is running on the queue, appl
uses amajority of the resources available on the queue.

2. Shortly after appl starts running, the user submits another application app2 with the same priority as appl. In this
situation, app2 uses the resources that remain on the queue.

3. The user submits athird application app3 with a higher priority p3.
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If preemption is not enabled on the queue, the lower priority applications appl and app2 consume all of the
queue's available capacity leaving the higher priority application app3 starved of resources.

The following table explains the resource distribution between the three applications:

Application Priority Consumed Resour ces Pending Resour ces
appl pl 50 20
app2 pl 20 20
app3 p3 0 80

app3

Example of resour ce consumption on a queue with preemption

Consider the same queue and applications with priorities as the previous example.

If preemption based on application priority is enabled on the queue, resources are preempted from appl and app2 for
the higher-priority app3 to run.

The following table explains the resource distribution between the three applications when preemption is enabled:

Application Priority Preempted Consumed Resour ces Pending Resour ces
Resour ces

appl pl 16 34 36

app2 pl 19 1 39

app3 p3 0 35 45
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I ntra-Queue Preemption based on User Limits

Enabling preemption on a queue based on user limits ensures that resources are uniformly distributed among all users
who submit applications to the particular queue.

Example of resour ce consumption on a queue without preemption

Consider a queue gA with root.gA.capacity configured at 100% and minimum-user-limit-percent configured at 33%.
Thisimpliesthat the first three users submitting applications to the queue can each use a minimum of 33% of the
gueue's resources. If the three users are aready consuming the queue's resources as specified, then any additional user
must wait for resources to be allocated before submitting applications.

Consider applications submitted in the following order:

1. Theuser ul submits an application appl with priority pl. Because no other application is running on the queue,
appl uses amajority of the resources available on the queue.

2. Shortly after appl starts running, users u2 and u3 respectively submit applications app2 and app3 around the same
time with priority pl. In this situation, app2 and app3 use the resources that remain on the queue.

If preemption is not enabled on the queue, app2 and app3 cannot consume their share of resources on the queuein
spite of having the same priority as appl.

The following table explains the resource distribution between the three applications:

Application Users Consumed Resour ces Pending Resour ces
appl ul 60 30
app2 u2 20 25
app3 u3 20 25
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Example of resour ce consumption on a queue with preemption
Consider the same queue and applications with priorities as the previous example.

If preemption based on user limitsis enabled on the queue, resources are preempted from appl for app2 and app3 to
run.

The following table explains the resource distribution between the three applications when preemption is enabled:

Application Priority Preempted Consumed Resour ces Pending Resour ces
Resour ces

appl ul 26 34 56

app2 u2 0 33 12

app3 u3 0 33 12

app1
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Monitoring Clustersusing YARN Web User Interface

Using the YARN Web User Interface, you can monitor clusters, queues, applications, services, flow activities, and
nodes. Y ou can also view the configuration details and check the logs for various applications and services.

Accessing YARN Web User Interface

Access the YARN Web User Interface to monitor clusters, queues, applications, services, and flow activities.

Procedure

1. In Ambari Web, browseto Services>> YARN >> Summary.
2. Under Quick Links, click ResourceManager Ul.
The YARN Web User Interface |oads on a separate browser window.

Monitoring Clusters

The Cluster Overview page shows cluster resource usage by applications and queues, information about finished and
running applications, and usage of memory and vCoresin the cluster.
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W Cluster Overview  Queues  Applications  Services  Flow Activity  Nodes  Tools

Home / Cluster Overview

Cluster Resource Usage By Applications Cluster Resource Usage By Leaf Queues.

M default = 83.33%
I Used by others = 0.00%
I Available = 16.6667%

M appiication_1527233129462_0005 = 50.00%
application_1527233129462_0007 = 33.33%
I Used by others = 0.00%
1 Available = 16.6667%
Total

Total
100% 100%

Finished Apps From All Users Running Apps From All Users

I Completed = 1 Pending = 0
Killed = 4 I Running =2
M Failed=0
Total
5
memory-mb - Usages. vcores - Usages.
M Used=5.0Gi W Used=5.0
1 Available = 4.0 Gi I Available = 1.0
Total Total
9.0 Gi 6.0
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Cluster Resource Usage by Applications
Cluster Resource Usage by L eaf Queues
Finished AppsFrom All Users

Monitor Running Apps

memory-mb - Usages
vcores - Usages

Monitor Node M anagers

Monitoring Queues

Displays the percentage of cluster resourcesin use by
applications and the percentage available for usage.

Displays the percentage of cluster resourcesin use by
leaf queues and the percentage available for usage.

Displays the number of completed, killed, and failed
applications.

Displays the number of pending and running
applications.

Displays the amount of used and available memory.

Displays the number of used and available virtual cores.

Displays the status of the Node Managers under the
following categories:

« Active

e Unhedlthy

e Decommissioning
e Decommissioned

The Queues page displays details of Y ARN queues. Y ou can either view queues from all the partitions or filter to

view queues of a partition.
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~ APACHI
;:;;_, fﬂE!'dEJCJjZJ Cluster Overview Queues Applications Services Flow Activity Nodes Tools

Home Queues

capacity scheduler - Showing queues from all partitions

@

root default

View Queue Details

In the capacity scheduler view, click the circle that represents a particular queue. The right column of the page gets
updated with details of that queue.

The following example shows the details of a queue:
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default

@ Running

absolute used § absolute capacity
66.66667 %
nbuuhrtu max mpnt:lty 100%

Running Apps From All Users in Queue

B Pending Apps = 0
W Active Apps =2

Y ou can double-click the queue to view its details on a separate page. Y ou can also view details of any application
submitted to that queue by clicking its corresponding Application ID.
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Monitoring Applications

Y ou can search for applications and view their details using the Y ARN Web User Interface.

CHBEEEE>  cusorovvow Quees | Applcations | Sevices  Fowhctty  Nodes  Toos

Regex Searcn 25 R
=3 - Application ID % AppicatonType ¢ ApplcationName  § User i sue + Quese 4 progress 4 sunTime 4 ElapsedTime 4 Finished Time & priorty Cluster
MAPREDUCE word count ambar-ca © Frished aetaun ST 20150316 150903 238473ms 20180316 15:0926 3 o
A Distibutedshe ambarica o Frished st T 01w0w16 150841 75 799ms 20180316 15:08:49 o o
ez OrderedioraCount ambaric o Frished aetaun I 2016016 150657 198 51ms 20180318 150717 o o
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The Applications page displays details of the Y ARN applicationsin atabular form.

e Application ID: The identifier for the application.

» Application Type: Specifies the application type for Mapreduce, YARN, TEZ, or other applications.
» Application Name: Provides the name of the application

e User: The name of the user who is the owner of the application.

« State: The running state of the application.

* Queue: Specifies the name of the queue to which the application belongs.
« Progress. The progress of the application in a percentage display.

« Start Time: The time when an application run started.

» Elapsed Time: The time taken for the application run.

« Finished Time: Thetime of completion of the application run.

» Priority: The priority of running the application.

»  %Cluster: The percentage of cluster resources used by the application run.

Sear ching an application

The Applications page displaysthe list of YARN applicationsin atabular form. Y ou can apply search filters on this
list to show only those applications that match the search criteria.

About thistask
Y ou can specify the search criteria either as regular expressions or SQL statements.

Procedure

1. Onthe Applications page, select either Regex or SQL from the drop-down list depending on the type of search
you want to perform.

2. Inthe Search box, specify the search criteria.

Search Criteria Description

Regex Lists the applications whose details match the search
criterion specified as aregular expression.

For example, if you want to view application runs
longer than an hour, mention the regular expression
"hso that the YARN Ul shows only those applications
that mention the Elapsed Time value in terms of
hours, minutes, and seconds.

SQL Lists the applications whose details match the search
criterion specified as a SQL statement.

For example, if you want to view al the applications
submitted by the user yarn, specify "User"="yarn' asthe
search criterion.

3. Click Search to view details of the applications matching the search criteria.

Note:
E « Apart from specifying search criteriato filter the list of applications, you can also select or clear the
State and Queue check-boxesto view a specific set of applications depending on your requirements.

* You can sort the application entriesin ascending or descending order by clicking the corresponding
arrow next to any column header in the table.
Related Concepts
Managing and Monitoring Services
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Viewing application details
Clicking aYARN application on the Applications page displays its details.

Y ou can view the following details for the selected application:

» Application Attempts
* Resource Usage

« Diagnostics

e Logs
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word count = default
application_1527837750131_0002 Priority 0
© Finished History

2 ambari-ga © Finished at 2018/06/01 12:56:35

Attempts List Resource Usage Diagnostics Logs

Application Attempts
Graph View  Grid View

20180801 125600 20180801 125635

t_1527837750131_0002_000001

Application Attempt Id appattempt_1527837750131_0002_000001

Started Time 2018/06/01 12:56:00
Finished Time 2018/06/01 12:56:35

Elapsed Time 35 Secs

AM Container Id container_1527837750131_0002_01_000...
AM Node Id 7403.ambari.apache.org:45454

AM Node Web Ul c7403.ambari.apache.org:8042

Log Link
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Application Attempts

Y ou can view the attemptsin Graph View and Grid View.

Graph View A graph displays the start time and finish time of the
attempt. Y ou can also find the details of the attempt such
as application attempt ID, started time, finished time,
elapsed time, AM Container ID, and AM Node ID in
the form of atable. Y ou can access the Node Ul using
the AM Node Web Ul. Y ou can aso view the log by
clicking on thelog link.

Grid View A table displays the details of the application attempts.
Y ou can find the details of the attempt such as
application attempt 1D, started time, finished time,
elapsed time, AM Container ID, and AM Node ID. You
can access the Node Ul using the AM Node Web UI.

Y ou can a'so view the log by clicking on the log link.

Resour ce Usage

This tab displays the resources used by the application attempts.

Diagnostics

Use thistab to view the diagnostics details of the application attempts. Y ou can view any outstanding resource
requests, and scheduling information.

Logs

Use thistab to view logs specific to containers. Select an attempt from the dropdown list and select the specific
container to view the desired logs.

Managing and Monitoring Services
Y ou can create new YARN services and view the list of existing services on the Services page.

The Services page lists the services in atabular form. Clicking an individual service displaysits details. Y ou can filter
thelist of services the same way as you filter applications on the Applications page.

Related Tasks
Searching an application

Create New Services

The YARN Web User Interface enables you to define new services. Y ou can either create standard services by
providing their details or custom services by using JSON files containing the required definitions.

Create a standard service
Y ou can create a standard service as atemplate and deploy it based on your requirements.

Procedure

1. Onthe Services page of the YARN Web User Interface, click New Service.
2. Inthe User namefor service field, specify the name of the user who launches the service.
3. Enter the service definition details.

e Service Name: Enter a unique name for the application.
* Queue Name: Enter the name of the Y ARN queue to which this application should belong.
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Service Lifetime: Life time of the application from thetimeit isin STARTED statetill thetimeitis
automatically destroyed by YARN. If you want to have unlimited life time, do not enter any value.

Service Components: Enter the details of the service components such as component name, CPU required,
memory, number of containers, artifact ID, and launch command. If it is an application like HBase, the
components can be asimple role like master or RegionServer. For a complex application, the components can
be other nested applications with their own details.

Service Configurations: Set of configuration properties that can be ingested into the application components
through environments, files, and custom pluggable helper docker containers. Y ou can upload files of several
formats such as properties files, JSON files, XML files, YAML files, and template files.

File Configurations: Set of file configurations that needs to be created and made available asavolumein an
application component container. Y ou can upload JSON file configurations to add to the service.

4. Click Save.
5. Specify aname for the new service and click Add.
The newly created service is added to the list of saved templates.

E Note: Click Reset if you do not want to save your changes and specify the service details again.

6. Select the service and click Deploy to deploy it.

Create a custom service
Y ou can define a service in JSON format and save it as atemplate.

Procedure

1. Onthe Services page of the YARN Web User Interface, click New Service.
2. Click the Custom tab.
3. Inthe User namefor servicefield, specify the name of the user who launches the service.
4. Inthe Service Definition field, specify the service definition in JSON format.
The following example shows the sleeper service template definition.

{

}

"nanme": "sl eeper-service",
"version": "1.0.0",
"conponent s"
[
{
"nanme": "sl eeper",
"nunber _of containers": 2,
"l aunch_command": "sleep 900000",
"resource": {
"cpus": 1,
"menory": "256"
}

}
]

5. Click Save.
6. Specify aname for the new service and click Add.
The newly created service is added to thelist of saved templates.

IE Note: Click Reset if you do not want to save your changes and specify the service details again.

7. Select the service and click Deploy to deploy it.
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Monitoring Flow Activity
Y ou can view information about application flows from the Flow Activities page.

The page displays information about the recent flow activitiesin atabular form. Clicking aFlow ID displays details
of the corresponding flow on a separate Flow I nfor mation page.
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GUREEEEP  cusioroveiow  Cueves  Aoplcstions  Sorvcas  Fow Act fy  MNodes Tools
hindnind Recent Flow Activities
-

The Flow Information page displays the following details for a selected flow activity:
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Flow Info Displays details of the selected flow such asits name,
the associated user, the ID, the time when the first run
started, the time when the last run finished, and the last
execution date of the flow.

Flow Runs Provides details of all the flow runs such as Run ID, Run
Duration, CPU V Cores, memory used, creation time, and
end time. Y ou can also view graphs of metrics such as
Flow Run Vs Run Duration, Flow Run Vs CPU V Cores,
and Flow Run Vs Memory Used.

Clicking a Run ID displaysits specific Flow Run
Information page. On this page, you can view all the
details of the flow info and list of applications associated
with this flow. Clicking an Application ID displays
details of the application.

The Flow Runs page also displays general metrics used
by the particular flow run with the selected Flow Run
ID. You can search for specific metrics by entering the
details in the search bar.

Monitoring Nodes

The Nodes page on the YARN Web User Interface enables you to view information about the cluster nodes on which
the NodeM anagers are running.

The Nodes page displays details under the following headers: Information, Node Status and Nodes Heatmap Chart.

Information

The Information tab displays the node details as shown in the following figure:
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APACHI
e Cluster Overview  Queues  Applications  Services  Flow Activity | Nodes  Tools

¥ S Clo00]

Home / Nodes

Node Status  Nodes Heatmap Chart

Search... Search 25Rows 4
Node Label Node Label 7 Rack 7 NodeState 7 Node Address ¥ Node HTTP Address ¥ Containers ¥ Mem Used
default ! default /default-rack [runino] 67404.ambari apache.org:45454 67404.ambari.apache.org:8042 0 0B
More
Node State
RUNNING 1
More

Apply [
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Y ou can sort through any of the columnsto view the details of the required nodes. Y ou can also search to find the
specific node labels from the entire list.

Node Manager Page

To view the Node Manager page of any node label, click the corresponding Node HTTP address. The Node M anager
page displays details of a node as shown in the following figure:
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M Ghoster Overview  Ousma  Applicatiors  Services  FlowActvity  Modes  Tooia

Huoras | Modkes | Bhods [ 7400 amban apsche. orgrd BB | m
Hode M Mesia Infarmation: = PHO_smbary apacte, org- 5450
Total Vmem allocated for Contanen. 2Ga
. e -
Lint of Applcations o thia Total Prmom allocated for Comanens L1 ]
e Prvures prvoerormen] erabbed rue
:”D::W"“""""""" ol Vioews aliocatied for Containen 1
hoce Healfry Staius rue
Lot Bascha biesith Rapcrt T OIBOGTH 164054
ke HaaEn Aepot A
e Manager ftart Tims: POBOGTT 17848
ik Mg VerRian A0U0LE0 00 R4 T BET TH by ki i 81801,
Hasican Versicn A0030 05141 from e | el R LA Ve 7T ey jniray mvorrs chacionam P ol | 6000 12 TR X0
Passurcs - Mamary Mesoures - Yoren
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Y ou can also view the resource usage in the following categoriesin a pie-chart representation:

1. Memory
2. VCores
3. yarn-io/GPU
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Node Status

This tab displays the node managersin apictoria representation. It displays details such as the number of active
nodes, number of unhealthy nodes, decommissioning nodes, and the number of decommissioned node managers.

Nodes Heatmap Chart

Thistab graphically displays nodes on the basis of their usage of memory. Y ou can enter host or rack detailsin the
search bar to filter nodes.

Monitoring GPU metrics
Y ou can view the total used and available GPU resources using the Y ARN Web User I nterface.

On the ResourceManager page, you can see the available GPU resources across the cluster.

yarn.io/gpu - Usages

B Used =00
Available = 6.0

6.0

On each NodeManager page, you can see the the per-GPU device usage and metrics.
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Gpu Infarmation

Vandor MDA
Driver Version 39025
Total Numier Of Gpus 2

Gpu Information - (Minor Number 0)

Product Mame Tesla P100-PCIE-12GB
Lo GPU-2a98aE0(-5423-1218- T cod-ech2bI00433a
Cusrent Temperature 28
Max Termgerature 85
B Used = 49.0MB W Utikzod = 0%
Available = 11.9 GB Awallable = 100%
9GB 100

Y ou can view the YARN configuration and Y ARN Daemon logs on the T ools page.
Y ARN Configuration
Y ou can see the values of the properties defined in the following configuration files:

1. Core Configuration: Details of properties defined in the core-default.xml file.
2. YARN Configuration: Details of properties defined in the yarn-default.xml file.
3. MapReduce Configuration: Details of the properties defined in the mapred-default.xml file.

YARN Daemon Logs

You can view thelist of log files. Click on alog file to view its contents in another tab of your browser.
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Fault Tolerance

Configuring the ResourceManager or the NodeManager for work-preserving restarts makes Y ARN more fault-
tolerant as the work of running applicationsis preserved in the event of a ResourceManager or a NodeM anager
restart.

Configure Work-preserving Restart

Configure YARN to preserve the work of running applications in the event of a ResourceManager or NodeM anager
restart.

Work-preserving ResourceM anager and NodeM anager restart ensures that node restart or fail-over is completely
transparent to end-users, with minimal impact to running applications.

Configurethe ResourceM anager for Work-preserving Restart
Configure YARN to preserve the work of running applications in the event of a ResourceM anager restart.

Configure Resour ceM anager Work-preserving Restart.

Work-preserving ResourceManager restart ensures that applications continuously function during a ResourceM anager
restart with minimal impact to end-users. The overall concept is that the ResourceManager preserves application
gueue state in a pluggable state store, and reloads that state on restart. While the ResourceManager is down,
ApplicationMasters and NodeM anagers continuously poll the ResourceManager until it restarts. When the
ResourceManager comes back online, the ApplicationMasters and NodeM anagers re-register with the newly started
ResourceManger. When the ResourceManager restarts, it also recovers container information by absorbing the
container statuses sent from all NodeManagers. Thus, no work will be lost due to a ResourceManager crash-reboot
event.

To configure work-preserving restart for the ResourceM anager, set the following propertiesin the yarn-sitexml file.
Property:

yarn.resourcemanager.recovery.enabled

Value:

true

Description:

Enables ResourceM anager restart. The default value isfalse. If this configuration property is set to true, running
applications will resume when the ResourceManager is restarted.

Example:
<property>
<name>yar n. r esour cenmanager . r ecovery. enabl ed</ name>
<val ue>t rue</val ue>
</ property>

Property:

yarn.resourcemanager.store.class

Vaue

<specified_state store>

Description:
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Specifies the state-store used to store application and application-attempt state and other credential information to
enable restart. The available state-store implementations are:

» org.apache.hadoop.yarn.server.resourcemanager.recovery.FileSystemRM StateStore — a state-store implementation
persisting state to afile system such as HDFS. Thisis the default value.

» org.apache.hadoop.yarn.server.resourcemanager.recovery.L evel doRM StateStore — a L evel DB-based state-store
implementation.

» org.apache.hadoop.yarn.server.resourcemanager.recovery.ZK RM StateStore — a ZooK eeper-based state-store
implementation.

Example:

<pr operty>
<nane>yar n. r esour cemanager . st or e. cl ass</ name>

<val ue>or g. apache. hadoop. yar n. server. resour cemanager . recovery. Fi | eSyst enRVGt at eSt or e</
val ue>
</ property>

FileSystemRM StateStor e Configuration

The following properties apply only if
org.apache.hadoop.yarn.server.resourcemanager.recovery.FileSystemRM StateStore has been specified as the state-
store in the yarn.resourcemanager.store.class property.

Property:
yarn.resourcemanager.fs.state-store.uri
Vaue:
<hadoop.tmp.dir>/yarn/system/rmstore
Description:

The URI pointing to the location of the file system path where the RM state will be stored (e.g. hdfs://localhost:9000/
rmstore). The default value is <hadoop.tmp.dir>/yarn/system/rmstore.

Example:
<property>
<name>yar n. resour cenmanager . fs. st at e-store. uri </ name>
<val ue>hdfs:/ /| ocal host: 9000/ r nst or e</ val ue>
</ property

Property:

yarn.resourcemanager.fs.state-store.retry-policy-spec

Vaue:

2000, 500

Description:

The Hadoop FileSystem client retry policy specification. Hadoop FileSystem client retry is always enabled. Thisis
specified in pairs of slegp-time and number-of-retriesi.e. (t0, n0), (t1, nl), ..., the first nO retries sleep tO milliseconds
on average, the following nl retries sleep t1 milliseconds on average, and so on. The default value is (2000, 500).

Example:
<property>

<name>yar n. resour cemanager.fs. state-store.retry-policy-spec</name>
<val ue>2000, 500</val ue>
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</ property

LeveldbRM StateStore Configuration

The following properties apply only if
org.apache.hadoop.yarn.server.resourcemanager.recovery.L evel dbRM StateStore has been specified as the state-store
in the yarn.resourcemanager.store.class property.

Property:
yarn.resourcemanager.leveldb-state-store.path
Value:
<hadoop.tmp.dir>/yarn/system/rmstore
Description:
Theloca path where the RM state will be stored.
Example:

<property>

<name>yar n. r esour cemanager . | evel db- st at e- st or e. pat h</ name>

<val ue><hadoop. t np. di r >/ yar n/ syst em r st or e</ val ue>
</ property

ZKRM StateStore Configuration

The following properties apply only if org.apache.hadoop.yarn.server.resourcemanager.recovery.ZKRM StateStore
has been specified as the state-store in the yarn.resourcemanager.store.class property.

Property:
yarn.resourcemanager.zk-address
Vaue:

<host>:<port>

Description:

A comma-separated list of <host>:<port> pairs, each corresponding to a server in a ZooK eeper cluster where the
ResourceManager state will be stored.

Example:
<property>
<nanme>yar n. r esour cemanager . zk- addr ess</ nanme>
<val ue>127. 0. 0. 1: 2181</ val ue>
</ property

Property:

yarn.resourcemanager.zk-state-store.parent-path

Vaue:

/rmstore

Description:

The full path of the root znode where RM state will be stored. The default value is/rmstore.

Example:

<pr operty>
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<nanme>yar n. r esour cemanager . zk- st at e- st or e. par ent - pat h</ name>
<val ue>/ r mst or e</ val ue>
</ property

Property:

yarn.resourcemanager.zk-num-retries

Vaue:

500

Description:

The number of times the ZooK eeper-client running inside the ZKRM StateStore tries to connect to ZooK eeper in case
of connection timeouts. The default value is 500.

Example:
<property>
<nanme>yar n. r esour cemanager . zk- numret ri es</ name>
<val ue>500</ val ue>
</ property

Property:

yarn.resourcemanager.zk-retry-interval-ms

Value:

2000

Description:

Theinterval in milliseconds between retries when connecting to a ZooK eeper server. The default value is 2 seconds.

Example:

<property>
<name>yar n. r esour cenmanager . zk-retry-i nt erval - ne</ nane>
<val ue>2000</ val ue>
</ property

Property:

yarn.resourcemanager.zk-timeout-ms

Value:

10000

Description:

The ZooK egper session timeout in milliseconds. This configuration is used by the ZooK eeper server to determine
when the session expires. Session expiration happens when the server does not hear from the client (i.e. no heartbeat)
within the session timeout period specified by this property. The default value is 10 seconds.

Example:
<property>
<nane>yar n. r esour cemanager . zk- t i meout - ns</ nanme>
<val ue>10000</ val ue>
</ property
Property:

yarn.resourcemanager.zk-acl

138



Managing Data Operating System Fault Tolerance

Vaue:
world:anyone:rwcda
Description:
The ACLsto be used for setting permissions on ZooK eeper znodes. The default value isworld:anyone:rwcda.
Example
<property>
<nane>yar n. r esour cemanager . zk- acl </ name>

<val ue>wor | d: anyone: r wcda</ val ue>
</ property>

Configure NodeM anager s for Work-preserving Restart
Configure YARN to preserve the work of running applications in the event of a NodeM anager restart.

About thistask

NodeM anager work-preserving enables a NodeManager to be restarted without losing the active containers running
on the node. At ahigh level, the NodeManager stores any necessary state to alocal state store as it processes
container management requests. When the NodeManager restarts, it recovers by first loading the state for various
subsystems, and then |ets those subsystems perform recovery using the loaded state.

Procedure

» To configure work-preserving restart for NodeManagers, set the following properties in the yarn-site.xml file on
all NodeManagers in the cluster.

Property:

yarn.nodemanager.recovery.enabled

Value:

true

Description:

Enables the NodeManager to recover after arestart.

Example:

<property
<nanme>yar n. nodemanager . r ecovery. enabl ed</ name>
<val ue>t rue</ val ue>
</ property>

Property:

yarn.nodemanager.recovery.dir

Vaue:

<yarn_log_dir_prefix>/nodemanager/recovery-state

Description:

Thelocal file system directory in which the NodeManager will store state information when recovery is enabled.

Example:

<property>
<nanme>yar n. nodemanager . r ecovery. di r </ name>
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<val ue><yarn_l og_dir_prefix>/ nodenmanager/recovery-stat e</val ue>
</ property>

Y ou should also confirm that the yarn.nodemanager.address port is set to a non-zero value, e.g. 45454:

<property>
<nanme>yar n. nodenmanager . addr ess</ nane>
<val ue>0. 0. 0. 0: 45454</ val ue>

</ property>
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