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Kafka Connect Setup

Learn how to set up Kafka Connect.

In order to start using Kafka Connect, you need to deploy Kafka Connect roles and configure Streams Messaging
Manager (SMM) so that it can interact with Kafka Connect.

Installing the Kafka Connect Role
Learn how to install the Kafka Connect role.

About this task
Kafka Connect in CDP is provided in the form of a Kafka service role. The role is called Kafka Connect. Complete
the following steps to install the role on an already running Kafka instance.

Note:  If you want to install Kafka Connect when deploying a new instance of Kafka, start by using the Add
a Service wizard to add and configure a new Kafka service. Follow the prompts given by the wizard. On
the Assign roles page, assign one or more hosts for the Kafka Connect role. On the Review Changes page
configure the properties detailed in Step 7 and 8 below.

Procedure

1. Select the Kafka service.

2. Go to Instances.

3. Click Add Role Instances.

4. Select hosts for the Kafka Connect role by clicking the Select Hosts box under Kafka Connect.

5. Select one or more host and click Ok.

6. Click Continue.

7. On the Review Changes page configure the Broker List for Kafka Connect property.

Enter a comma-separated list of IP:port or hostname:port pairs of the brokers that Kafka Connect should connect
to. These should be the brokers that are running in the same cluster that Kafka Connect is being deployed on.
While you can specify a single broker, Cloudera recommends that you specify multiple for high availability.

8. Review and modify other configuration properties available on this page, and click Continue.

9. Start the Kafka Connect role.

By default Kafka Connect roles will not start when first added.

a) Select Kafka Connect roles by checking the checkbox next to each role.
b) Click  Actions for Selected>Start .
c) Click Start when prompted.

Results

One or more Kafka Connect roles are deployed and running on your cluster.

What to do next
Configure Streams Messaging Manager for Kafka Connect.

Configuring Streams Messaging Manager for Kafka Connect
Learn how to set up Streams Messaging Manager for monitoring and managing Kafka Connect.
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About this task

Cloudera recommends that you use Streams Messaging Manager (SMM) to manage and monitor Kafka Connect. In
order to do this, first you need to configure SMM so that it can interact with Kafka Connect. Performing the following
steps will enable the Connect view in SMM, which allows you to interact with Kafka Connect through a UI interface.
Performing these steps will also enable you to use the SMM REST API to interact with Kafka Connect.

Procedure

1. Select the Streams Messaging Manager service.

2. Go to Configuration.

3. Find and configure the following properties:

• Kafka Connect Host

Enter the hostname of the machine that the Kafka Connect role is deployed on. If you have multiple instances
of the Kafka Connect role, you can choose to use any of them. Add a single hostname, as configuring multiple
hostnames for high availability is currently not supported.

• Kafka Connect Port

Enter the port that the Kafka Connect role is using. The value of this property has to match the port set in the
kafka.connect.rest.port or kafka.connect.secure.rest.port Kafka property. If the Kafka Connect role is not TLS/
SSL enabled, use the port specified in kafka.connect.rest.port. If TLS/SSL is enabled for the Kafka Connect
role, use the port specified in kafka.connect.secure.rest.port.

• Kafka Connect Protocol

Set this to http if SSL/TLS is not enabled for the Kafka Connect role. Set it to https if SSL/TLS is enabled for
the Kafka Connect role.

4. Click Save.

5. Restart the service.

Results
SMM is configured and is able to manage and interact with Kafka Connect.

What to do next
Go to the SMM UI and access the Connect view from the left column. Alternatively, use the SMM REST API to
interact with Kafka Connect.

Using Kafka Connect

Learn how you can manage, monitor and configure Kafka Connect.

There are multiple ways that you can manage, monitor and configure Kafka connect in CDP. It is important to make
a distinction between the Kafka Connect roles and Kafka Connect connectors as they are managed through different
interfaces.

The Kafka Connect Role

Kafka Connect roles are roles that you can deploy within a Kafka service, they represent Kafka
Connect workers. Because these roles are deployed with and managed by Cloudera Manager, their
management and configuration is done through Cloudera Manager. In other words the connect
workers you deploy will be managed and configured in Cloudera Manager. For more information
see Configuring Kafka Connect and the Cloudera Manager Documentation.

Kafka Connect Connectors

Connectors are not managed by Cloudera Manager, instead multiple other interfaces can be used to
interact with them. These are the following:
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• Streams Messaging Manager UI

The Streams Messaging Manager UI is a recommended interface in CDP to manage connectors.
Comprehensive documentation is provided on the usage of the UI in Monitoring Kafka Connect.

• The Streams Messaging Manager REST API

The Streams Messaging Manager REST API is a recommended interface in CDP to manage
connectors. For more information, see the SMM REST API Reference.

Note:  Both the Streams Messaging Manager UI and Streams Messaging Manager
REST API support the same management actions.

• The Kafka Connect REST API

The Kafka connect REST API can be used to manage connectors. However, its usage is not
recommended by Cloudera, nor is separate documentation provided. For more information, see
the upstream Apache Kafka documentation.

Related Information
Monitoring Kafka Connect

SMM REST API Reference

Apache Kafka Documentation

Configuring the Kafka Connect Role
Learn more about how you can configure the Kafka Connect role as well as its notable properties.

The Kafka Connect role is deployed with and managed by Cloudera Manager. You can view a list of configuration
properties as well as configure them by going to Kafka serviceConfiguration and selecting the Kafka Connect filter
in the Filters pane. Most of the properties available are the standard worker properties defined in upstream Apache
Kafka. However, there are a number of notable properties that you should be familiar with when using Kafka Connect
on CDP. The notable properties are the following:

Broker List for Kafka Connect

These are the brokers Kafka Connect should connect to. You specify the brokers by adding IP:port
or hostname:port pairs. The brokers you specify here should be the brokers that are running in the
same cluster that Kafka Connect is deployed on. While you can specify a single broker, Cloudera
recommends that you specify multiple for high availability.

group.id

The group ID is a unique string that Kafka Connect roles use to form a cluster of connect workers.
This property should always be set to the same string for all Kafka Connect roles that are deployed
in the same cluster. Kafka Connect will not function properly If there is a mismatch between the
group IDs. Therefore, Cloudera recommends that you use the default values for all roles that you
deploy.

plugin.path

The directory where the Kafka Connect connector plugins are stored. This is the directory where
JAR files for custom connectors can be placed. Cloudera recommends that you use the default path
which is /var/lib/kafka.

kafka.connect.rest.port and kafka.connect.secure.rest.port

These are the ports that Kafka Connect API will accept requests on. If the Kafka Connect role is
TLS/SSL enabled, it will use the port specified in kafka.connect.secure.rest.port, if TLS/SSL is not
enabled, it will use the port specified in kafka.connect.rest.port. Take note of the ports as they are
needed when you set up SMM to manage and monitor Kafka Connect.
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A comprehensive list of all properties available for the Kafka Connect role is available in Kafka Properties in
Cloudera Runtime.

Related Information
Kafka Properties in Cloudera Runtime

Managing, Deploying and Monitoring Connectors
Learn more about managing connectors.

You can manage, monitor, deploy and interact with Kafka Connect and Kafka Connect connectors either though the
SMM UI or SMM REST API. For more information see Monitoring Kafka Connect, as well as the SMM REST API
Reference.

Related Information
Monitoring Kafka Connect

SMM REST API Reference

Securing Kafka Connect

Learn how to secure Kafka Connect role instances (workers) as well as the Kafka Connect API.

Configure TLS/SSL Encryption for the Kafka Connect Role
Learn how to configure TLS/SSL encryption for the Kafka Connect role.

About this task

Kafka Connect roles inherit the TLS/SSL configuration of the parent Kafka service. If you are deploying Kafka
Connect roles under a Kafka service that already has TLS/SSL enabled, Cloudera Manager will automatically enable
TLS/SSL for Connect as well. If required however, you can manually enable or disable TLS/SSL.

Procedure

1. In Cloudera Manager, select the Kafka service.

2. Go to Configuration.

3. Find and configure the Enable TLS/SSL for Kafka Connect property.

4. Click Save Changes

5. Restart the service.

Results
TLS/SSL Encryption is configured for the Kafka Connect role.

Configure Kerberos Authentication for the Kafka Connect role
Learn how Kerberos authentication is configured for the Kafka Connect role.

Kafka Connect roles inherit the Kerberos configuration of the parent Kafka service. If you are deploying Kafka
Connect roles under a Kafka service that already has Kerberos enabled, Cloudera Manager will automatically enable
Kerberos for Kafka Connect as well. Other than making sure that the Kafka service’s Kerberos configuration is
correctly set, no additional user action is required.
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Kafka Connect API Security
Learn about Kafka Connect API and how to configure it.

About this task

You can secure the Kafka Connect API by configuring the Kafka Connect roles to require SSL Client authentication.
This can be done by setting the SSL Client Authentication property to required. When set to required, only clients
that pass SSL client authentication will be able to access the Kafka Connect API. As a result, any client that you
would like to give access to should have its certificate added to the Kafka Connect truststore. This includes Streams
Messaging Manager (SMM) as well. Cloudera recommends that in secure environments only SMM is given access to
the Kafka Connect API.

In addition to setting client authentication to required, you may also want to consider setting up a firewall using third
party tools to further secure access to the Kafka Connect API. Note however, that even with a firewall in place and
SSL authentication set to required, if SMM is given access to the Kafka Connect API, then any user that has access
to SMM will be able to interact with the Kafka Connect API. This is due to SMM not enforcing authorization checks
when users are accessing Kafka Connect functionality within SMM. This is true for both the SMM UI and SMM
REST API. As a result, caution is advised even if the Kafka Connect API itself is secured.

Complete the following steps to set SSL Client Authentication to required.

Procedure

1. Select the Kafka Service.

2. Go to Configuration.

3. Find the SSL Client Authentication property.

4. Set the property to required.

Important:

The SSL Client Authentication property is available for both Broker and Connect roles. Make sure that
you are configuring the property for the Kafka Connect role or for the role group that includes your Kafka
Connect roles.

5. Click Save Changes.

6. Restart the service.

Results
Only authenticated clients are allowed to connect to the Kafka Connect API.

What to do next
If you are using SMM to manage and monitor Kafka Connect, and you are not using auto TLS, add SMM’s certificate
to the Kafka Connect truststore.

Connectors

Learn more about the connectors available Runtime.

CDP Runtime comes prepackaged with two Cloudera developed Kafka Connect sink connectors. These are the
following:

• HDFS Sink Connector
• Amazon S3 Sink Connector

In addition, connectors that come packaged with the version of Apache Kafka that is included in Runtime are also
available for use. You can also manually install and use your own connectors.
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Installing Connectors
Learn how to install connectors for use with Streams Messaging Manager.

About this task

Kafka Connect connectors are distributed as:

• A directory of JAR files:

The directory includes the JAR for the connector itself, as well as all its dependencies.
• An uber JAR/FAT JAR/JAR with dependencies file:

This a single JAR file that contains the connector, as well as its dependencies.

In CDP all connectors that do not come prepackaged with the Runtime distribution have to be installed manually.
This is done by making the connector JAR files available on the cluster hosts in a specific location.

Which host?

The connector files have to be made available on all hosts that are running Kafka Connect roles.

What location?

Kafka Connect discovers connectors by looking at a specific directory path on the host machine.
The path it checks is determined by the Kafka Connect role’s  plugin.path property. By default the
plugin.path property is set to /var/lib/kafka. This means that by default any connector placed in this
directory will be discovered by Kafka Connect. Cloudera recommends that you use the default path.

Important:  Steps 1 and 2 have to be carried out on all hosts in the cluster that have Kafka Connect roles
deployed on them.

Procedure

1. Log in to a host that is running a Kafka Connect role.

2. Make the connector files available in or readable from /var/lib/kafka.

There are multiple ways you can achieve this, how you choose to complete this step will largely depend on your
cluster environment. For example:

• You can download or copy the files directly to /var/lib/kafka.
• You can choose to place connector files in a location different from /var/lib/kafka and create symlinks that

point to the location where the connector files are available.

Regardless of what method you choose, this step is considered complete once the connector files are readable
from /var/lib/kafka.

3. Restart all Kafka Connect roles

a) In Cloudera Manager, select the Kafka service.
b) Go to Instances.
c) Select all Kafka Connect instances by checking the checkbox next to each instance.
d) Click Actions for selectedRestart.
e) Click Restart to confirm.

The roles are restarted once a Finished status is displayed.

Results
The connectors are installed and available for use. You are now able to deploy and manage the new connector from
the SMM UI.
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HDFS Sink Connector
Learn more about the HDFS Sink Connector.

The HDFS Sink Connector can be used to transfer data from Kafka topics to files on HDFS clusters. Each partition of
every topic results in a collection of files named in the following pattern:

{topic name}_{partition number}_{end_offset}.{file extension}

For example, running the HDFS Sink Connector on partition 0 of a topic named sourceTopic can yield the following
series of files:

sourceTopic_0_50.avro - for record 0 ~ 50
sourceTopic_0_79.avro - holding record 51 ~ 79
...

The HDFS Sink Connector periodically commits records to final result files. Each commit results in a separate
"chunk" file.

Configuration Example
A simple configuration example for the HDFS Sink Connector.

The following is a simple configuration example for the HDFS Sink Connector. Short descriptions of the properties
set in this example are also provided. For a full properties reference, see the HDFS Sink Connector Properties
Reference.

{
    "connector.class": "com.cloudera.dim.kafka.connect.hdfs.HdfsSinkConnec
tor",
    "tasks.max": 1,
    "key.converter": "org.apache.kafka.connect.storage.StringConverter",
    "value.converter": "com.cloudera.dim.kafka.connect.converts.AvroConve
rter",
    "value.converter.passthrough.enabled": true,
    "value.converter.schema.registry.url": "http://localhost:9090/api/v1",
    "topics": "avro_topic",
    "hdfs.uri": "hdfs://my-host.my-realm.com:8020",
    "hdfs.output": "/topics_output/",
    "output.writer": "com.cloudera.dim.kafka.connect.hdfs.avro.AvroPartitio
nWriter",
    "output.avro.passthrough.enabled": true,
    "hdfs.kerberos.authentication": true,
    "hdfs.kerberos.user.principal": "user_account@MY-REALM.COM",
    "hdfs.kerberos.keytab.path": "/path/to/user_account.keytab",
    "hdfs.kerberos.namenode.principal": "hdfs/_HOST@MY-REALM.COM",
    "hadoop.conf.path": "/etc/hadoop/"
  }

connector.class

Class name of the HDFS Sink Connector.

key.converter

The converter capable of understanding the data format of the key of each record on this topic.

value.converter

The converter capable of understanding the data format of the value of each record on this topic.
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Note:  When the AvroConverter is used, you can specify Schema Registry properties
to be used by the AvroConverter’s Schema Registry client. This is done by adding
the required Schema Registry property as a suffix to the value.converter property. For
example, value.converter.schema.registry.url. Properties defined this way are passed
on to the Schema Registry client used by the AvroConverter.

value.converter.passthrough.enabled

This property controls whether or not data is converted into the Kafka Connect intermediate data
format before writing into an output file. Because in this example the input and output format is the
same, the property is set to true, that is, data is not converted.

value.converter.schema.registry.url

The URL to Schema Registry. This is a mandatory property if the topic has records encoded in Avro
format.

topics

List of topics to consume data from.

hdfs.uri

The URI to the namenode of the HDFS cluster.

hdfs.output

The destination folder on the HDFS cluster where output files will reside.

output.writer

Determines the output file format. Because in this example the output format is Avro, AvroPartitio
nWriter is used.

output.avro.passthrough.enabled

This property has to match the configuration of the value.converter.passthrough.enabled property
because both the input and output formats are Avro.

hdfs.kerberos.authentication

Enables or disables kerberos authentication.

hdfs.kerberos.user.principal

The user principal that the Kafka Connect role will use.

hdfs.kerberos.keytab.path

The path to the kerberos keytab file.

hdfs.kerberos.namenode.principal

The Kerberos principal used by the namenode. This is necessary when the HDFS cluster has data
encryption turned on.

hadoop.conf.path

The path to the hadoop configuration files. This is necessary when the HDFS cluster has data
encryption turned on.

Related Information
HDFS Sink Connector Properties Reference

Amazon S3 Sink Connector
Learn more about the S3 Sink Connector

The S3 connector allows users to stream Kafka data into S3 buckets.

Configuration Example
A simple configuration example for the Amazon S3 Sink Connector.
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The following is a simple configuration example for the Amazon S3 Sink Connector. Short descriptions of the
properties set in this example are also provided. For a full properties reference, see the Amazon S3 Sink Connector
Properties Reference.

{
    "aws.s3.bucket": "bring-me-the-bucket",
    "aws.s3.service_endpoint": "http://myendpoint:9090/",
    "aws.access_key_id": "EXAMPLEID",
    "aws.secret_access_key": “EXAMPLEKEY",
    "connector.class": "com.cloudera.dim.kafka.connect.s3.S3SinkConnector",
    "tasks.max": 1,
    "key.converter": "org.apache.kafka.connect.storage.StringConverter",
    "value.converter": "com.cloudera.dim.kafka.connect.converts.AvroConver
ter",
    "value.converter.passthrough.enabled": true,
    "value.converter.schema.registry.url": "http://schema-registry:9090/api/
v1",
    "topics": "avro_topic",
    "output.storage": "com.cloudera.dim.kafka.connect.s3.S3PartitionStorage"
,
    "output.writer": "com.cloudera.dim.kafka.connect.partition.writers.avr
o.AvroPartitionWriter",
    "output.avro.passthrough.enabled": true
  }

aws.s3.bucket

Target S3 bucket name.

aws.s3.service_endpoint

Target S3 host and port.

aws.access_key_id

The AWS secret key ID used for authentication.

aws.secret_access_key

The AWS secret access key used for authentication.

connector.class

Class name of the Amazon S3 Sink Connector.

tasks.max

Maximum number of tasks.

key.converter

The converter capable of understanding the data format of the key of each record on this topic.

value.converter

The converter capable of understanding the data format of the value of each record on this topic.

Note:  When the AvroConverter is used, you can specify Schema Registry properties
to be used by the AvroConverter’s Schema Registry client. This is done by adding
the required Schema Registry property as a suffix to the value.converter property. For
example, value.converter.schema.registry.url. Properties defined this way are passed
on to the Schema Registry client used by the AvroConverter.

value.converter.passthrough.enabled

This property controls whether or not data is converted into the Kafka Connect intermediate data
format before writing into an output file. Because in this example the input and output format is the
same, the property is set to true, that is, data is not converted.

value.converter.schema.registry.url
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The URL to Schema Registry. This is a mandatory property if the topic has records encoded in Avro
format.

topics

List of topics to consume data from.

output.storage

The S3 storage implementation class.

output.writer

Determines the output file format. Because in this example the output format is Avro, AvroPartitio
nWriter is used.

output.avro.passthrough.enabled

This property has to match the configuration of the value.converter.passthrough.enabled property
because both the input and output formats are Avro.

Related Information
Amazon S3 Sink Connector Properties Reference
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