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The Ozone shell is the primary command line interface for managing storage elements such as volumes, buckets, and
keys.

For more information about the various Ozone command-line tools and the Ozone shell, see https://
hadoop.apache.org/ozone/docs/1.0.0/interface/cli.html.

Depending on whether you are an administrator or an individual user, the Ozone shell commands enable you to
create, delete, view, list, and update volumes. Before running these commands, you must have configured the Ozone
Service ID for your cluster from the Configuration tab of the Ozone service on Cloudera Manager.

Only an administrator can create avolume and assign it to auser. Y ou must assigh administrator privileges to users
before they can create volumes. For more information, see Assigning administrator privilegesto users.

Command Syntax
ozone sh vol ume create --quota=<volu
mecapaci ty> --user=<user nane> URI

Purpose Creates avolume and assignsiit to a user.

Arguments e g, quota: Specifies the maximum size the volume can occupy in
the cluster. Thisis an optional parameter.
e -u, user: The name of the user who can use the volume. The
designated user can create buckets and keys inside the particular
volume. Thisisamandatory parameter.

e URI: The name of the volume to create in the <prefix>://<Service
|D>/<volumename> format.

Example
ozone sh vol unme create --quota=2TB -
-user=usrl o03://ozonel/vol 1

This command creates a 2-TB volume named vol 1 for user usrl. Here,
ozonel is the Ozone Service ID.

Command Syntax
ozone sh vol une del ete URI

Purpose Deletes the specified volume, which must be empty.

Arguments URI: The name of the volume to delete in the <prefix>://<Service ID>/
<volumename> format.

Example
ozone sh volunme delete 03://o0zonel/v
ol 2

This command deletes the empty volume vol2. Here, ozonel isthe
Ozone Service ID.



https://hadoop.apache.org/ozone/docs/1.0.0/interface/cli.html
https://hadoop.apache.org/ozone/docs/1.0.0/interface/cli.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.6/ozone-storing-data/topics/ozone-assign-admin-privileges.html
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Example

ozone sh volume info UR

Provides information about the specified volume.

URI: The name of the volume whose details you want to view, in the
<prefix>://<Service | D>/<volumename> format.

ozone sh volune info 03://ozonel/
vol 3

This command provides information about the volume vol3. Here,
ozonel isthe Ozone Service ID.

ozone sh volume |ist --user <usernam
e> UR

Lists all the volumes owned by the specified user.

e -u, user: The name of the user whose volumes you want to list.

e URI: The Service ID of the cluster in the <prefix>://<Service ID>/
format.

ozone sh volume |ist --user usr2 o3:
// ozonel/

This command lists the volumes owned by user usr2. Here, ozonel is
the Ozone Service ID.

ozone sh vol une setquota --nanespace
- quot a <nanespacecapacity> --space-q
uot a <vol unecapacity> UR

Updates the quota of the specific volume.

e --namespace-quota <namespacecapacity>: Specifies the maximum
number of buckets this volume can have.

e --gpace-quota <volumecapacity>: Specifies the maximum size the
volume can occupy in the cluster.

e URI: The name of the volume to update in the <prefix>://<Service
| D>/<volumename> format.

ozone sh vol ume setquota --nanespace
-quota 1000 --space-quota 10GB /volu
mel

This command sets VOLUMEL namespace quota to 1000 and space
quotato 10GB.

Y ou must assign administrator privileges to users before they can create Ozone volumes. Y ou can use Cloudera

Manager to assign the administrative privileges.
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1. On Cloudera Manager, go to the Ozone service.
2. Click the Configuration tab.
3. Search for the Ozone Service Advanced Configuration Snippet (Safety Valve) for ozone-conf/ozone-site.xml
property.
Specify values for the selected properties as follows:
* Name: Enter ozone.administrators.
* Vaue: Enter the ID of the user that you want as an administrator. In case of multiple users, specify a comma-
separated list of users.
» Description: Specify adescription for the property. Thisisan optional value.
4. Enter a Reason for Change, and then click Save Changes to commit the change.

The Ozone shell commands enable you to create, delete, view, and list buckets. Before running these commands,
you must have configured the Ozone Service ID for your cluster from the Configuration tab of the Ozone service on
Cloudera Manager.

Command Syntax
ozone sh bucket create URI

Purpose Creates a bucket in the specified volume.

Arguments URI: The name of the bucket to create in the <prefix>://<Service ID>/
<volumename>/<bucketname> format.

Example
ozone sh bucket create 03://ozonel/v
ol 1/ buck1

This command creates a bucket buckl in the volume vol1. Here,
ozonel is the Ozone Service ID.

Command Syntax
ozone sh bucket delete URI

Purpose Deletes the specified bucket, which must be empty.

Arguments URI: The name of the bucket to delete in the <prefix>://<Service ID>/
<volumename>/<bucketname> format.

Example
ozone sh bucket create 03://o0zonel/v
ol 1/ buck?2

This command del etes the empty bucket buck2. Here, ozonel isthe
Ozone Service ID.
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Command Syntax
ozone sh bucket info URI

Purpose Provides information about the specified bucket.

Arguments URI: The name of the bucket whose details you want to view, in the
<prefix>://<Service | D>/<volumename>/<bucketname> format.

Example
ozone sh bucket info 03://ozonel/ vol
1/ buck3

This command provides information about bucket buck3. Here, ozonel
isthe Ozone Service ID.

Command Syntax
ozone sh bucket list URl --1ength=<n
unmber of bucket s> --prefix=<bucket p
refix> --start=<starting bucket>

Purpose Listsall the bucketsin a specified volume.
Arguments e -, length: Specifies the maximum number of results to return. The
default is 100.

e -p, prefix: Lists bucket names that match the specified prefix.
e -s, start: Returns results starting with the bucket after the specified
value.

e URI: The name of the volume whose buckets you want to list, in
the <prefix>://<Service |D>/<volumename>/ format.

Example
ozone sh bucket |ist 03://ozonel/vo
2 --length=100 --prefix=buck --start
=buck

This command lists 100 buckets belonging to volume vol2 and names
starting with the prefix buck. Here, ozonel is the Ozone Service ID.

The Ozone shell commands enable you to upload, download, view, delete, and list keys. Before running these
commands, you must have configured the Ozone Service ID for your cluster from the Configuration tab of the Ozone
service on Cloudera Manager.

Command Syntax
ozone sh key get URI <local _file
name>

Purpose Downloads the specified key from a bucket in the Ozone cluster to the
locd file system.




Cloudera Runtime

Managing storage elements by using the command-line interface

Arguments *  URI: The name of the key to download in the <prefix>://<Service
| D>/<volumename>/<bucketname>/<keyname> format.
e filename: The name of the file to which you want to write the key.
Example

ozone sh key get 03://ozonel/hivel/ju
n/sal es.orc sales_jun.orc

This command downloads the sales.orc file from the /hive/jun bucket
and writes to the sales_jun.orc file present in the local file system.
Here, ozonel is the Ozone Service ID.

Uploading a key to a bucket

Command Syntax

ozone sh key put URI <filenanme>

Purpose Uploads afile from the local file system to the specified bucket in the
Ozone cluster.
Arguments *  URI: The name of the key to upload in the <prefix>://<Service
| D>/<volumename>/<bucketname>/<keyname> format.
« filename: The name of the local file that you want to upload.
e -, --replication: The number of copies of the file that you want to
upload.
Example

ozone sh key put 03://ozonel/ hivelye
ar/sal es.orc sales corrected. orc

This command adds the sales_corrected.orc file from the local file
system as key to /hivelyear/sales.orc on the Ozone cluster. Here,
ozonel isthe Ozone Service ID.

Deleting a key

Command Syntax

ozone sh key delete URI

Purpose Deletes the specified key from the Ozone cluster.

Arguments URI: The name of the key to delete in the <prefix>://<Service ID>/
<volumename>/<bucketname>/<keyname> format.

Example

ozone sh key del ete 03://o0zonel/ hive
/jun/sal es_duplicate.orc

This command deletes the sales_duplicate.orc key. Here, ozonel isthe
Ozone Service ID.

Viewing key information

Command Syntax

ozone sh key info URI

Purpose

Providesinformation about the specified key.
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URI: The name of the key whose details you want to view, in the
<prefix>://<Service |D>/<volumename>/<bucketname>/<keyname>
format.

ozone sh key info 03://ozonel/ hive/j
un/ sal es_jun.orc

This command provides information about the sales_jun.orc key. Here,
ozonel isthe Ozone Service ID.

ozone sh key list URI --1length=<nunb
er _of _keys> --prefix=<key_prefix> --
start=<starting_key>

Liststhe keysin a specified bucket.

e |, length: Specifies the maximum number of resultsto return. The
default is 100.

e -p, prefix: Returns keys that match the specified prefix.

e -s, start: Returns results starting with the key after the specified
value.

* URI: The name of the bucket whose keys you want to list, in the
<prefix>://<Service | D>/<volumename>/<bucketname>/ format.

ozone sh key list 03://o0zonel/ hively
ear/ --1ength=100 --prefix=<key_ pref
i x> --start=dayl

This command lists 100 keys belonging to the volume /hivelyear/ and
names starting with the prefix day, but listed after the value day1. Here,
ozonel isthe Ozone Service ID.

Ozone provides S3 Gateway, a REST interface that is compatible with the Amazon S3 API. Y ou can use S3 Gateway

to work with the Ozone storage elements.

In addition, you can use the Amazon Web Services CLI to use S3 Gateway.

After starting Ozone S3 Gateway, you can access it from the following link:

http://1 ocal host: 9878

Note: For the users or client applications that use S3 Gateway to access Ozone buckets on a secure cluster,
Ozone provides the AWS access key ID and AWS secret key. See the Ozone security documentation for more

information.

Ozone S3 Gateway supports both the virtual host-style URL s3 bucket addresses (http://bucketname.host:9878) and
the path-style addresses (http://host:9878/bucketname). By default, S3 Gateway uses path-style addresses.



https://docs.aws.amazon.com/AmazonS3/latest/API/Welcome.html
https://docs.aws.amazon.com/cli/index.html#lang/en_us
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If you want to use virtual host-style URLS, you must set the main domain name in ozone-site.xml.

<property>
<nanme>ozone. s3g. donai n. nane</ name>
<val ue>s3g. i nt er nal </ val ue>

</ property>

Ozone S3 Gateway allows access to buckets through a single volume. The administrator must create this volume
before buckets can be added using S3 Gateway.

Consider the following example:
ozone sh vol une create s3v

Given this setting, all buckets created using the Ozone S3 Gateway will be placed under the volume named s3v.
Y ou can configure the name of the default volume using the ozone.s3g.volume.name property in ozone-site.xml, as
mentioned in the following example:

<property>
<name>ozone. s3g. vol une. nane</ name>
<val ue>s3v</val ue>

</ property>

Y ou can browse the contents of the Ozone buckets by adding ?browser=true to the bucket URL.

For example, you can use the following URL to browse the contents of the Ozone bucket buckoz1:
http://1 ocal host: 9878/ buckoz1?br owser =t r ue

To browse the contents of an aready existing bucket using the Ozone S3 Gateway, create a symbolic link to that
bucket. For example, if you want to use S3 Gateway to access a bucket buckoz2 located in vol2, create the link as
specified before accessing the bucket:

ozone sh bucket |ink /vol 2/buckoz2 /s3v/buck?2

In addition to the GET service operation, Ozone S3 Gateway supports various bucket and object operations that the
Amazon S3 API provides.

The following table lists the supported Amazon S3 operations:
Operations on S3 Gateway

o GET service

Bucket operations

e GET Bucket (List Objects) Version 2
* HEAD Bucket

e DELETE Bucket

e PUT Bucket

10
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» Delete multiple objects (POST)

Object operations
* PUT Object
e GET Object

o DELETE Object
* HEAD Object
e Multipart Upload (Except the listing of the current MultiPart Uploads)

Y ou can use the Amazon Web Services (AWS) command-line interface (CL1) to interact with S3 Gateway and work
with various Ozone storage elements.

Defining an alias for the S3 Gateway endpoint helps you in using a simplified form of the AWS CLI. The following
example shows how you can define an alias for the S3 Gateway endpoint URL:

al i as ozones3api =' aws s3api --endpoint http://Ilocal host: 9878'

The following examples show how you can use the AWS CL1 to perform various operations on the Ozone storage
elements. All the examples specify the alias ozones3api:

11
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The examples assume that you have created the default volume as explained in Default volume for Ozone buckets.

Operations Examples

Creating a bucket

ozones3api create-bucket --bucket bu
ckl

This command creates a bucket buckl.

Adding objects to a bucket

ozones3api put-object --bucket buckl
--key Docl --body ./Docl.nd

This command adds the key Docl containing data from Docl.md to the
bucket buck1.

Listing objectsin a bucket

ozones3api |ist-objects --bucket buc
k1l

This command lists the objects in the bucket buckl. An example output
of the command is as follows:

"Contents": [
{
"Last Modi fied": "2018-

11-02T21: 57: 40. 875Z2",
"ETag": "154119586087

",

" St oraged ass": " STANDA
RD' L)

"Key": "Docl",

"Size": 2845

}
{

"Last Modi fied": "2018-1
1-02T22: 36: 23. 3587",
"ETag": "1541198183358

" St oraged ass": " STANDAR

"Key": "Doc2",
"Size": 5615
}
{

"Last Mbdi fied": "2018-11
-02T21: 56: 47. 370Z",
"ETag": "1541195807370"

" St oraged ass": "STAN
DARD",

"Key": "Doc3",

"Size": 1780

Downloading an object from a bucket

ozones3api get-object --bucket buckl
--key Docl ./Dpcl

This command downloads the key Doc1 from the bucket buckl as a
file Dpcl. An example output of the command is as follows:

12

"Cont ent Type": "application/oc
tet-streant,
"Cont ent Lengt h": 2845,
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The Ozone File System (03fs) is a Hadoop-compatible file system. Applications such as Hive, Spark, YARN, and
MapReduce run natively on 03fs without any modifications.

The Ozone File System resides on a bucket in the Ozone cluster. All the files created through o3fs are stored as keys
in that bucket. Any keys created in the particular bucket without using the file system commands are shown asfiles or
directories on 03fs.

Select the Ozone bucket to configure 03fs and add specific properties to core-site.xml.

1. Select the Ozone bucket on which you want 03fsto reside.
If you do not have a designated volume or bucket for 03fs, create them using the required commands:

ozone sh volune create /vol une
ozone sh bucket create /vol une/ bucket

2. Add the properties fs.03fs.impl and fs.default.name to core-site.xml.

Adding these properties makes the bucket as the default file system for HDFS df s commands and registers the
o3fsfile system type.

<property>
<nanme>fs. 03f s. i npl </ nane>
<val ue>or g. apache. hadoop. fs. ozone. OzoneFi | eSyst enx/ val ue>
</ property>
<property>
<nanme>f s. def aul t FS</ nane>
<val ue>03fs://bucket. vol unme. OzoneSer vi cel d</ val ue>
</ property>

3. Add the ozone-filesystem-hadoop3.jar to the classpath.

export HADOOP_CLASSPATH=/ opt/ ozone/ shar e/ ozonef s/ | i b/ hadoop- ozone-fil esy
st em hadoop3-*. j ar : $HADOOP_CLASSPATH

Ij Note: With Hadoop 2.x, use the hadoop-ozone-filesystem-hadoop2-* .jar.

After setting up 03fs, you can run hdfs commands such as the following on Ozone:

* hdfsdfs-Is/
¢ hdfsdfs-mkdir /users

Now, applications such as Hive and Spark can run on this file system after some basic configuration changes.

Note: Any keysthat are created or deleted in the bucket using methods other than 03fs are displayed as
directories and filesin o3fs.

Configuration options for Spark to work with ofs

13
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The ofsfile system is aflat layout file system that allows Ozone clients to access all the volumes and buckets under
asingleroot. Client applications such as Hive, Spark, YARN, and MapReduce run natively on ofs without any
modifications.

When using of s, Ozone administrators and users can perform various volume and bucket operations with the help of
the Hadoop shell commands such as creating volumes and buckets and using ACL s on the volumes and buckets.

Ozone administrators can create directories under the root and first-level directories using the Hadoop shell. Creating
adirectory under the root is equivalent to creating an Ozone volume. Creating a directory under afirst-level directory
is equivaent to creating a bucket. In addition, Ozone users can create buckets under volumes to which they have the
write access.

In the following example, you create a volume named volumel using the -mkdir command of the Hadoop shell:
ozone fs -nkdir ofs://ozservicel/vol unel/

The equiva ent Ozone command to create avolumeis as follows:
ozone sh volune create 03://ozservicel/ vol unel/

Similarly, the Hadoop shell command for creating a bucket is as follows:
ozone fs -nkdir ofs://ozservicel/vol unel/ bucket 1/

Note: If you use the -mkdir -p command to create volumes and buckets that do not exist, Ozone creates the
specified volumes and buckets.

The ofs root contains a special tmp volume mount for backward compatibility with legacy Hadoop applications that
use the /tmp/ directory. To use the volume mount, the Ozone administrator must first create atmp volume and set its
Access Control List (ACL) to ALL. This administrator needs to perform this process once for every cluster.

The following example shows how to create the tmp volume and assign it the required ACLs:

ozone sh vol une create tnp
ozone sh volume setacl tnp -al world::a

After the administrator has created the tmp volume, each user must initialize their respective tmp bucket once. The
following example shows how to initialize the tmp bucket.

ozone fs -nkdir ofs://ozservicelltnp/

The user can then write to the /tmp/ bucket just as they would to aregular bucket.

Y ou must consider the following when setting Access Control Lists (ACLs) on Ozone volumes and buckets:

14
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e Setting ACLson afirst-level directory except /tmp/ is the same as setting ACLs on avolume.
e Setting ACLs on a second-level directory is the same as setting ACL s on a bucket.
e The ACLson the /tmp/ directory are the same as those on the bucket from which the /tmp/ directory is mapped.

For example, if you map ofs.///tmp/ from o3fs.///tmp/<tmp-bucket-for-current-user>/, the ACLs on ofs.///tmp/<
tmp-bucket-for-current-user>/ are the same as those on 03fs:///tmp/bucketl/.

B Note: The name of auser's bucket under the /tmp/ volume is the MD5 hash of the username.

e You cannot set ACLson theroot (/) becauseit isonly alogical root.

The ofsfile system does not support renaming of volumes and buckets. Any attempt to rename a volume or a bucket
resultsin an exception. Y ou can only rename directories inside a bucket.

For example, of s supports renaming of ofs:///volumel/bucketl/dirl to ofs:///volumel/bucket1/dir2.

When using ofs, Ozone administrators and users can perform various operations on Ozone keys with the help of the
Hadoop shell commands such as creating keys, recursively listing keys, and renaming keys in a bucket.

Y ou must consider the following when creating Ozone keys using ofs:.

* You cannot create files (keys) under the root or the first-level directory (volume) except in the /tmp/ directory.
* You can add keysto the second-level directory (bucket) or lower-level directories.

Y ou must consider the following when using the Is-R command to recursively list Ozone keys under volumes and

buckets:
Running thels-R command... Recursively liststhe following...
For a bucket All the keys that belong to the particular bucket
For avolume All the buckets that belong to the specified volume and the keys
that belong to each bucket
At theroot All the volumes under the root, all the buckets that belong to
each volume, and all the keys that belong to each bucket

Y ou can rename only the keys that belong to a bucket. The of s file system does not allow you to rename the keys
across volumes or buckets.

For example, ofs allows renaming of the key ofs.///volumel/bucketl/keyl.txt to ofs.///volumel/bucket/key2.txt.
However, ofs.///volumel/bucketl/key1.txt cannot be renamed to ofs.///volumel/bucket2/key11.txt.

15
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There are specific options that you must configure to ensure that other CDP components such as Spark and Hive work
with Ozone.

In the case of Spark, you must update a specific configuration property to run Spark jobs with 03fs on a secure
Kerberos-enabled cluster. Similarly, for Hive, you must configure the values of specific properties to store Hive
managed tables on Ozone.

After setting up of s, you can make configuration updates specific to components such as Spark to ensure that they
work with Ozone.

To run Spark jobs with ofs on a secure Kerberos-enabled cluster, ensure that you assign avalid URI by setting the
value of the Spark Client Advanced Configuration Snippet (Safety Valve) property for the spark.conf or the spark-de
faults.conf file through the Cloudera Manager web UI.

For example:

spar k. yarn. access. hadoopFi | eSyst ens=of s: // servi cel/ vol 1/ bucket 1/

Setting up 03fs

If you want to store Hive managed tables with ACID properties on Ozone, you must configure specific propertiesin
hive-site.xml.

Y ou can consider either of the following options to store Hive managed tables with ACID support on Ozone:

» Set the value of the hive.metastore.warehouse.dir property to point to the path of the Ozone directory where you
want to store the Hive tables.

« Set the value of the metastore.warehouse.tenant.colocation property to true. Y ou can then set the MANAGEDL
OCATION of your Hive database to point to an Ozone directory so that the Hive tables can reside at the specified
location.

Note: Dynamic partitioning in Hive with the default settings can generate an unexpected load on the
B filesystem when bulk loading data into tables because Hive creates a number of files for every partition.

To avoid thisissue, consider updating the following properties and tuning them further based on your

requirements: hive.optimize.sort.dynamic.partition and hive.optimize.sort.dynamic.partition.threshol d.

From afilesystem perspective, the recommended values are as follows:

* hive.optimize.sort.dynamic.partition = true
¢ hive.optimize.sort.dynamic.partition.threshold = 0
If you notice that some queries are taking alonger time to complete or failing entirely (usually noticed in

large clusters), you can choose to revert the value of hive.optimize.sort.dynamic.partition.threshold to "-1".
The performance issueisrelated to HIV E-26283.

16


https://issues.apache.org/jira/browse/HIVE-26283

Cloudera Runtime Overview of the Ozone Manager in High Availability

Configuring High Availability (HA) for the Ozone Manager (OM) enables you to run redundant Ozone Managers
on your Ozone cluster and prevents the occurrence of asingle point of failure in the cluster from the perspective of
namespace management. In addition, Ozone Manager HA ensures continued interactions with the client applications
for read and write operations.

Ozone Manager HA involves aleader OM that handles read and write requests from the client applications, and at
least two follower OMs, one of which can take over as the leader in situations such as the following:

» Unplanned events such as a crash involving the node that contains the leader OM.
« Planned events such as a hardware or software upgrade on the node that contains the leader OM.

There are various factors that you must consider when configuring High Availability (HA) for the Ozone Manager
(OM).
 OM HA isautomatically enabled when you set up Ozone on a CDP cluster with at |least three nodes as OM hosts.

* You must define the OM on at least three nodes so that one OM node is the leader and the remaining nodes are the
followers. The OM nodes automatically elect aleader.

The following command lists the OM leader node and the follower nodes:

ozone admin om getservicerol es -id=<ozone service id>

A High Availability (HA) configuration of the Ozone Manager (OM) involves one leader OM node and two or more
follower nodes. The leader node services read and write requests from the client. The follower nodes closely keep
track of the updates made by the leader so that in the event of afailure, one of the follower nodes can take over the
operations of the leader.

The leader commits a transaction only after at least one of the followers acknowledges to have received the
transaction.

Read requests from the client applications are directed to the leader Ozone Manager (OM) node. After receiving an
acknowledgement to its request, the client caches the details of the leader OM node, and routes subsequent requests to
this node.

If repeated requests to the designated leader OM node start failing or fail with a NonLeader Exception, it could mean
that the particular node is no longer the leader. In this situation, the client must identify the correct leader OM node
and reroute the requests accordingly.

The following command lists the OM leader node and the follower nodes:
ozone admi n om getservicerol es -id=<ozone service id>

In the case of write requests from clients, the OM leader services the request after receiving a quorum of
acknowledgements from the follower.

Note: The read and write requests from clients could fail in situations such as afailover event or network
IE failure. In such situations, the client can retry the requests.
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Cloudera Runtime Working with the Recon web user interface

Recon is a centralized monitoring and management service within an Ozone cluster that provides information about
the metadata maintained by different Ozone components such as the Ozone Manager (OM) and the Storage Container
Manager (SCM).

Recon keeps track of the metadata as the cluster is operational, and displays the relevant information through a
dashboard and different views on the Recon web user interface. This information helps in understanding the overall
state of the Ozone cluster.

The metadata that components such as the OM and the SCM maintain are quite different from one another. For
example, the OM maintains the mapping between keys and containers in an Ozone cluster while the SCM maintains
information about containers, DataNodes, and pipelines. The Recon web user interface provides a consolidated view
of al these elements.

Y ou can launch the Recon web user interface from Cloudera Manager. Recon starts its HT TP server over port 9888
by default. The default port is 9889 when auto-TL S is enabled.

1. Go tothe Ozone service.
2. Click Recon Web ULI.

@ @ OZONE-1  sctens-

The Recon web user interface loads in a new browser window.

The Recon web user interface displays information about the Ozone cluster on the following pages: Overview,
DataNodes, and Pipelines. In addition, a separate page displays information about any missing storage containers.

The Overview page displays information about different elements on the Ozone cluster in the form of a consolidated
dashboard. This page |oads by default when you launch the Recon web user interface.

Note: Recon interacts with the Storage Container Manager (SCM), the DataNodes, and the Ozone Manager

B (OM) at specific intervals to update its databases and reflect the state of the Ozone cluster, and then popul ates
the Overview page. Therefore, the information displayed on the Overview page might occasionally not bein
synchronization with the current state of the Ozone cluster because of atime lag. However, Recon ensures
that the information is eventually consistent with that of the cluster.

18



Cloudera Runtime Working with the Recon web user interface
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Recon displays the following information from the SCM and the DataNodes on the Overview page in the form of
cards:

» Health of the DataNodes in the cluster. Clicking this card |oads the DataNodes page.
* Number of pipelinesinvolved in datareplication. Clicking this card loads the Pipelines page.

» Capacity of the cluster. The capacity includes the amount of storage used by Ozone, by services other than Ozone,
and any remaining storage capacity of the cluster.

* Number of storage containersin the SCM. If there are any missing containers reported, the Containers card is
highlighted with ared border. Y ou can then click the card to view more information about the missing containers
on a separate page.

Recon displays following information from the Ozone Manager (OM) on the Overview page:

¢ Number of volumesin the cluster
* Tota number of buckets for all the volumesin the cluster
e Total number of keysfor al the bucketsin the cluster

The DataNodes page displays information about the state of the DataNodes in atabular format. Y ou can load this
page either by clicking the DataNodes tab on the | eft pane or the DataNodes card on the Overview page.

Wpdun b b e g - g by L] e e Py [1 el
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The following columns of the table provide details of the DataNodes:
» Status: The health status of the particular DataNode. The status can be either of the following:

e HEALTHY: Indicates a normal functional DataNode.

* STALE: Indicates that the SCM has not received a heartbeat from the DataNode for a certain period of time
after the previous heartbest.

« DEAD: Indicates that the SCM has not received a heartbeat beyond a certain period of time since receiving the
previous heartbeat. The time period beyond which the DataNode can be categorized as DEAD is configurable.
The default valueis five minutes. Until this threshold is reached, the DataNode isin a STALE state.

« DECOMMISSIONING: Indicates that the DataNode is being decommissioned.
* Hostname: The cluster host that contains the particular DataNode.
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Cloudera Runtime Working with the Recon web user interface

» Storage Capacity: The storage capacity of the particular DataNode. The capacity information includes the amount
of storage used by Ozone, by services other than Ozone, and any remaining storage capacity of the host.

Hovering your mouse pointer over a particular entry displays the detailed capacity information as atoal tip.

2091TB/33 1B

W Ozone Used (14.5 TiB)
Non Ozone Used (4.5 TiB)

B Remaining (11 TiB)

» Last Heartbeat: The timestamp of the last heartbeat sent by the particular DataNode to the SCM.
« PipeinelD(s): The IDs of the pipelines to which the particular DataNode belongs.
» Containers: The number of storage containersinside the particular DataNode.

The Pipelines page displays information about active pipelinesincluding their 1Ds, the corresponding replication
factors and the associated DataNodes. The page does not display any inactive pipelines.

An active pipeline is one that continues to participate in the replication process. In contrast, an inactive pipeline
contains DataNodes that are dead or inaccessible, leading to the removal of its metadata from the Recon database, and
eventually the destruction of the pipeline itself.

The page displays Pipeline information in a tabular format. The following columns provide the required information:

* PipelineID(s): The ID of aparticular pipeline.

* Replication Type & Factor: The type of replication and the corresponding replication factor associated with a
particular pipeline. The replication types are Standalone and Ratis. Accordingly, the default replication factor is
three for Ratis and one for Standalone.

» Status: Specifies whether the particular pipelineis open or closed.

» DataNodes: The DataNodes that are a part of the particular pipeline.
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Cloudera Runtime

Working with the Recon web user interface

» Leader: The DataNode that is elected as the Ratis leader for the write operations associated with the particular

pipeline.

« Lifetime: The period of time for which the particular pipelineis open.
o Last Leader Election: The timestamp of the last election of the leader DataNode associated with this pipeline.

B Note: Thisfield does not show any data for the current release.

« No. of Elections. The number of times the DataNodes associated with the pipeline have elected aleader.

B Note: Thisfield does not show any data for the current release.

There can be situations when a storage container or its replicas are not reported in any of the DataNode reports to
the SCM. Such containers are flagged as missing containers to Recon. Ozone clients cannot read any blocks that are

present in amissing container.

The Containers card on the Overview page of the Recon web user interface is highlighted with ared border in the
case of missing containers. Clicking the card loads the Missing Containers page.
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The page displays information about missing containers in a tabular format. The following columns provide the

required information:




Cloudera Runtime Configuring Ozone to work with Prometheus

« Container ID: The ID of the storage container that is reported as missing due to the unavailability of the container
and its replicas. Expanding the + sign next to a Container I1D displays the following additional information:

* Volume: The name of the volume to which the particular key belongs.
« Bucket: The name of the bucket to which the particular key belongs.
* Key: The name of the key.
« Size: Thesize of the key.
» Date Created: The date of creation of the key.
» Date Modified: The date of modification of the key.
* No of Keys: The number of keysthat were a part of the particular missing container.
« DataNodes: A list of DataNodes that had areplica of the missing storage container. Hovering your mouse pointer

on the information icon shows atool tip with the timestamp when the container replicawas first and last reported
on the DataNode.

Missing Comalners (2]
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Y ou can configure your Ozone cluster to enable Prometheus for real time monitoring of the cluster.

To enable Prometheus to work on your Ozone cluster, use Cloudera Manager to add the Ozone Prometheus role
instance.

1. In Cloudera Manager, go to the Ozone service.
2. Add the Ozone Prometheus role instance to the Ozone service.
For more information about adding role instances using Cloudera Manager, see Adding arole instance.
IS Note: If you do not see Ozone Prometheus in thelist of role instances to configure, it means that therole

instance is not configured correctly. In this situation, the Prometheus logs (/var/log/hadoop-0zone/ozone-
prometheus.log) on the Prometheus instance host show a FileNotFound error.

3. Start the Ozone Prometheus role instance.

For information about starting role instances using Cloudera Manager, see Starting, stopping, and restarting role
instances.

After starting the role instance, the Prometheus Web Ul quick link is added to the Ozone Prometheus page on
Cloudera Manager.

4. Click the Prometheus Web Ul quick link to launch the web user interface on a separate browser window.
The metrics drop-down list displays various metrics from the Ozone daemons.

5. Select any metric from the drop-down list or enter the name of a metric and click Execute.
Click the Graph or Console tab to view further details.
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