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Cloudera Runtime Configuring Ranger KM S High Availability

How to configure Ranger KM S high availability (HA) for Ranger KMS.

Use the following steps to configure high availability for Ranger KM S with an associated keystore database.

1. InClouderaManager, select Ranger KMS, then select Actions > Add Role Instances.

STGUDERA | wuer vepoyment o 2vzrecs 111z |
m Manager Cluster 1

& RANGER_KMS-1 4 30 minutes preceding Feb 25,802 PMUTC ) ] 8

Clusters

Status  Instances  Configuration ~ Comt Links ~
Restart
Hosts
Diagnostics Health Tests Stop 3 30m 1h 2h 6h 12h 1d 7d 30d &~
Audits Ranger KMS Server Health pnal Events ©
"I Add Role Instances I
Charts Healthy RANGER_KMS_SERVER: 1. Concernil
Charts
Total RANGER_KMS_SERVER: 1. Percent healt
Lz'ﬂ Replication or concerning: 100.00%. Rename
{6 Administration Delete 7-45 8 PM
& Private Cloud (20 Status Summary ER_KMS-1, Informational Events 0
Enter Maintenance Mode
Ranger KMS Server 1 Good Health | Events and Alerts ©
Create Ranger Plugin Audit Directory
Hosts 1 Good Health
2
c
§
3
Health History b o
Ranger KMS Server Health Good Feb228:08:49 PM Alerts 0 = Critical Events 0 = Important Events 0

>1 Became Good

o Ranger KMS Server Health Bad Feb 22 8:08:44 PM

>1 Became Bad

2. Onthe Assign Roles page, click Select hosts.
[lof] Vamager Add Role Instances to RANGER_KMS-T

@ Assign Roles
Assign Roles

2 Review Changes
You can specify the role assignments for your new roles here.

You can also view the role assignments by host. IR

Server x 1

I Select hosts I l
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3. On the selected hosts page, select a backup Ranger KM S host. A Ranger KMS (RK) icon appears in the Added
Roles column for the selected host. Click OK to continue.

Note: These steps show how to add one additional backup Ranger KM'S host, but you can use the same
procedure to add multiple Ranger KMS hosts.

2 Hosts Selected X

Select hosts for a new or existing role. The host list is filtered to remove hosts that are not valid candidates; these include hosts that are unhealthy, members of other clusters, or have an
incompatible version of the software installed on them.

Q hc host01, IP ac ck

D Hostname IP Address Cores Physical Memory Existing Roles Added Roles

st 9

17237 88 71 /default 251.6 GiB @ DN
£ TS
G
/default 251.6 GiB @B
© G
Y 1SS
(e}
@ os

B JHS

4. The Assign Roles page is redisplayed with the new backup host. Click Continue.

CDEP Deployment trom 2021-Feb-22 11:12 |

[lol] Fenagor Add Role Instances to RANGER KMS-1

@ Assign Roles
Assign Roles

2 Review Changes
You can specify the role assignments for your new roles here.

You can also view the role assignments by host. VIS

Server x (1 +1 New)

di 5.r0.

Parcels

X Running Commands

@ Support

o admin
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5. Review the settings on the Review Changes page, then click Continue.

LUEE UBPIOYIIENUIONI 2U£1TRV 22 1112 |

cLOUD=RA Add Role Instances to RANGER_KMS- 1

Manager

Assign Roles

Review Changes

Review Changes

& Support

o admin

mmands

Ranger KMS Master Key
Password

ranger.db.encrypt key.password
L
ranger_kms_master_key_password

Ranger KMS DB Auth Type

ranger.ks.db.ssl.auth.type
4 ranger_ks_db_ssl_auth_type

Ranger KMS Database SSL
Certificate File

rangerks.db.ssl certificateFile
4 ranger_ks_db_ss|_certificateFile

Ranger KMS DB SSL Enabled

ranger.ks.db.ssl.enabled
4 ranger_ks_db_ss|_enabled

Ranger KMS DB SSL Required

ranger.ks.db.ssl.required
# ranger_ks_db_ssl_required

Ranger KMS DB SSL Verify
Server Certificate
rangerks.db.ssl.verifyServerCertifi
cate

o
ranger_ks_db_ssl_verifyServerCerti
ficate

Ranger KMS Keystore File

ranger.ks keystore.file
4 ranger_ks_keystore_file

Ranger KMS Keystore
Password

ranger ks keystore.password
% ranger_ks_keystore_password

Ranner KMS Truststare Fila

Ranger KMS Server Default Group (6]

Ranger KMS Server Default Group
@ T-way
Q 2-way

Ranger KMS Server Default Group

() Ranger KMS Server Default Group

() Ranger KMS Server Default Group

() Ranger KMS Server Default Group

Ranger KMS Server Default Group

Ranger KMS Server Default Group

|

Ranaer KMS Server Default Groiin

Back
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6. The new role instance appears on the Ranger KM S page. If the new Ranger KM S instance was not started by the
wizard, you can start the service by clicking Actions > Start in the Ranger KM S service.

CLOUD=RA | vuerL M0m 2uz1-reD-22 1114 |
Manage: Cluster 1

EEE @ RANGER_KMS-1  sctens-

£ Clusters

e Gl Status  Instances  Configuration =~ Commands  Charts Library  Audits  Quick Links v

[ This entity is currently running with an outdated configuration. Restart the service (or the instance) for the changes to take effect

i Q @ Filters Last Updated: Feb 23, 8:24:09 PMUTC £
Actions for Selected v Add Role Instances Role Groups
A Replication Filters
D Status Role Type State Hostname Commission State Role Group
{§} Administration STATUS
st d ] D o Ranger KMS Stopped Pl Commissioned Ranger KMS
& Private Cloud (I3 o Server site Server Default
Good Health 1 g
Group
COMMISSION STATE
D Ranger KMS Started with d Commissioned Ranger KMS
MAINTENANCE MODE Server Outdated 1 site Server Default
RACK ID Configuration Group
ROLE GROUP 1-20f2
ROLE TYPE
STATE

HEALTH TEST
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7. In Cloudera Manager, select the Ranger service, click Ranger Admin Web Ul, then log in asthe Ranger KMS
user (the default credentials are keyadmin/admin123). Click the Edit icon for the cm_kms service, then update the
KMS URL property.

¢ Addthe new KM S host using the following format:

kms://http@<kms_host1>;http@<kms_host2>:<kms_port>/kms
e Thedefault port is 9292. For example:

kms://http@kms_host1;http@kms_host2:9292/kms
e |f SSL isenabled, use https and port 9494. For example:

kms://http@kms_host1;http@kms_host2:9494/kms
Click Test Connection to confirm the settings, then click Save to save your changes.

“%"" Rangef U Access Manager [ Audit & Encryption %+ Settings .?‘ keyadmin ~
Edit Service

Service Details :

Service Name *

Display Name

Description

Active Status

Select Tag Service

Config Properties :

cm_kms

cm_kms

KMS repo

@ Enabled (O Disabled

KMS URL *

Username *

Password *

Add New Configurations

Test Connection

t.hwx.site;http@eiin ™ 5kms-2.dwein ™ “Skms.root.hwy
keyadmin
Name Value
cluster.name Cluster 1 n
policy.download.auth.users keyadmin,rangerkms n
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8. In ClouderaManager click the Ranger KM S service, then select Actions > Create Ranger Plugin Audit Directory.

CLOUD=
Manager

& Clusters

£ Hosts
Diagnosti
Audits
Charts
Replication
Administration

Private Cloud [N&&

Cluster 1

@ @ RANGER_KMS-1

Status  Instances  Configuration ~ Comt

Health Tests

@ Ranger KMS Server Health
Healthy RANGER_KMS_SERVER: 1. Concernin¢
Total RANGER_KMS_SERVER: 1. Percent healt

or concerning: 100.00%.

Status Summary

Ranger KMS Server @ 1 Good Health

Hosts @ 1 Good Health

Health History

o Ranger KMS Server Health Good
>1 Became Good

o Ranger KMS Server Health Bad

>1 Became Bad

| UUEF Ueployment Irom 2uZ1-Jan-2o 1251 |

44 30 minutes preceding Jan 25, 10:24 PM UTC %
Links ~
Restart
3 30m 1h 2h 6h 12h 1d 7d 30d &~
Stop

onal Events @
Add Role Instances

Rename
Delete

0PM 10:15

ER_KMS-1, Informational Events 0
Enter Maintenance Mode

t Events and Alerts @
Create Ranger Plugin Audit Directory

events.

0PM 10:15

9:43:19 PM ¢ Alerts 0 = Critical Events 0 = Important Events 0

9:43:13PM  }
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9. In Cloudera Manager, select Ranger KMS, then click Configuration.

a) Usethe Add (+) iconsfor the Ranger KMS Server Advanced Configuration Snippet (Safety Vave) for conf/
kms-sitexml property to add the following properties, then click Save Changes.

hadoop.kms.authenti cati on.zk-dt-secret-manager.enable = true
hadoop.kms.authentication.zk-dt-secret-manager.zkConnectionString = <Zookeeper hostname>:2181

Note: Inacluster with multiple ZK hosts, include them as a comma-seperated list.
For example: hadoop.kms.authenti cation.zk-dt-secret-manager.zkConnectionString =
<ZK_hostnamel>:2181,<ZK _hostname2>:2181,....,<ZK_hosthameN>:2181 .

hadoop.kms.authenti cati on.zk-dt-secret-manager.znodeWorkingPath = <provide a znode working path
other than /zkdtsm to avoid collision>

For example:
hadoop.kms.authentication.zk-dt-secret-manager.znodeWorkingPath = testzkkms
IE Note: Do not put aleading slash at the beginning of the znode working path.

hadoop.kms.authentication.zk-dt-secret-manager.zkAuthType = sasl
hadoop.kms.authentication.zk-dt-secret-manager.kerberos.keytab = {{ CMF_CONF_DIR}}/
ranger_kms.keytab

M CLOUD=RA
Manager Status  Instances  Configuration ~ Commands ~ Charts Library ~ Audits  Quick Links ~

Q Ranger KMS Server Advanced Configuration Snippet (Safety Valve) for conf/kms-site.xml @filters  Role Groups  History and Rollback
Filters Clear All Show All Descriptions
Ranger KMS Server Advanced Configuration Ranger KMS Server Default Group ' Undo o]
SCOPE Snippet (Safety Valve) for conf/kms-site.xml ——
8 conf/kms-site.xm_role_safety_valve
[ Name l hadoop.km: k-dt-secret enable ‘ mo
Ranger KMS Server 1
Value I true ‘
CATEGORY Clear
Advanced 1 pa . [ ‘
Database 0
Logs 0
Main 0 (O Final
Monitoring 0
Performance 0
Ports and Addresses 0 Name l hadoop.km: k-dt-secret: KC ‘ e
Resource Management 0
Security 0 -
Stacks Collection 0 Value l inapins™ - Sinn. 3 dinagin” <& wxsite:2181 ‘
STATUS Description [ ‘
O Error 0
Warning 0 O Final
Edited 1
Non-default 1
Has Overrides 0 Name hadoop.km: k-dt-secret ‘ Te
Value [ testzkkms |
Description I \
[ Final
Name hadoop.km Kdt-secret ZkAuthType | me
Value I sasl \
Description I ‘
[ Final
Name [ hadoop.km: dt-secret kerberos keytab ] me
Commands
Value I {{CMF_CONF_DIR}}/ranger_kms keytab ‘
Description ‘ ‘

admin

1 Edited Value Reason for change: | Modified Ranger KMS Server Advanced Configuration Snippet (Safety Valve) for con ‘ Save Changes (CTRL+S)

10
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10. Update the following Ranger KM S configuration properties, then click Save Changes.
» hadoop.kms.authentication.signer.secret.provider = zookeeper
« hadoop.kms.authentication.signer.secret.provider.zookeeper.auth.type = sad

CLOUDZRA l CDEP Deployment trom 2021-Feb-22 11:12 J
Manager Cluster 1

@ RANGER_KMS-1  Actions~

Feb 25, 7:06 PM UTC

Clusters Status  Instances  Configuration =~ Commands  Charts Library ~ Audits  Quick Links v

g
& Hosts
@
(O

Diagnostics Q_hadoop.kms.authentication.signer.secret.provider @Filters  Role Groups History and Rollback
FHterS Show All Descriptions
Charts Hadoop KMS Authentication ~ Ranger KMS Server Default Group 'O Undo ®©
SCOPE Signer Secret Provider
51 . O random
2 Replication hadoop.kms.authentication.signer.
RANGER_KMS-1 (Service-Wide) 0 secret.provider O string
{8y Administration Ranger KMS Server 3 L
hadoop_kms_authentication_signe @ zookeeper
& Private Cloud CE3 CATEGORY r_secret_provider
Advanced 0 Hadoop KMS Authentication ~ Ranger KMS Server Default Group (6]
Database 0 Signer Secret Provider )
Logs 0 Zookeeper Path /hadoop-kms/hadoop-auth-signature-secret
Main 3 hadoop.kms.authentication.signer.
Monitoring 0 secret.provider.zookeeper.path
Performance 0 L
Ports and Addresses 0 hadoop_kms_authentication_signe
Resource Management 0 r_secret_provider_zookeeper_path
Security 0
Stacks Collection 0 Hadoop KMS Authentication =~ Ranger KMS Server Default Group 'O Undo ®
Signer Secret Provider 0
none
Zookeeper Auth Type
STATUS perAuth Typ
hadoop.kms.authentication.signer. O kerberos
© Error 0 secret.provider.zookeeper.auth.typ @ sasl
Warning 0 e
@
Edited 2 i )
hadoop_kms_authentication_signe
Non-default 2
r_secret_provider_zookeeper_auth_
Has Overrides 0

type
X Running Commands

@ Support

PerPage’Tv‘ 1-250f 142
o admin

2 Edited Values Reason for change: | Modified Hadoop KMS Authentication Signer Secret Provider, Hadoop KMS Authe ‘ Save Changes (CTRL+S)

11
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11. Verify that the hadoop.kms.cache.enable property is set to the default value of true (the check box is selected).

| CDEP Deployment from 2021-Feb-22 11:12 |

CLOUD=RA
Manager Cluster 1

@ RANGER_KMS-1  actions ~ Feb 25, 9:39 PM UTC

Clusters Status  Instances  Configuration ~ Commands  Charts Library ~ Audits  Quick Links v
Hosts
Diagnos Q hadoop.kms.cache.enable @ Filters  Role Groups History and Rollback
Audits
Fi|ters Show All Descriptions
Charts Hadoop KMS Cache Enable Ranger KMS Server Default Group ®
o SCOPE hadoop kms.cache.enable
2! Replication @ hadoop_kms_cache_enable
RANGER_KMS-1 (Service-Wide) 0
{0 Administration Ranger KMS Server 1
& Private Cloud (D CATEGORY PerPage| 25 1-250f 142
Advanced 0
Database 0
Logs 0
Main 1
Monitoring 0
Performance 0
Ports and Addresses 0
Resource Management 0
Security 0
Stacks Collection 0

STATUS

© Error
Warning
Edited
Non-default
Has Overrides

Parcels

oo o oo

Running Commands

Support

admin

12



Cloudera Runtime

Configuring Ranger KM S High Availability

12. Click the Stale Configuration Restart icon.

CLOUD=RA
m Manager

Clusters

Hosts

Diagnostics

Audits

Charts

Replication
{§} Administration

& Private Cloud [0

Parcels
X Running Commands
& Support

o admin

7.3.0

Cluster 1

@ RANGER_KMS-1

Stale Configuration: Restart
Status Instances  Configuration ~ Comm| needed 3 Quick Links ~

CDEP Deployment from 2021-Feb-22 11:12

Actions v Feb 25, 9:41 PM UTC

Q hadoop.kms.cache.enable

} @ Filters  Role Groups History and Rollback

Filters

SCOPE

RANGER_KMS-1 (Service-Wide) 0

Ranger KMS Server

CATEGORY

Advanced

Database

Logs

Main

Monitoring
Performance

Ports and Addresses
Resource Management
Security

Stacks Collection

STATUS

© Error
Warning
Edited
Non-default
Has Overrides

1

©O o oooo-=o0o0oo

© oo oo

Show All Descriptions
Hadoop KMS Cache Enable Ranger KMS Server Default Group ®

hadoop.kms.cache.enable
% hadoop_kms_cache_enable

Per Page| 25 v‘ 1-250f 142

13. On the Stale Configurations page, click Restart Stale Services.
14. On the Restart Stale Services page, select the Re-deploy client configuration checkbox, then click Restart Now.
15. A progress indicator page appears while the services are being restarted. When the services have restarted, click

Finish.

Use the following steps to configure high availability for Ranger KM S with Key Trustee Server as the backing key

store.

13
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1. In Cloudera Manager, select Ranger KMS KTS, then select Actions > Add Role Instances.

et o) | CDEP D from 2021-Feb-2213:32 |
€ Vanager Cluster 1
[ searcn ] ® © RANGER_KMS_KTS-1 4 30 minutes preceding Feb 26, 6:45 PMLUTC 1> 1w
& Clusters
Status  Instances  Configuration =~ Commands
= Ho! Restart
%® Diagnostics Create Backup
30m 1h 2h 6h 12h 1d 7d 30d &~
Health Tests Stop
i Charts @ Ranger KMS Server with KTS Health s0
] Rey on Healthy RANGER_KMS_SERVER_KTS: 1. Concerning
£ Administration RANGER_KMS_SERVER_KTS: 0. Total RANGER_KMS_SER
Percent healthy: 100.00%. Percent healthy or concerning: Rename
& Pri Cloud (&
Delete o
06:30
Status Summary [S1, Informational Events 0
Enter Maintenance Mode
Ranger KMS Server @ 1 Good Health 1d Alerts @
with KTS Create Ranger Plugin Audit Directory
Hosts © 1 Good Health Ranger KMS ACL import

@ I
. 06:30
Health History
Alerts 0 Critical Events 0 == Important Events 0
° > Feb 22 10:20:27 PM
Ranger KMS Server with KTS Health Good

1 Became Good

o Ranger KMS Server with KTS Health Bad  kqp, 22 10:20:22 PM
@ admin >1 Became Bad

2. Onthe Assign Roles page, click Select hosts.

= CUEF Deployment Trom ZUZ1-Fep-22 13:32
€ Voo Add Role Instances to RANGER_KMS_KTS-1

@ Assign Roles
Assign Roles

2 Review Changes
You can specify the role assignments for your new roles here.

You can also view the role assignments by host. [VEEVAEER

Ranger KMS Server with KTS x 1

ISeIecI hosts I ‘

14
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3. On the selected hosts page, select a backup Ranger KMS KTS host. A Ranger KMS KTS (RK) icon appearsin the
Added Roles column for the selected host. Click OK to continue.

Note: These steps show how to add one additional backup Ranger KMS KTS host, but you can use the
same procedure to add multiple Ranger KMS KTS hosts.

2 Hosts Selected X

Select hosts for a new or existing role. The host list is filtered to remove hosts that are not valid candidates; these include hosts that are unhealthy, members of other clusters, or have an
incompatible version of the software installed on them.

QEnt
G Hostname IP Address Rack Cores Physical Memory Existing Roles Added Roles
[J dn 17087 438 1 /default 32 251.6GiB (JAS B CCS 4G 4 HB.. 4 RS & DN
1. M- x.site @G 6 ©6 4 1D 8 KB R KC
KK &M™ [N} s @RA  @RT
@ RU SRS %7 G o6 B sM.. & sMm..
@SR.. @SR. 86 e ZNM e 7S
- @ & ® N 3 Q
& Es 1o Q &
i}
ivisks ™" Rlemsialeis 17 09  /default 32 503.6GIB 4\ M @B @ NN @ NF.. @SNN €6 D RK...
] S & HMS © 6 ©HS2 LB @ HS KR

Yl1cs  YIss G & KB & KC % LHBI
LTS e @AP @ES @HM @RM

4. The Assign Roles pageis redisplayed with the new backup host. Click Continue.

CDEP Deployment from 2021-+eb-22 13:32

- [t Add Role Instances to RANGER_K

@ Assign Roles
Assign Roles

2 Review Changes
You can specify the role assignments for your new roles here.

You can also view the role assignments by host. BVEIE:AEIE

Ranger KMS Server with KTS x (1 +1 New)

iy 5-3.d mskts..

o admin

15
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5. Review the settings on the Review Changes page, then click Continue.

CLOUD=RA
% Manager

%

&B Running Commands

o admin

Add Role Instances to RANGER_

Assign Roles

Review Changes

CUEP

Ueployment from 2UZ1-+ep-z2 13:32_|

Review Changes

KMS_KTS-1

Key Trustee Server Auth Code Ranger KMS Server with KTS Default Group ®
cloudera.trustee keyproviderauth [~ ‘
Active Key Trustee Server Ranger KMS Server with KTS Default Group ®
cloudera.trustee keyproviderhostn [~ § ) ‘
ame-ACTIVE kts-cdep-server-1.vpc.cloudera.com
Passive Key Trustee Server Ranger KMS Server with KTS Default Group + ®
cloudera trustee keyprovider.hostn § § ) ]
ame-PASSIVE kts-cdep-server-2.vpc.cloudera.com
Key Trustee Server Org Name Ranger KMS Server with KTS Default Group o
cloudera.trustee keyprovider.org s ‘
Key Trustee Server Key Ranger KMS Server with KTS Default Group o
Provider Pool Timeout

5 j minute(s) v
cloudera trustee. pool.a (
bandoned.timeout
Key Trustee Server Key Ranger KMS Server with KTS Default Group ®
Provider Max Connections (
cloudera.trustee. ider.pool.
max
Key Trustee Server Key 0]

Provider Pool Max Idle

Ranger KMS Server with KTS Default Group

2 ]

cloudera.trustee. pool

may idle

6. The new role instance appears on the Ranger KMS KTS page. If the new Ranger KM S with KTS instance was not
started by the wizard, you can start the service by clicking Actions > Start in the Ranger KMS with Key Trustee

Server service.

CLOUD=RA
Manager

& Clusters
& Hosts

% Diagnosti

2] Replication
£ Admi ation

& Private Cloud (&

® Support

o admin

Cluster 1

@ @ RANGER_KMS_KTS-1

Status  Instances

This entity is currently running with an outdated con

Configuration

| CDEP Deployment from 2021-Feb-22 13:32 |

Start

Commands
Restart

Create Backup

Stop
Q Add Role Instances
Actions fo
Filters Rename
O sta Hostname

STATUS Delete

Stopped O dhoyle715kmskts-

Good Health Enter Maintenance Mode 3.dhoyle715kmskts.root.hwx.site
COMMISSION STATE O Create Ranger Plugin Audit Directory dhoyle715kmskts-

MAINTENANCE MODE

RACK ID

ROLE GROUP

ROLE TYPE

STATE

HEALTH TEST

Ranger KMS ACL import

o

nce) for the changes to take effect.

vunmyuraun

2.dhoyle715kmskts.root hwxsite

Last Updated: Feb 26,7:16:40 PMUTC &

Add Role Instances Role Groups

Commission State

Commissioned

Commissioned

Role Group

Ranger KMS
Server with KTS
Default Group

Ranger KMS
Server with KTS
Default Group

1-20f2

16
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7. If necessary, synchronize the KMS KTS private key.
Check the catalina.out file in the Ranger KMS KTS log directory for the following error:

java.io. | OException: Unable to verify private key match between KMS hosts.
Verify private key files have been synced
between all KMS hosts. Aborting to prevent data inconsistency.

To determine whether the KMS KTS private keys are different, compare the MD5 hash of the private keys. On
each Ranger KMS KTS hosgt, run the following command:

md5sum / var/ | i b/ kns- keyt rust ee/ keyt r ust ee/ . keytr ust ee/ secri ng. gpg

If the output is different on both instances, Cloudera recommends following security best practices and
transferring the private key using offline media, such as aremovable USB drive. For convenience (for example,
in a development or testing environment where maximum security is not required), you can copy the private key
over the network by running the following rsync command on the original Ranger KMS KTS host:

rsync -zav /var/lib/kmns-keytrustee/keytrustee/.keytrustee root @tkns02. e
xanpl e.com /var/|i b/ kms- keyt rust ee/ keyt rust ee/ .

8. Restart the Ranger KMSKTS service.

17



Cloudera Runtime Configuring Ranger KM S High Availability

9. In Cloudera Manager, select the Ranger service, click Ranger Admin Web Ul, then log in asthe Ranger KMS
user (the default credentials are keyadmin/admin123). Click the Edit icon for the cm_kms service, then update the
KMS URL property.

¢ Addthe new KM S host using the following format:

kms://http@<kms_kts_host1>;http@<kms_kts_host2>:<kms_port>/kms
e Thedefault port is 9292. For example:

kms://http@kms_kts_host1;http@kms_kts_host2:9292/kms
e |f SSL isenabled, use https and port 9494. For example:

kms://http@kms_kts host1;http@kms_kts host2:9494/kms
Click Test Connection to confirm the settings, then click Save to save your changes.

‘ﬁ" Ranger U Access Manager O Audit & Encryption %+ Settings l’l keyadmin

Active Status @ Enabled O Disabled
Select Tag Service
Config Properties :

KMSURL™ g yier ionmsnts-3.dhioyier 1oRisnts ot in.site:9292/kms
Username * keyadmin
Password *

Add New Configurations Name Value

policy.download.auth.users keyadmin,rangerkms n

Test Connection

e -

18



Cloudera Runtime Configuring Ranger KM S High Availability

10. In Cloudera Manager click the Ranger KMS KTS service, then select Actions > Create Ranger Plugin Audit

Directory.
U | CDEPD from 2021-Feb-2213:32 |
€ Vanager Cluster 1
& Clusters
Status  Instances  Configuration Commands
Restart
Diagnostics | Create Backup L
dits ‘ This entity is currently running with an outdated con Stop nce) for the changes to take effect.
il Charts
l Q r | Last Updated: Feb 26, 8:05:32 PMUTC

Add Role Instances

Actions fo LCCREAGNEGEEEE | Role Groups

€ Replication

# Administration

Filters Rename
& Private Cloud (N& O sta Hostname Commission State Role Group
STATUS Delete
oyle. mskts- ommissione: anger
Good Health 2 dhoyle715kmski C d R KMS
Enter Maintenance Mode 3.dhoyle715kmskts.root.hwx.site Server with KTS
COMMISSION STATE Default Group
MAINTENANCE MODE 0 Create Ranger Plugin Audit Directory  4oyle715kmskts- Commissioned Ranger KMS
RACK ID Ranger KMS ACL import 2.dhoyle715kmskts.root.hwx.site Server with KTS
nro Cunmyurauon Default Group
ROLE GROUP
ROLE TYPE 1-20f2
STATE

HEALTH TEST

&8 Running

o admin
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Configuring Ranger KM S High Availability

11. In Cloudera Manager, select Ranger KMS KTS, then click Configuration.
Usethe Add (+) icons for the Ranger KMS Server with KTS Advanced Configuration Snippet (Safety Valve)

a)

for conf/kms-site.xml property to add the following properties, then click Save Changes.

 hadoop.kms.authenti cation.zk-dt-secret-manager.enable = true
» hadoop.kms.authenti cati on.zk-dt-secret-manager.zkConnectionString = <Zookeeper hostname>:2181
» hadoop.kms.authentication.zk-dt-secret-manager.znodeWorkingPath = <provide a znode working path

other than /zkdtsm to avoid collision>

For example:

hadoop.kms.authentication.zk-dt-secret-manager.znodeWorkingPath = testzkkms

IE Note: Do not put aleading slash at the beginning of the znode working path.

» hadoop.kms.authentication.zk-dt-secret-manager.zkAuthType = sasl

» hadoop.kms.authentication.zk-dt-secret-manager.kerberos.keytab = {{ CMF_CONF_DIR}}/
ranger_kms_kts.keytab

CLOUDZ=RA
% Manager

& Clusters.

Status  Instances

© @ RANGER_KMS_KTS-1

Configuration

Commands

Actions ~

Charts Library ~ Audits

Q Ranger KMS Server with KTS Advanced Configuration Snippet (Safety Valve) for conf/km

Filters

SCOPE

RANGER_KMS_KTS-1 (Servic.
Ranger KMS Server with KTS

CATEGORY

Advanced
Logs

Main

Monitoring
Performance

Ports and Addresses
Resource Management
Security

Stacks Collection

STATUS

© Error

A Warning
Edited
Non-default
Has Overrides

0
1

cooocoocoooo -

o= osoo

Quick Links ~

@Filters  Role Groups

Ranger KMS Server with KTS  Ranger KMS Server with KTS Default Group 'O Undo

Advanced Configuration
Snippet (Safety Valve) for

conf/kms-site.xml flame

Value

Description

Name

Value

Description

Name

Value

Description

Name

Value

Description

Name

Value

History and Rollback

Feb 27, 8:57 PMUTC

Show All Descriptions

©
View as XML
hadoop.km: k-dt-secret- nable ‘ we
l true J
(3 Final
‘ hadoop km! ed C | mo
ld - % T site:2181 ‘
O Final
| hadoop km K-dt-secret- | me
l testzkkms |
O Final
hadoop.km: k-dt-secret- kAuthType ‘ we
[ sasl ‘
O Final
[ hadoop.km ed Kerberos keytab | mo

I {{CMF_CONF_DIR}}/ranger_kms.kts.keytab

[

1 Edited Value Reason for change: | Modified Ranger KMS Server with KTS Advanced Configuration Snippet (Safety Valve.

1

l Save Changes (CTRL+S)
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Configuring Ranger KM S High Availability

12. Update the following Ranger KM S configuration properties, then click Save Changes.

» hadoop.kms.authentication.signer.secret.provider.zookeeper.auth.type = sadl

CLOUD=
& Manager

& Clusters

< Diag

) Replication

£ Admi
& Private

RA

Jommands

L [»)
gsCOU

=ZRA

Manager

& Clusters

% Administration

& Priva

£ Running

port

@ admin

o

ommands

Cluster 1

Status  Instances  Configuration

| CDEP Deployment from 2021-Feb-22 13:32 }

© @ RANGER_KMS_KTS-T  sctons -

Commands  Charts Library ~ Audits  Quick Links ~

Feb 27, 9:45 PM UTC

Q hadoop kms.authentication.signer.secret.provider.zookeeper.auth.type @fFilters  Role Groups History and Rollback

Filters

SCOPE

RANGER_KMS_KTS-1 (Servic.
Ranger KMS Server with KTS

CATEGORY

Advanced

Logs

Main

Monitoring
Performance

Ports and Addresses
Resource Management
Security

Stacks Collection

STATUS

O Error
A Warning
Edited
Non-default
Has Overrides

0
1

coocooco-oo

o= =00

Hadoop KMS Authentication ~ Ranger KMS Server with KTS Default Group 'O Undo
Signer Secret Provider
Zookeeper Auth Type O none
hadoop kms.authentication.signer. () Kerberos
t.provid ki th.t
:ecre providerzookeeperauthtyp @ o)

Show All Descriptions

(0]

PerPage| 25 vl 1-250f115

1 Edited Value Reason for change: [ Modified Hadoop KMS Authentication Signer Secret Provider Zookeeper Auth Type

Cluster 1

CDEP Deployment from 2021-Feb-22 13:32

© @ RANGER_KMS_KTS-T  Actons -

Stale Configuration: Restart
Status  Instances  Configuration ~ Commands (| needed Links ~

Q hadoop.kms.authentication.signer.secret provider.zookeeper.auth.type @filters  Role Groups  History and Rollback

Filters

SCOPE

RANGER_KMS_KTS-1 (Servic.
Ranger KMS Server with KTS

CATEGORY

Advanced

Logs

Main

Monitoring
Performance

Ports and Addresses
Resource Management
Security

Stacks Collection

STATUS

O Error
A Warning
Edited
Non-default
Has Overrides

0
1

cocooocoo-o0o0

o —-ooo

Hadoop KMS Authentication ~ Ranger KMS Server with KTS Default Group *
Signer Secret Provider

Zookeeper Auth Type O none

hadoop.kms.authentication.signer. (O kerberos
secret.provider.zookeeper.auth.typ

N @ sasl

14. On the Stale Configurations page, click Restart Stale Services.
15. On the Restart Stale Services page, select the Re-deploy client configuration checkbox, then click Restart Now.

‘ Save Changes (CTRL+S)

Feb 27, 9:48 PM UTC

Show All Descriptions

®

PerPage| 25 1-250f 115
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Cloudera Runtime Overriding custom keystore alias on a Ranger KM S Server

16. A progress indicator page appears while the services are being restarted. When the services have restarted, click
Finish.

Use this procedure to override the custom keystore alias on a Ranger KMS server.

The custom keystore alias may need to be overridden in the following scenarios:

e User hasmanually enabled TLS/SSL during fresh installations of Ranger KM S and Ranger KM S with Key
Trustee Server (KTS), and the keystore aias was hot added to the hostname.

e User has upgraded from CDP-DC 7.0.3 with Key Trustee KM S and Ranger to CDP-DC 7.1.1 (where Ranger
KMSwith KTSis added during the upgrade) in a TLS/SSL environment in which TLS/SSL was manually
enabled, and the keystore alias was not added to the hostname.

1. In Cloudera Manager, select Ranger KM S > Configuration, and and search for
ranger.service.https.attrib.keystore keyalias to set the custom alias value for the Ranger KM S Server TLS/SSL
Keystore File Alias configuration parameter.

2. Click Save Changes.

3. Restart the Ranger KM S service.

1. In Cloudera Manager, select Ranger KM S > Instances and select Ranger KMS Server role > Configuration. Use
the Add (+) icons for the Ranger KMS Server Advanced Configuration Snippet (Safety valve) for conf/ranger-
kms-site.xml property to add the following property:

ranger.service. https.attrib. keystore. keyali as = <expected al i as>

This overrides the configuration on the host on which the current Ranger KM S Server roleis available.

2. Repesat Step 1 for all the other Ranger KM S Servers to override the configuration by using the Ranger KMS
Server Advanced Configuration Snippet (Safety valve) for conf/ranger-kms-site.xml property.

3. Restart the Ranger KM S service.

Note: When high-availability has been enabled for Ranger KMS, the keystore may not have the same

E aliasfor different KMS instances. In such cases, use FQDN asthe alias or add the custom key dias
configuration in the Ranger KM'S Server Advanced Configuration Snippet (Safety valve) for conf/ranger-
kms-site.xml property of each host.
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