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Hive access authorization

As administrator, you need to understand that the Hive default authorization for running Hive queriesisinsecure and
what you need to do to secure your data. Y ou heed to set up Apache Ranger.

To limit Apache Hive access to approved users, Cloudera recommends and supports only Ranger. Authorization isthe
process that checks user permissions to perform select operations, such as creating, reading, and writing data, as well
as editing table metadata. Apache Ranger provides centralized authorization for al Cloudera Runtime Services.

Y ou can set up Ranger to protect managed, ACID tables or external tables using a Hadoop SQL policy. You can
protect external table data on the file system by using an HDFS policy in Ranger.

Preloaded Ranger Policies

In Ranger, preloaded Hive policies are available by default. Users covered by these policies can perform Hive
operations. All users need to use the default database, perform basic operations such as listing database names, and
query the information schema. To provide this access, prel oaded default database tables columns and information_
schema database policies are enabled for group public (all users). Keeping these policies enabled for group publicis
recommended. For example, if the default database tables columns policy is disabled preventing use of the default
database, the following error appears:

hi ve> USE def aul t;
Error: Error while conpiling statenent: FAILED: H veAccessControl Exception
Perm ssion deni ed: user [hive] does not have [USE] privilege on [default]

Apache Ranger policy authorization

Apache Ranger provides centralized policy management for authorization and auditing of all Cloudera Runtime
services, including Hive. All Cloudera Runtime services are installed with a Ranger plugin used to intercept
authorization requests for that service, as shown in the following illustration.

Audit logs

Audit Store

: - ‘ Ranger Policy R Plugi
Admin sets policies for Manager anger Plugin

Hive
db/tables/columns/views

Hive
authorizes

- with Ranger
IT users access Hive via plugin

beeline command tool

HiveServer
User provides data

. Application access to
Users access Hive data users

using JDBC/ODBC

mlma Hive Server

The following table compares authorization models:
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Authorization model Fine-grained Privilege management Centralized management
authorization (column, using GRANT/REVOKE | GUI
row level) statements
Apache Ranger Secure Yes Yes Yes
Hive default Not secure. No restriction | Yes Yes No
on which users can run
GRANT statements

When you run grant/revoke commands and Apache Ranger is enabled, a Ranger policy is created/removed.

Related Information

HDFSACLS

Configure a Resource-based Policy: Hive
Row-level Filtering and Column Masking in Hive
Query Hive

Transactional table access

As administrator, you must enable the Apache Ranger service to authorize users who want to work with transactional
tables. These types of tables are the default, ACID-compliant tables in Hive 3 and later.

ACID tablesreside by default in /warehouse/tabl espace/managed/hive. Only the Hive service can own and interact
with filesin this directory. Ranger isthe only available authorization mechanism that Cloudera recommends for
ACID tables.

External table access

As administrator, you must set up Apache Ranger to allow users to access external tables.

External tables reside by default in /warehouse/tablespace/external on your object store. To specify some other
location of the external table, you need to include the specification in the table creation statement as shown in the
following example:

CREATE EXTERNAL TABLE ny_external _table (a string, b string)
LOCATI ON '/ user s/ andrena’ ;

Hive assigns a default permission of 777 to the hive user, sets a umask to restrict subdirectories, and provides a
default ACL to give Hive read and write accessto all subdirectories. External tables must be secured using Ranger.

Accessing Hive files in Ozone

Learn how to set up policiesto give users access to Hive externa filesin Ozone. For example, if Ozone users are

running SparkSQL statements that query Hive tables, you must set up an Ozone access policy and Ozone file system
access policy.

About this task

When Ranger is enabled in the cluster, any user other than the default admin user, "om" requires the necessary Ranger
permissions and policy updates to access the Ozone filesystem. To create a Hive externa table that points to the
Ozone filesystem, the "hive" user should have the required permissionsin Ranger.
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Accessing Hive filesin Ozone

In thistask, you first enable Ozone in the Ranger service, and then set up the required policies.

Procedure
1. InClouderaManager, click Clusters Ozone Configuration to navigate to the configuration page for Ozone.
2. Search for ranger_service, and enable the property.
3. Click Clusters Ranger Ranger Admin Web Ul , enter your user name and password, then click Sign In.
The Service Manager for Resour ce Based Policies page is displayed in the Ranger console.
Service Manager Becurity Zone:  Soloct Zone Name @ imgort 8 Export
=HDFs + @ B8 [=HBASE + @ B [= HADDOP SQL
=
em_hdfs - - em_hbase . I s
“ n n Hadoop SOL & | n
~YARN + B8 8 EKNOX + 8B 8 ~SolR + 88
GIM_yam - n cm_knox - @ B cm_solr - g n
[= KAFKA + ENF +@8 [= NIFI-REGISTRY
+
om_kafka - [r “
aATLAS + @ 8 aADLs + @B ~KuDu + @8 8
cm_atias & | & n rm_kuidu & | o n
[~ OZONE + H (= SCHEMA-
REGISTRY +
©fm_ozone 2 | #
n cm_schema-registry
- -0
4. Click thecm_ozone preloaded resource-based service to modify an Ozone policy.
5. -
In the cm_ozone policies page, click the Policy ID or click Edit against the "all - volume, bucket, key"
policy to modify the policy details.
6. Inthe Allow Conditions pane, add the "hive" user, choose the necessary permissions, and then click Save.
Select User F‘Dl.ll:-:]l' Permissions
Conditions
PR - | e ] v |
i QNarons
¥ om | | ¥ hive WriteACL
+ . -~ - -~~~ 98 s e e e
#
7. Click the Service Manager link in the breadcrumb trail and then click the Hadoop SQL preloaded resource-based

service to update the Hadoop SQL URL palicy.

] Hanger U Access Manager

Service Manager

cmi_azone Policies
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In the Hadoop SQL policies page, click the Policy ID or click i Edit against the "all - url" policy to modify
the policy details.

By default, "hive", "hue", "impaad’, "admin” and afew other users are provided accessto all the Ozone URLSs.
Y ou can select users and groups in addition to the default. To grant everyone access, add the "public" group to the
group list. Every user is then subject to your allow conditions.

Select Group Select User Permissions
 select | update | Create | Drop | ater | index
] e ot [ Lock | an | Read | write | Repiadmin
* public [ Retresh |
® hue % admin  ® impala

Create a Hive external table having source datain Ozone.

Also, it is recommended that you set certain Hive configurations before querying Hive tables in Ozone.

Set up Ozone security
Cloudera's Ranger documentation
Creating an Ozone-based Hive external table

By default, accessto Hive and Y ARN by unauthorized usersis not allowed. Y ou also cannot run unauthorized
workloads on Y ARN. Y ou need to know how to give end users and workloads the access rules necessary for querying
Hive workloadsin YARN queues.

Y ou must configure the following access to query Hive workloads on YARN:

* Allow the end user to access Hive
¢ Allow the Hive workload on YARN
* Allow the end user to access YARN

Follow the steps in this topic to configure Hive and YARN for end users to access Hive on Y ARN.
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Procedure

1. In ClouderaManager, click Clusters Hive on Tez Configuration and search for hive.server2.enable.doAs.

@ @ HIVE_LON_TEZ-1  ctons~

Status Instances Configuration Commands Charts Library  Audits  Web Ul = Quick Links
Q hive server? enable. doAs @ Filters  Role Groups Histery and Rollback
Filters Show All Descriptions
HiveServer2 Enable ] @
SCOPE Impersonation HIVE_ON_TEZ1
hive_server2 enable dofs (Service-Wide)
HIVE_OM_TEZ-1 (Service-Wide) 1 o
Gateway o hiveserverZ_enahble_impersonation

2. Setthe value of doasto false. Uncheck Hive (Service-Wide) to disable impersonation.
For more information about configuring doas, see "Enabling or disabling impersonation”.
Save changes.
3. Search for the Hive Service Advanced Configuration Snippet (Safety Valve) for hive-sitexml setting.

@ © HIVE_ON_TEZ-T  actions-

Status nstances  Configuration Commands Charts Library  Audits  HiveServer2 Web Ul Quick Links =

Q) Hive Service Advanced Configuration Snippet (Safety Valve) for hive-site xml

Filters
SCOPE Hive Service Advanced Configuration Snippet HIVE_ON_TEZ-1 (Service-Wide)
(Safety Valve) for hive-site.xml
HIVE_OM_TEZ-1 (Service-Wide) 1 €2 hive_service_config_safety_walve =

4.
In the Hive Service Advanced Configuration Snippet (Safety Valve) for hive-site.xml setting, click @

5. Add the properties and values to allow the Hive workload on Y ARN.

Nane: hive.server2.tez.initialize.default.sessions Value: false
Nanme: hive. server2.tez. queue. access. check Val ue: true
Nanme: hive. server2.tez. sessions. custom queue. al | oned Val ue: true

For more information about allowing the Hive workload on YARN, see " Configuring HiveServer for ETL using
YARN queues".

Save changes.
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6. In Cloudera Manager, click Clusters YARN Configuration , and search for ResourceManager Advanced
Configuration Snippet (Safety Valve) for yarn-site.xml.

M YARN-1 Actions - Jul 12, 7:23 PM UTC
Status nstances Canfiguration Commands Applications Charts Library Audits Web UI = Quick Links
Q ResourceManager Advanced Configuration Snippet @ Filters (2) Role Groups History & Rollback

Filters (2) Clear Al

Show All Descriptions
ResourceManager Advanced ResourceManager Default Group
Configuration Snippet (Safety View as XML
Valve) for yarn-site.xml

SCOPE Clea

7.
In the ResourceManager Advanced Configuration Snippet (Safety Valve) for yarn-site.xml setting, click @

8. Add the properties and values to allow the end user to access Y ARN using placement rules.

Nane: yarn.resourcemanager. application-tag-based- pl acenent. enabl e Val ue:
true

Nane: yarn.resourcenanager. appli cati on-tag-based-pl acenent. usernane. white
list Value: < Comma separated |list of users who can use the application
tag based pl acenent. >

For more information about allowing end user accessto Y ARN, see " Configure queue mapping to use the user
name from the application tag using Cloudera Manager".

Save changes.

9. Restart the Y ARN ResourceManager service for the changes to apply.
End users you specified can now query Hive workloadsin YARN queues.

Disabling impersonation (doas)

Configuring HiveServer for ETL using YARN queues

Managing YARN queue users

Configuring queue mapping to use the user name from the application tag using Cloudera M anager

Y ou need to set several configuration properties to allow placement of the Hive workload on the Y arn queue
manager, which is common for running an ETL job. Y ou need to set several parameters that effectively disable the
reuse of containers. Each new query gets new containers routed to the appropriate queue.

Hive configuration properties affect mapping users and groups to YARN queues. Y ou set these properties to use with
YARN Placement Rules.

To set Hive propertiesfor YARN queues:

1. InCloudera Manager, click Clusters Hive-on-Tez Configuration .
2. Search for the Hive Service Advanced Configuration Snippet (Safety Valve) for hive-sitexml setting.

9
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In the Hive Service Advanced Configuration Snippet (Safety Valve) for hive-site.xml setting, click +.
In Name enter the property hive.server2.tez.initialize.default.sessions and in value enter false.

In Name enter the property hive.server2.tez.queue.access.check and in value enter true.

In Name enter the property hive.server2.tez.sessions.custom.queue.allowed and in value enter true.

S e

To manage users of secure YARN queues, you need to know how to configure impersonation for Ranger.

To allow accessto YARN queues, as Administrator, you configure HiveServer user impersonation to false. You
also need to configure hive.server2.tez.queue.access.check=true. To manage Y ARN gqueues, you need the following
behavior:

e User submits the query through HiveServer (HS2) to the YARN queue
e Tez app starts for the user
e Accesstothe YARN queueis alowed for this user.

As administrator, you can alocate resources to different users.
Managing Y ARN gueues under Ranger

When you use Ranger, you configure HiveServer not to use impersonation (doas=false). HiveServer authorizes only
the hive user, not the connected end user, to access Hive tables and Y ARN queues unless you aso configure the
following parameter:

hive.server2.tez.queue.access.check=true

You learn how to add service users to the YARN queue by following a mapping procedure.

Y ou can configure queue mapping to use the user name from the application tag instead of

the proxy user who submitted the job. Y ou can add only service users like hive using the

yarn. resour cemanager . appl i cati on-t ag- based- pl acenent . user nane. whi t el i st property
and not normal users.

When auser runs Hive queries, HiveServer2 submits the query in the queue mapped from an end user instead of a
hive user. For example, when user ALICE submits a Hive query with doAs=false mode, job will runin YARN as hive
user. If application-tag based scheduling is enabled, then the job will be placed to atarget queue based on the queue
mapping configuration of user ALICE.

For more information about queue mapping configurations, see Manage placement rules. For information about Hive
access, see Apache Hive documentation.

1. In Cloudera Manager, select the YARN service.

2. Click the Configuration tab.

3. Search for ResourceManager. In the Filters pane, under Scope, select ResourceManager.

4. In ResourceManager Advanced Configuration Snippet (Safety Valve) for yarn-site.xml add the following:

a. Enable the application-tag-based-placement property to enable application placement based on the user ID
passed using the application tags.

Nane: yarn.resour cenmanager. applicati on-tag-based- pl acenent. enabl e

Val ue: true

Description: Set to "true" to enable application placenent based on the
user | D passed using the application tags. Wen it is enabled, it chec

ks for the userid=<userld> pattern and if found, the application will be

10
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pl aced onto the found user's queue, if the original user has the requir
ed rights on the passed user's queue.

b. Add thelist of usersin the allowlist who can use application tag based placement. The applications when
the submitting user isincluded in the allowlist, will be placed onto the queue defined in the yarn.scheduler.c
apacity.queue-mappings property defined for the user from the application tag. If there is no user defined, the
submitting user will be used.

Nane: yarn.resour cemanager. appli cati on-tag-based- pl acenent . user nane. whi t

eli st

Val ue:

Description: Coma separated |ist of users who can use the application
tag based placenent, if "yarn.resourcemanager. application-tag-based-pla

cenent . enabl e" is enabl ed.

5. Restart the ResourceManager service for the changes to apply.

As administrator, you must understand the permissions model supported in CDP Private Cloud Base is Apache
Ranger.

Disable impersonation to use Ranger

When you enable Ranger, you disable user impersonation (doAs=false). Thisisthe Hive default and Ranger isthe
only supported and recommended security model. Managed, ACID tables aswell as external tables, secured by
Ranger, are supported in this configuration. Impersonation of the end user is disabled, which is the state required by
Hive for managing ACID tables.

In Cloudera Manager, click Hive on Tez Configuration and search for (hive.server2.enable.doAs).

® HIVE_ON_TEZ-1  actons-

Status Instances Configuration Commands  Charts Library  Audits  Web Ul = Quick Links
Q hive. server2 enable doAs @) Filters  Role Groups History and Rollback
Filters Show All Descriptions
HiveServer? Enable :
SCOPE Impersanation HIVE_OMN_TEZ-1
hive.server?. anable.dofs (Service-Wide)
E Service-Wide) 1 o
0 hiveserver?_enable_impersonation

Uncheck Hive (Service-Wide) to disable impersonation.

With no impersonation, HiveServer authorizes only the hive user to access Hive tables.

Apache Software Foundation HDFS Permissions Guide
HDFSACLS

11
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If your cluster uses Apache Knox for perimeter security in CDP Private Cloud Base, you can connect to an Apache
Hive endpoint through Knox. Y ou set the HiveServer transport mode and reference your Java keystore.

Automate the creation of an internal certificate authority (CA) using Auto-TL S (see link below). Set up SSL,
including trust, for Knox Gateway clients.

1. In ClouderaManager, click Clusters Hive on Tez Configuration , and change the Hive on Tez service transport
mode in Cloudera Manager to http.

.Q:' HIVE‘ on TEZ Actions = Apr 4, 6:52 AM UTC

Configuration Commands Charts Library HiveServer? Web U

QL transporn @ Filters  Role Groups History & Rollback

Filters
SCOPE HiveServer? Transport Mode
. . - bing
02 hive_serveri_tra nary
o htip

all

1 Edited Value Reason for change: | Modified HiveSarver2 Transport Mod Save Changes{cTrL+s)

KNOX discovers the service automatically and builds a proxy URL for Hive on Tez only when the transport mode
is http.

2. Download the Knox Gateway TLS/SSL client trust store JKSfile from Knox, and save it locally.
You can find the location of the JKS file from value of the Knox property gateway.tls.keystore.path.

3. Inthe Hive connection string, include parameters as follows:

j dbc: hive2://<host>: 8443/ ; ssl =true; transport Mbde=http; \

ht t pPat h=gat eway/ cdp- pr oxy-api / hive; \

ssl Trust Store=/<path to JKS>/ bin/certs/gateway-client-trust.jks; \
trust St or ePasswor d=<Java default password>

In this example, changeit is the Java default password for the trust store.

HiveServer supports authentication of clients using Kerberos or user/password validation backed by LDAP.

If you configure HiveServer to use Kerberos authentication, HiveServer acquires a Kerberos ticket during startup.
HiveServer requires a principal and keytab file specified in the configuration. Client applications (for example, JIDBC
or Beeline) must have avalid Kerberos ticket before initiating a connection to HiveServer2. JDBC-based clients must
include principal=<hive.server2.authentication.principal > in the JIDBC connection string. For example;

String url = "jdbc: hive2://nodel: 10000/ def aul t; pri nci pal =hi ve/ H veSer ver Host
@OUR- REALM Cov'

12
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Connection con = Driver Manager. get Connection(url);

where hiveisthe principal configured in hive-site.xml and HiveServerHost is the host where HiveServer is running.

To start Beeline and connect to a secure HiveServer, enter acommand as shown in the following example:

beeline -u "jdbc: hive2://10.65.13. 98: 10000/ def aul t; pri nci pal =hi ve/ _HOST@CLOU
DERA. SI TE"

Y ou can secure the remote client connection to Hive by configuring HiveServer to use authentication with LDAP.

When you configure HiveServer to use user and password validation backed by LDAP, the Hive client sends a
username and password during connection initiation. HiveServer validates these credentials using an external LDAP
service. Y ou can enable LDAP Authentication with HiveServer using Active Directory or OpenLDAP.

In Cloudera Manager, select Hive-on-Tez Configuration .

Search for Idap.

Check Enable LDAP Authentication for HiveServer2 for Hive (Service Wide).

Enter your LDAP URL in the format Idap[s]://<host>:<port>.

LDAP_URL isthe access URL for your LDAP server. For example, |dap://Idap_host_name.xyz.com:389
5. Enter the Active Directory Domain or LDAP Base DN for your environment.

A w DN PR

e Active Directory (AD)
 LDAP _BaseDN

Enter the domain name of the AD server. For example, corp.domain.com.

Enable LDAP Authentication Hive (Service-Wide) = Undc @
for HiveServer2

LDAP URL = Uind @
hive server2 authentication. ldapooar |, 0

lelay dap_hosi_name xyZ_ corr g
Active Directory Domain Hive (Service-Wide] D Und @

hive_server2 authentication. ldap.D
corp.domain.com
oman

Enter the base LDAP distinguished name (DN) for your LDAP server. For example, ou=dev, dc=xyz.

Enable LDAP Authentication @ Hive [Service-Wide) 2 Undo r\'?J
for HiveServer2

LDAP URL Hive (Service-Wide) D Unde @
hiveserver2 authentication dageel |

Idap./idap_host_name .xyz.com:389
Active Directory Domain Hive [Service-Wide) '2 Undo @
hive server? authenticatior II: (1 |
amal
LDAP BaseDN Hive [Service-Wide] ‘D Unde |:'_,?';

hiva.server2 authentication.ldap.ba

6. Click Save Changes.

13
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7. Restart the Hive service.

8. Construct the LDAP connection string to connect to HiveServer.
The following simple exampleis insecure because it sends clear text passwords.

String URL = "jdbc: hive2://nodel: 10000/ def aul t ; user =LDAP_Useri d; passwor d
=LDAP_Passwor d"
Connecti on con = Driver Manager. get Connecti on(url);

The following example shows a secure connection string that uses encrypted passwords.

String url ="jdbc: hive2://nodel: 10000/ def aul t; ssl =t rue; ssl Trust St or e=/ ny
truststore_path; trust St orePassword=ny_truststore_password"
Connecti on con = Driver Manager. get Connecti on(url);

For information about encrypting communication, see links below.

Custom Configuration (about Cloudera Manager Safety Valve)

Y ou can use Beeline, aJDBC, or an ODBC connection to HiveServer.

The JDBC client requires a connection URL as shown below. JDBC-based clients must include a user name and
password in the JIDBC connection string. For example:

String url = "jdbc: hive2://nodel: 10000/ def aul t ; user =LDAP_Useri d; passwor d=LDA
P_Password" Connection con = DriverManager. get Connecti on(url);

where the LDAP_Userid valueisthe user ID and LDAP_Password is the password of the client user.

HiveServer supports the following modes for interacting with Hive:

Embedded The Beeline client and the Hive installation reside on the same host
machine or virtual machine. No TCP connectivity is required.

Remote Use remote mode to support multiple, concurrent clients executing
queries against the same remote Hive installation. Remote transport
mode supports authentication with LDAP and Kerberos. It also
supports encryption with SSL. TCP connectivity is required.

Remote mode: Launch Hive using the following URL:
jdbc: hive2://<host >: <port >/ <db>.

The default HiveServer2 port is 10000.
Embedded mode: Launch Hive using the following URL :

j dbc: hive2://
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As administrator, you can start HiveServer in one of the following transport modes:

TCP HiveServer uses TCP transport for sending and receiving Thrift RPC
messages.

HTTP HiveServer uses HTTP transport for sending and receiving Thrift RPC
messages.

While running in TCP transport mode, HiveServer supports Pluggable Authentication Modules (PAM). Using
Pluggable Authentication Modules, you can integrate multiple authentication schemes into asingle API. Y ou use the
Cloudera Manager Safety Valve techniqgue on HIVE_ON_TEZ-1 Configuration to set the following properties:

* hive.server2.authentication

Vaue=CUSTOM
* hive.server2.custom.authentication.class

Value = <the pluggable auth class name>

The class you provide must be a proper implementation of the  org.apache.hive.service.auth.PasswdA uthenticatio
nProvider. HiveServer callsits Authenticate(user, passed) method to authenticate requests. The implementation can
optionally extend the Hadoop's org.apache.hadoop.conf.Configured class to grab the Hive Configuration object.

HiveServer determines the identity of the connecting user from the authentication subsystem (Kerberos or LDAP).
Any new session started for this connection runs on behalf of this connecting user. If the server is configured to proxy
the user, the identity of the connecting user is used to connect to Hive. Users with Hadoop superuser privileges can
reguest an alternate user for the given session. HiveServer checks that the connecting user can proxy the requested
userid, and if so, runs the new session as the aternate user.

While running in TCP transport mode, HiveServer supports Pluggable Authentication Modules (PAM). Using
Pluggable Authentication Modules, you can integrate multiple authentication schemes into asingle API.

Y ou use the Cloudera Manager Safety Vavetechniqueon HIVE_ON_TEZ-1 Configuration to set the following
properties:

* hive.server2.authentication

Vaue=CUSTOM
* hive.server2.custom.authentication.class

Vaue = <the pluggable auth class name>

The class you provide must be a proper implementation of the org.apache.hive.service.auth.PasswdA uthenticati
onProvider. HiveServer calls its Authenticate(user, passed) method to authenticate requests. The implementation can
optionally extend the Hadoop's org.apache.hadoop.conf.Configured class to grab the Hive Configuration object.

The JDBC connection string for connecting to a remote Hive client requires a host, port, and Hive database name.
Y ou can optionally specify atransport type and authentication.
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jdbc:hive2://<host>:<port>/<dbName>;<sessionConfs>?<hiveConfs>#<hiveVars>

Connection string parameters

The following table describes the parameters for specifying the JDBC connection.

JDBC Parameter Description Required

host The cluster node hosting HiveServer. yes

port The port number to which HiveServer listens. | Y€S

dbName The name of the Hive database to run the yes
query against.

sessionConfs Optional configuration parameters for the no

JDBC/ODBC driver in the following format:
<keyl>=<valuel>;<key2>=<key2>..,

hiveConfs Optional configuration parameters for Hiveon | NO
the server in the following format: <keyl>=<
valuel>;<key2>=<key2>;

The configurations last for the duration of the
user session.

hiveVars Optional configuration parameters for Hive no
variablesin the following format: <keyl>=<
vauel>;<key2>=<key2>;

The configurations last for the duration of the
user session.

TCP and HTTP Transport

The following table shows variables for use in the connection string when you configure HiveServer. The JDBC
client and HiveServer can use either HTTP or TCP-based transport to exchange RPC messages. Because the default
transport is TCP, there is no need to specify transportMode=binary if TCP transport is desired.

transportMode Variable Value Description

http Connect to HiveServer2 using HTTP transport.

binary Connect to HiveServer2 using TCP transport.

The syntax for using these parametersis:

j dbc: hi ve2://<host >: <port >/ <dbNane>; t ranspor t Mode=ht t p; ht t pPat h=<ht t p_endpoi
nt>; \
<ot her Sessi onConf s>?<hi veConf s>#<hi veVar s>

User Authentication

If configured in remote mode, HiveServer supports Kerberos, LDAP, Pluggable Authentication Modules (PAM), and
custom plugins for authenticating the JDBC user connecting to HiveServer. The format of the JIDBC connection URL
for authentication with Kerberos differs from the format for other authentication models. The following table shows
the variables for Kerberos authentication.

User Authentication Variable Description

principal A string that uniquely identifies a Kerberos user.
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User Authentication Variable Description

sasl Qop Quality of protection for the SASL framework. The level of quality is
negotiated between the client and server during authentication. Used by
Kerberos authentication with TCP transport.

user Username for non-K erberos authentication model.

password Password for non-K erberos authentication model.

The syntax for using these parametersis:

j dbc: hi ve: // <host >: <port >/ <dbNane>; pri nci pal =<Hi veSer ver 2_ker ber os_pri nci pal
>; <ot her Sessi onConf s>?<hi veConf s>#<hi veVar s>

Transport Layer Security

HiveServer2 supports SSL and Sasl QOP for transport-layer security. The format of the JDBC connection string for
SSL uses these variables:

SSL Variable Description
ss Specifies whether to use SSL
sslTrustStore The path to the SSL TrustStore.
trustStorePassword The password to the SSL TrustStore.

The syntax for using the authentication parametersis:

j dbc: hi ve2://<host >: <port >/ <dbNanme>; \

ssl =true; ssl Trust St or e=<ssl| _trust store_pat h>; t rust St or ePasswor d=<t rust st o
re_password>; \

<ot her Sessi onConf s>?<hi veConf s>#<hi veVar s>

When using TCP for transport and Kerberos for security, HiveServer2 uses Sasl QOP for encryption rather than SSL.

Sasl QOP Variable Description
principal A string that uniquely identifies a Kerberos user.
saslQop The level of protection desired. For authentication, checksum, and
encryption, specify auth-conf. The other valid values do not provide
encryption.

The JDBC connection string for Sasl QOP uses these variables.

j dbc: hi ve2:// FQDN. EXAMPLE. COM 10000/ def aul t ; pri nci pal =hi ve/ _H
OST@EXAMPLE. COM sasl| Qop=aut h- conf

The HOST isawildcard placeholder that gets automatically replaced with the fully qualified domain name (FQDN)
of the server running the HiveServer daemon process.

Communication encryption

Encryption between HiveServer2 and its clients is independent from Kerberos authentication. HiveServer supports the
following types of encryption between the service and its clients (Beeline, JDBC/ODBC):

e SASL (Simple Authentication and Security Layer)
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e TLS/SSL (Transport Layer Security/Secure Sockets Layer)

TLS/SSL requires certificates. SASL QOP encryption does not. SASL QOP isaimed at protecting core Hadoop RPC
communications. SASL QOP might cause performance problems when handling large amounts of data. Y ou can
configure HiveServer to support TLS/SSL connections from JDBC/ODBC clients using Cloudera Manager.

A client connecting to a HiveServer2 over TLS/SSL must access the trust store on HiveServer to establish a chain of
trust and verify server certificate authenticity. The trust storeistypically not password protected. The trust store might
be password protected to prevent its contents from being modified. However, password protected trust stores can be
read from without using the password.

The client needs the path to the trust store when attempting to connect to HiveServer2 using TLS/SSL. You can
specify the trust store in one of the following ways:

« Passthe path to the trust store each time you connect to HiveServer in the JIDBC connection string:

j dbc: hive2://fqdn. exanpl e. com 10000/ def aul t ; ssl =true;\
ssl Trust St or e=$JAVA HOVE/ jre/lib/security/jssecacerts;trustStorePassword
=ext r aneous

» Set the path to the trust store one time in the Java system javax.net.ssl.trustStore property:

java -Dj avax.net.ssl.trustStore=/usr/javal/jdkl.8.0 141-clouderal/jre/lib/
security/jssecacerts \

- Dj avax. net. ssl . trust St or ePasswor d=ext r aneous Myd ass \

j dbc: hive2://fqdn. exanpl e. com 10000/ def aul t; ssl =true

Y ou can secure client-server communications using symmetric-key encryption in the TLS/SSL (Transport Layer
Security/Secure Sockets Layer) protocol. To encrypt data exchanged between HiveServer and its clients, you can use
Cloudera Manager to configure TLS/SSL.

» HiveServer has the necessary server key, certificate, keystore, and trust store set up on the host system.

e The hostname variable ($(hostname -f)-server.jks) is used with Java keytool commands to create keystore, as
shown in this example:

$ sudo keytool -genkeypair -alias $(hostnane -f)-server -keyalg RSA -key
store \

/ opt/cl ouderal/ security/ pki/$(hostnane -f)-server.jks -keysize 2048 -
dnanme \

"CN=$( host nane -f), OU=DEPT- NAME- OPTI ONAL, O=COVPANY-
NAME, L=CI TY, ST=STATE, C=TWO- DI G T- NATI ON" \

- st orepass PASSWORD - keypass PASSWORD

On the beeline command line, the JDBC URL requirements include specifying ssl=true;ssl TrustStore=<path to_trus
tstore>. Truststore password reguirements depend on the version of Javarunning in the cluster:

» Javall: thetruststore format has changed to PKCS and the truststore password is required; otherwise, the
connection fails.

» Java8: Thetrust store password does not need to be specified.
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In Cloudera Manager, navigateto Clusters Hive Configuration .

In Filters, select HIVE for the scope.

Select Security for the category.

Accept the default Enable TLS/SSL for HiveServer2, which is checked for Hive (Service-Wide).

Enter the path to the Java keystore on the host system.
/opt/clouderal/security/pki/KEYSTORE_NAME.jks

6. Enter the password for the keystore you used on the Java keytool command-line when the key and keystore were
created.

The password for the keystore must match the password for the key.
7. Enter the path to the Javatrust store on the host system.
8. Click Save Changes.
9. Restart the Hive service.
10. Construct a connection string for encrypting communications using TLS/SSL.

o wbhpRE

j dbc: hi ve2://#<host >: #<port >/ #<dbName>; ssl =t r ue; ssl Tr ust St or e=#<ssl _trus
tstore_path>; \
t rust St or ePasswor d=#<t r ust st or e_passwor d>; #<ot her Sessi onConf s>?#<hi veCon
f s>#<hi veVar s>

Y ou can provide a Quality of Protection (QOP) that is higher than the cluster-wide default using SASL (Simple
Authentication and Security Layer).

HiveServer2 by default uses hadoop.rpc.protection for its QOP value. Setting hadoop.rpc.protection to a higher level
than HiveServer (HS2) does not usually make sense. HiveServer ignores hadoop.rpc.protection in favor of hive.ser
ver2.thrift.sas.qop.

Y ou can determine the value of hadoop.rpc.protection: In Cloudera Manager, click Clusters HDFS Configuration
Hadoop , and search for hadoop.rpc.protection.

If you want to provide a higher QOP than the default, set one of the SASL Quality of Protection (QOP) levels as
shown in the following table:
auth Default. Authentication only.

auth-int Authentication with integrity protection. Signed message digests (checksums) verify the integrity of
messages sent between client and server.

auth-conf Authentication with confidentiality (transport-layer encryption) and integrity. Applicable only if
HiveServer is configured to use Kerberos authentication.

1. In Cloudera Manager, navigateto Clusters Hive Configuration .
2. InHiveServer2 Advanced Configuration Snippet (Safety Valve) for hive-site click + to add a property and value.
3. Specify the QOP auth-conf setting for the SASL QOP property.

For example,

Name:hive.server2.thrift.sad.qop

Value: auth-conf
4. Click Save Changes.
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5. Restart the Hive service.
6. Construct a connection string for encrypting communications using SASL.

j dbc: hive2://fqdn. exanpl e. com 10000/ def aul t; pri nci pal =hi ve/ _ HOST@EXAMPLE
. COM sasl gop=aut h- conf

The HOST isawildcard placeholder that gets automatically replaced with the fully qualified domain name
(FQDN) of the server running the HiveServer daemon process.

The default cluster configuration for HiveServer (HS2) with AutoTL S secures the HS2 WebUI Port, but not the
JDBC/ODBC endpoint.

The default cluster configuration for HS2 with AutoTLS will secure the HS2 Server WebUI Port, but not the JIDBC/
ODBC endpoint.

Assumptions:

e Auto-TLS Self-signed Certificates.
» Proper CA Root certs eliminate the need for any of the following truststore actions.

When HS2 TLSis enabled hive.server2.use.SSL =true, the auto-connect feature on gateway serversis not supported.
The auto-connect feature uses /etc/hive/conf/beeline-site.xml to automatically connect to Cloudera M anager
controlled HS2 services. Also, with hive.server2.use.SSL=true, ZooK eeper discovery mode is not supported because
the HS2 reference stored in ZooK eeper does not include the ssi=true and other TL S truststore references (self-signed)
needed to connect with TLS.

The bedline-site.xml file managed for gateways doesn't not include ssl=true or a reference to a truststore that includes
a CA for the self-signed TL S certificate used by ZooK eeper or HiveServer.

The best practice, under the default configuration, isto have all external clients connect to Hive (JDBC/ODBC)
through the Apache Knox proxy. With TLS enabled via Auto-TL S with a self-signed cert, you can use the jksfile
downloaded from Knox as the client trusted CA for the Knox host. That cert will only work for KNOX. And since
KNOX and HS2 TL S server certs are from the same CA, Knox connects without adjustments.

To connect through Knox:

1. Configure the HS2 transport mode as http to support the Knox proxy interface.

j dbc: hive2://<host >: 8443/ ; ssl =true;\
transport Mode=ht t p; ht t pPat h=gat eway/ cdp- pr oxy- api / hi ve; \

The TLS Public Certificate in <path>/bin/certs/gateway-client-trust.jks will not work.
2. Build aTLS Public Certificate from the self-signed root CA used for the cluster in Cloudera Manager.

keytool -inport -v -trustcacerts -alias home90-ca -file \
[var/lib/cloudera-scm agent/agent-cert/cm aut o-gl obal cacerts. pem\
-keystore <nmy_cacert>.jks

3. Connect to HS2 on the Beeline command line, using the -u option.

hive -u jdbc: hive2://<HS2 host >: 10001/ def aul t; ssl =true;\
transport Mode=ht t p; htt pPat h=cl i servi ce;\
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pri nci pal =hi ve/ _HOST@&r eal n»; user =<user nane>;\
ssl Trust St or e=<pat h>/ cert s/ hone90_cacert. j ks;\
t rust St or ePasswor d=changei t

The httpPath default is configured in Cloudera Manager. The ssl TrustStore is required is you are using a self-
signed certificate.

Cloudera recommends using Apache Ranger policiesto secure Hive datain Hive metastore. Y ou need to perform
afew actionsto prevent users from bypassing HiveServer to access the Hive metastore and the Hive metastore
database.

1. Add afirewall rule on the metastore service host to allow access to the metastore port only from the HiveServer2
host. Y ou can do this using iptables.

2. Grant access to the metastore database only from the metastore service host.
For example, in MySQL: GRANT ALL PRIVILEGES ON metastore.* TO 'hive'@'metastorehost’; where
metastorehost is the host where the metastore service is running.

3. Make sure users who are not administrators cannot log into the HiveServer host.

Using atoken, you can sign on to use Hive and Impalain Cloudera Data Warehouse for a period of time instead
of entering your single-sign on (SSO) credentials every time you need to run aquery. Thisfeatureisin atechnical
preview state. Contact your account team for more information.

The HiveServer2 GUI/ web Ul does not display active client connections after enabling Kerberos, which leadsto a
Kerberos ticket not being issued for a browser client.

HiveServer2 GUI/ web Ul does not display active client connections after enabling Kerberos when SPENGO
authentication is disabled.

1. InClouderaManager, goto Clusters Hive-on-Tez Configuration .
2. Search for HiveServer2 Advanced Configuration Snippet (Safety valve) for hive-site.xml

HiveServer2 Advanced HiveServer2 Default Group *

Configuration Snippet (Safety View as XML

Valve) for hive-site.xmi

. i Name | hive.server2.tez.initialize.default.sessions ‘ EH®
& hive_hs2_config_safety_valve

Value | false ‘

3.
Click @ and add the property hive.server2.webui.spnego.keytab and value hive keytab
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Click @ and add the property hive.server2.webui.spnego.principal and value HTTP/_HOST@[***REALM
NAME***]

Click @ and add the property hive.server2.webui.use.spnegoand value true

Click @ and add the property hive.users.in.admin.roleand value [*** USERNAMEL,USERNAME2,.. ***]

Note: [***USERNAMELUSERNAME?2,...***] isthelist of comma separated users who want to access
historic query detail from the web UI.

7. Save changes, and restart Hive-on-Tez.
The Hive Web Ul shows active client connections.
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