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Learn about the concepts involved in and recommendations for tuning your data flow.

Fine tuning a NiFi workflow depends on alot of parameters, and there is no single answer for every use case and type
of dataflow. A dataflow can process small or large FlowFiles, can have asmall or large number of events to process
per second and can rely on various processors with their own specific characteristics.

In addition, there is no resource isolation between the data flows running in the same NiFi environment. So when
running multiple data flows in the same NiFi environment, you must perform fine tuning tasks globally to ensure
there is no side effect between dataflows.

Tip:
Q To avoid complex situations, you can deploy NiFi data flows on dedicated NiFi clusters.

Y ou can process significant data without configuration changesin a default NiFi environment. Y ou may need to
change some parameters when your use cases become larger or more complex.

Thefirst bottleneck in NiFi is usually the I/O operations on disks, and it is highly recommended that you have one or
many dedicated disks for each one of the NiFi repositories. For example, processing millions of events per second on
a6-node NiFi cluster isrelatively easy with the right hardware configuration and without fine tuning.

See the Sizing your Flow Management cluster and Processing one hillion events per second for more information.

Sizing your Flow Management cluster
Processing one hillion events per second with Apache NiFi

Learn about timer and event driven thread pools and how to configure them to optimize dataflow performance.
There are two thread poolsin NiFi:

* Event Driven Thread Pool
¢ Timer Driven Thread Pool

The Event Driven strategy is an experimental feature and should not be used in production. Y ou can change the
associated valueto O.

The Timer Driven Thread Pool sizeis set to 10 by default. This number is the pool size per nodein aNiFi cluster. If
you have a 3-node cluster, you would have 30 threads available across the cluster.

Tip

Q It isagood practice to start by setting the Timer Driven Thread Pool size number equal to three timesthe
number of cores available on your NiFi nodes. For example, if you have nodes with eight cores, you would
set thisvalue to 24.

This thread pool represents the threads that NiFi components can use to perform the processing they are supposed
to do. Threads are distributed across al the components and alow the data flows to run with shared resourcesin the
following logic. Based on the “run scheduling” configuration of the processor, the processor’ s tasks get scheduled
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and each task asks for athread to perform its work. The thread request goesin a queue, and as soon as athread is
available, the processor will get access to the thread, execute its work and release the thread in the pool.

The componentsin NiFi are designed to execute simple processing very efficiently, so processors usually do not keep
athread for along time. There are exceptions with specific processors, or when processing a huge file.

Learn how to view the total number of threads utilized by a cluster.

The total number of threads used across the cluster is displayed by the thread icon in the Status Bar.

In this example, there is one thread across a 3-node cluster.

< 3/3 $8 1 0 (0 bytes)
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Learn how to view the total number of active threads in a cluster.

Thetotal number of threads includes, but is not limited to, the threads currently used by the processors to process
data. However you can see this number in the Nodes tab with the “ Active threads count”.

1. Loginto the NiFi canvas.
2. From the Global Menu in the upper-right of your screen, select Cluster, and then click the Nodes tab.

Y ou can see the number of active threads in the Active threads count column.

Note: The total number of threads includes, but is not limited to, the threads currently used by the processors
E to process data.




Cloudera Flow Management Timer and event driven thread pools

Example

NiFi Cluster

ROOES SVSTIM S FLOWFILE STORAGE (DOMTEWT STORAGE FROVIMAMIT STORAGE WIRSIOHS

Digplaying Tal 3

Filtgs by address w

L] nfi-ccomputel fieid hoe . 0 07 1) eyt CONNECTOR COORDINAT..  CO20VMQ0 1941 0AUTE  COV2EAN0R0 1104 26 UTC =]
o nifi-ccomputed held hoe . 0 0/ 0 byies CONNECTED 03/PICH0 A1 DSUTE  DAV2E020 10:0427 UTC =]
(L] nfi-ccomputel. fiekd hoe | 0 070 byles CONNECTED, PRIMARY 032000 1A UTE 03262020 110827 UTC -]

Viewing the number of cores
Learn how to view the number of cores availableto your NiFi cluster, so that you can better determine thread pool
sizing.
Procedure

1. Logintothe NiFi canvas.
2. From the Global Menu in the upper-right of your screen, select Cluster, and then click the System tab.

Results
Y ou can see the number of coresin the Cores column.

Example

NiFi Cluster

HODES SYSTEM JM FLOWFILE STORAGE CONTENT STORAGE PFROVENANCE STORAGE VERSIONS

Displaying 3 of 3

Filter by addrass W

Node Address Cores Core Load Average Total Threads Daemon Threads
nifi-c-compute field hortemw... 8 016 197 104
nifi-c-computed._field_hortonw... a 0.57 155 104
nifi-c-compute field hortemw... 8 0.2 97 52

Configuring thread pool size

Learn how to configure thread pool size to optimize your Flow Management cluster performance.

Procedure

1. Logintothe NiFi canvas.
2. From the Global Menu in the upper-right of your screen, select Controller Settings.

3. Inthe Generd tab, edit the Maximum Timer Driven Thread Count and Maximum Event Driven Thread Count
fields according to your sizing strategy.
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Example

NiFi Settings

GENERAL REPORTING TASK CONTROLLER SERVICES REPORTING TASKS REGISTRY CLIENTS

Maximum Timer Driven Thread Count @

10

Maximum Event Driven Thread Count @

5

APPLY

Concurrent tasks

Learn how and when to configure concurrent tasks.

When configuring a processor, the Scheduling tab provides a configuration option named Concurrent Tasks.
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Configure Processor

A% Invalid
SETTINGS SCHEDULING | PROPERTIES COMMENTS
Scheduling Strategy @ Run Duration @
e - . Oms 25ms S50ms 100ms 250ms 500ms 1s 2s
) Lowar Ladishey Highwe theoughput
Concurrent Tasks @ Bun Schedule @
1 0sec

Execution @

All nodes w

This controls the maximum number of threads, from the Thread Pools configured above, that the processor is allowed
to use at any one time. Said a different way, this controls how many FlowFiles should be processed by this processor
at the same time. Increasing this value typically allows the processor to handle more data in the same amount of time.

Concurrent Tasks increases how many FlowFiles are processed by a single processor by using system resources that
then are not usable by other Processors. This provides a relative weighting of processors— it controls how much of
the system’ s resources should be allocated to this processor instead of other processors.

Thisfield isavailable for most processors. There are, however, some types of processors that can only be scheduled
with asingle concurrent task. It is also worth noting that increasing this value for a processor may increase thread
contention and, as aresult, setting thisto alarge value can harm productivity.

Tip:
Q As abest practice, you should not generally set this value to anything greater than 12.

Run duration

Learn about considerations for setting Run Duration.

For some processors, the right-hand side of the Scheduling tab contains a slider to choose atime period for Run
Duration. This controls how long the processor should be scheduled to run each time when it is triggered. The left-
hand side of the slider is marked Lower latency while the right-hand side is marked Higher throughput.

When a processor finishes running, it must update the repository to transfer the FlowFiles to the next connection.
Updating the repository is expensive, so the more work that can be done at once before updating the repository, the
more work the processor can handle (Higher throughput).
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Higher throughput means that the next processor cannot start processing those FlowFiles until the previous processor
updates this repository. As aresult, the time required to process the FlowFile from beginning to end — latency —is
longer.

The slider provides a spectrum from which you can choose to favor lower latency or higher throughput. A higher Run
duration value also means that the processor keeps the thread longer, which may impact other processors.

Configure Processor

A\ Invalid
SETTINGS SCHEDULING | PROPERTIES COMMENTS
Scheduling Strategy @ Run Duration @
e - . Dms 25ms 50ms 100ms 250ms 500ms 1s 2s
) Lowar Ladishey Highwe theoughput
Concurrent Tasks @ Bun Schedule @
1 0sec

Execution @

All nodes w

Recommendations

Learn about the considerations involved in tuning your Flow Management cluster.

Fine tuning your Flow Management cluster depends on arange of parameters and requirements.

Thread pool size based on the number of cores

Thefirst Flow Management cluster tuning recommendation is that you adjust the thread pool size based on the
number of cores. Once you have done this, review the following recommendations for additional adjustments.

Increasing the thread pool size

Do not increase the thread pool size unless you see that the active threads count is always equal to the maximum
number of available threads. For example, if you have a 3-node cluster with eight cores per node, do not increase the
thread pool size from 24 to a higher number, unless the active thread count displayed in the Ul is often equal to 72. (3
nodes x 24 available threads per node = 72).
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NiFi Cluster

I NODES SYSTEM JVM FLOWFILE STORAGE CONTENT STORAGE PROVENAMCE STORAGI

Displaying 3 of 3

Filter by address w
Node Address Active Thread Count Queue [ Size Status
i} nifi-c-compute? field hor.. 2 762 /0 bytes COMNECTED, COORDINAT...
(i} nifi-c-compute0.field hor. 0 0/ 0 bytes COMNECTED
i} nifi-c-compute field hor.. 2 656 /0 bytes COMNECTED, PRIMARY

Y ou can use the NiFi Summary Ul to identify the number of threads used per processor.

-—
NiFi Summary
PROCESSORS INPUT PORTS TUTFUT PORTS REMKOTE FROCESS GROUPS CONRECTIONS FPROCESS GROUPS

Displaying 14 of 14

Filtes by name b View: Single node Cluster
Process Group... Run Status - In (Siza) 5 min Read | Write 5. Oul (Size) 5min  Tasks | Time 5 ..

[i] Generate Tes..  Executefroce.. Sensor Simula.. W Stopped 0 {0 brytes) Obytes | Obytes 00 byles) 0| G00000000 = e s
21 Updatedtirib_. = Updatedtirib._  NiFi Flaw # Rumning (3) 5302994 (D by Obybes | Obytes 00 byles) 5102014 | 001 = biw o
o GanerateFlo.. GeneraleFlow..  MiFi Flow B Rummning (1) 00 byles) Obytes | Obytes 5907903 (Dbt S007903 | 0001 — bl o
Li] Kafka-Truck: PublshKafka.. Fublish Enrich..  » Runining 00 bytes) Obytes | Obytes 0 (0 bytes) 0| 000000000  — e S
[i] Kafka-Truck-.. PublishKafka.. Publish Enrich.. =  Rurining 0 {0 brytes) Obytes | Obytes 00 byles) 0] GO0000000 = e &
o KafkaTruck-.  PublishKafka_  PublishEnrich_ & Running 0 {0 bryles) Obytes | Obytes O (0 byles) 0] 00000000 = e o
o Kalka-Truck-.. = PubkshKafka.. Publish Entich.. = Rurning 00 Eryles) Obytes | Obytes 0D byles) 0| DO0O00000 = b %
i RaverseGeol.. LookupRecord  Route, Transfo. = Running 0 {0 brytes) Obytes | Obytes 0 (0 bytes) 0| DO0C00000  — L o8

Core load average of NiFi nodes

If the active threads count is equal to the maximum number of available threads, review the core load average on your
NiFi nodes.

NiFi Cluster

HNODES SYSTEM J¥M FLOWFILE STORAGE CONTENT STORAGE PROVENANCE STORAGE VERSIONS

Dizsplaying 3 of 3

Filter by address W

Node Address Cores Core Load Average Total Threads Daemon Threads
nifi-c-compute field hortomw,., 8 0,16 197 104
nifi-c-computel._field_hortonw... ] 0.57 155 104
nifi-c-cormputel field hortomw,., 8 0.2 97 52

If the core load average is below 80% of the number of cores (below 6.4 in the example), and if the active threads
count is at its maximum, you can sightly increase the thread pool size. Start by increasing the thread pool size by n+1
times the number of cores, where n is the current value. Y ou usually want to keep the load average around 80% the

10
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number of coresto account for the loss of one node. Y ou aso want to have some resources available to process the
additional amount of work on the remaining nodes.

If:

« you have backpressure somewhere in your workflow
» your load average islow
« and the active threads count is not at the maximum

you can consider increasing the number of concurrent tasks where the processors are not processing enough data and
are causing backpressure.

Y ou should increase concurrent tasks iteratively. Begin by increasing the number of concurrent tasks by 1.
Check

« How things are evolving globally (the thread pool is shared across al the workflows running in the same NiFi
environment)

» Load average
* Active thread count

Based on these considerations, decide if you need to increase this number again.

A processor displays active threads across the cluster:

GenerateFlowFile

GenerateFlowFile 1.11.3.2.0.0.0-195

org.apache.nifi - nifi-standard-nar 520 5
In 0 (0 bytes) 5 min
Read/Write 0 bytes /0 bytes 5 min
Out 90,855 (0 bytes) 5 min

Tasks/Time 90,855/ 00:00:16.605 5 min

T

If aprocessor has active threads and is not processing data as fast as expected while the load average on the server is
low, the issue can be related to I/O operations on disks. In this case it is agood idea to check the /O statistics on the
disks used for the NiFi repositories.
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