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Y ou can use Apache NiFi's site-to-site functionality to move data between CDP Private Cloud Base and Public Cloud
clusters by using this workflow.

Y ou can use the Apache NiFi site-to-site functionality to move data between a Public Cloud and a CDP Private
Cloud Base environment. To do this, set up acluster in each environment, prepare your network and truststore
configurations, and then define your CDP Private Cloud Base and CDP Public Cloud dataflows and Apache Ranger
configuration for site-to-site functionality.

Moving data between CDP Public Cloud and CDP Private Cloud Base clusters is a common use case when thereisa
need for alot of temporary compute resources that can be quickly provisioned in the cloud.

Imagine you have alarge dataset on-premises and you wish to perform heavy computations on the dataset. Y ou can
use the following workflow to design a dataflow that:

¢ Movesthe dataset from your CDP Private Cloud Base environment to your CDP Public Cloud environment

» Pushesthe data to the appropriate destination

« Triggers the workload that processes the data while leveraging the auto-scaling capabilities that CDP Public Cloud
provides

« Returnsthe resultsin your CDP Private Cloud Base environment

All of thisis powered by CDP Private Cloud Base and CDP Public Cloud distributions, while ensuring consistent
security policies at afine-grained level with Apache Ranger, and data management and data lineage with Apache
Atlas across the environments.

Thefirst step in preparing to move data from a CDP Private Cloud Base cluster to a CDP Public Cloud cluster isto
ensure that you have each cluster set up correctly.

Reguirements for your CDP Private Cloud Base cluster:

e CFM running on CDP Private Cloud Base
e Three-node NiFi compute cluster, secured with AutoTL S and configured with Apache Ranger

For details on deploying your CFM cluster on CDP Private Cloud Base, see CFM Deployment to CDP Private Cloud
Base.

Requirements for your CDP Public Cloud Flow Management cluster:

« Flow Management clusters running on CDP Public Cloud
» Three-node NiFi compute cluster, secured with AutoTL S and configured with Apache Ranger

For details on deploying your CFM cluster on CDP Public Cloud, see Creating your First Flow Management Cluster
in CDP Public Cloud.

CFM Deployment to CDP Private Cloud Base
Creating your First Flow Management Cluster in CDP Public Cloud
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Y ou can use NiFi's site-to-site capabilities over aRAW TCP or over an HTTP network configuration. For this use
case, you must configure site-to-site using HTTP over TLS. This has the advantage of using the NiFi port, which is
also used to access the NiFi Ul and APIs.

For the purpose of this use case, set up your site-to-site network configurations with the following assumptions:

¢ You arenot using site-to-site through any proxy configuration

* You have adirect connection on port 8443 between NiFi nodes on your CDP Private Cloud Base and CDP Private
Cloud clusters

Set up your network configuration according to your architecture and requirements. For more information, see your
Cloud provider documentation.

In this use case, NiFi on CDP Private Cloud Base is responsible for initiating the site-to-site connection between the
two environments to push and pull datato and from the NiFi cluster in Public Cloud. The NiFi nodesin CDP Public
Cloud must be reachable on port 8443 from the NiFi nodesin CDP Private Cloud Base, but not necessarily the other
way around.

Tip:
O The site-to-site connection is bi-directional and depending on the cluster initiating the site-to-site connection,
you will bein apush or pull model.

Y ou must configure your truststores so that each cluster is aware of and trusts the other cluster, to support the two-
way TLSthat isused to initiate the site-to-site communication between clusters. To do this, you need to download
and merge the truststores for NiFi in CDP Private Cloud Base and CDP Public Cloud.

* You have set up a CDP Private Cloud Base and CDP Public Cloud cluster, and have the necessary network
configurations established.

* You have the necessary administrative permissions to manipulate the truststore files. Y ou require root access, and
thisistypically done by an Environment Administrator.

* You have the passwords for the Java Keystore (JKYS) files available.

1. Download the truststore from the clusters.
a) Create atemporary directory in which you can edit the truststore files.

$ nkdir s2s-tenp & cd s2s-tenp

b) Download the JKS truststore file for CA used by NiFi in your CDP Private Cloud Base cluster.
$ scp -i <key>
root @ni fi _node>:/var/lib/cl oudera-scm agent/agent-cert/cm aut o- gl obal

_truststore.jks
privat ecl oud_cm aut o- gl obal _truststore.jks

¢) Download the JKS truststore file for CA used by NiFi in your CDP Public Cloud cluster.

$ scp -i <key>
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cl oudbreak@ni fi _node_public_cloud>:/var/lib/cl oudera-scm agent/ agent -
cert/cm aut o-gl obal _truststore.jks
publi ccl oud _cm aut o- gl obal truststore.jks

2. Mergethetruststores.
a. Make acopy of the CDP Private Cloud Base KS:

$ cp privatecl oud_cm aut o-gl obal _truststore.jks
privat ecl oud_cm aut o- gl obal _truststore.jks. bak

b. Mergethe CDP Public Cloud JKS into the CDP Private Cloud Base JKS and rename the entries alias to
prevent conflict:

$ keyt ool

-i nportkeystore

-srckeystore publiccloud cm auto-gl obal truststore.jks
-dest keystore privatecl oud cm auto-gl obal truststore.jks

The result will be similar to:

I mporting keystore publiccloud _cm auto-gl obal truststore.jks to private
cl oud_cm aut o- gl obal _truststore.jks..

Enter destinati on keystore password:

Enter source keystore password:

Entry for alias inported-ca-b379e6601f5ecf bbee2f ef c4eb2ef d4a successf ul
y inported.

[...]

Entry for alias inported-ca-5945bad341623ae14991e09f f e851725 successfu

Iy inported.

Entry for alias cnrootca-1 successfully inported.

Exi sting entry alias cnrootca-0 exists, overwite? [no]: no

Enter new alias nane (RETURN to cancel inport for this entry): cnrootc
a-1-bis

Entry for alias cnrootca-0 successfully inported.

Entry for alias inported-ca-10c56ecc972802e53d1b7287ac2d1lc6c successfu

Iy inported.

[...]

Entry for alias inported-ca-840644351dd523125493ff 4c28e694f7 successf ul
y inport ed.

I mport command conpl eted: 140 entries successfully inported, O entries
failed or cancelled

¢. Usethe copy you made to merge the CDP Private Cloud Base JKS into the CDP Public Cloud JKS and rename
the entries alias to prevent conflict:

$ keyt ool

-i mportkeystore

-srckeystore privatecl oud_cm aut o-gl obal _truststore.jks. bak
- dest keystore publiccl oud_cm aut o-gl obal _truststore.jks

The result will be similar to:

I mporting keystore privatecl oud _cm aut o-global _truststore.jks.bak to pu
bli ccl oud_cn aut o- gl obal _truststore.jKks...

Enter destinati on keystore password:

Enter source keystore password:

Exi sting entry alias cnrootca-0 exists, overwite? [no]: no
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Enter new alias nane (RETURN to cancel inport for this entry): cnrootc
a-0-bis

Entry for alias cnrootca-0 successfully inported.

I nport command conpleted: 1 entries successfully inported, O entries
failed or cancelled

3. Deploy thetruststores.

Deploy the modified CDP Private Cloud Base and CDP Public Cloud JKS files on each NiFi node of the
respective clusters.

Ij Note:
Do not change the permissions and owners of the file (chmod/chown).
4. Restart your CDP Private Cloud Base and CDP Public Cloud clusters.

After you have configured your truststores, proceed by defining your dataflow in your CDP Public Cloud cluster.

To move data between cloud environments using NiFi site-to-site communication, you require a dataflow in CDP
Public Cloud that can receive data from the CDP Private Cloud Base dataflow. To create this dataflow, configure a
process group, and both an input and output port.

Y ou have prepared you clusters, set up your network configurations, and configured your truststores.

1. From your CDP Public Cloud NiFi cluster, create a Process Group to perform the operations you want to complete
on the data received from and returned to the CDP Private Cloud Base cluster.

2. Drag an Input Port onto the NiFi canvas.

Y ou must use this port for receiving data from NiFi's CDP Private Cloud Base cluster.
3. Drag an Output Port onto the NiFi canvas.

Y ou must use this port to make data available for download to the CDP Private Cloud Base cluster.
4. Connect your CDP Public Cloud dataflow components.

Ensure that you have specified the public endpoints of your NiFi nodesin the CDP Public Cloud cluster.
5. Start your dataflow and ensure that both the input and output ports are running.
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receiveDataFro...

\

To input
Queued 0 (0 bytes)

0 0 0 2 0 0
Queued 0 (0 bytes)
In 0 (0 bytes) = 1 5 min
Read/Write 0 bytes / 0 bytes 5min
Out 1 - 0 (0 bytes) 5 min

0 0 0 070

\ DoSomething

From output
Queued 0 (0 bytes)

/

makeDataAvai

When you have completed your CDP Public Cloud dataflow, proceed by configuring Apache Ranger to allow NiFi's
Site-to-site transmission.

To allow NiFi's site-to-site communication between CDP Public Cloud and CDP Private Cloud Base clusters, you
need to configure Ranger authorization between the two clusters. To do this, create Ranger usersin your CDP Public
Cloud cluster that correspond to the CDP Private Cloud Base NiFi nodes. Then create a new Ranger policy with site-
to-site resources configured, and assign your CDP Private Cloud Base NiFi node usersto the policy.

* You have defined your CDP Public Cloud dataflow.

« Havealist of your FQDN CDP Private Cloud Base host names. Y ou need the host names to create the Ranger
policiesin CDP Public Cloud.

1. Inyou CDP Public Cloud environment, launch the Ranger Ul, then click Settings, Users/Groups/Roles. then User
Create to add the users corresponding to the nodes of the CDP Private Cloud Base cluster.
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2. Click User Create to create one user per NiFi node running your CDP Private Cloud Base environment.

Y ou create this user to make Ranger aware of the CDP Private Cloud Base nodes, so that you can create policies
by including them. Because this user is not used to authenticate on the Ranger Ul, the password can be random.

Ranger UAccess Manager [ Audit Security Zone  # Settings

Users/Groups/Roles

User Detail
User Name * nifi-d-compute2.field.hortonwo: @
New Password* essssenessssss st snesN o
PaSSWQrd Confirm* BRI NI RO RININ NI NIRERERES 0

First Name * nifi-d-compute2.field.hortonwo: @

Last Name o

Email Address o

Select Role * User v
Group Please select +

3. Createanew policy inthe NiFi Service in Ranger.
Y ou need to enter the following NiFi Resources:

o /diteto-site
e /data-transfer/input-ports/<iD of the Input Port>
« /data-transfer/output-ports/<ID of the Output Port>

IE Note:
Y ou can retrieve the input and output port IDs by right-clicking the component and reviewing the
configuration view.
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4. Addthe CDP Private Cloud Base users you created in Step 2, and assign Read and Write permissions:

%) Ranger WAccess Manager (3 Audit Security Zone % Settings % pvillard

Service Manager my_nifi_datahub_cluster_nifi Policies Edit Policy

poicyiD [
Policy Name *  Site-to-Site from Private Cloud @ (" normal
Policy Label Policy Label
NiFi Resourcs Identifier ™ | | /site-to-site

s [data-transfer/input-ports/83da
8606-0174-1000-0000-000054
ab83

x /data-transferfoutput-ports/834
be884-0174-1000-0000-00001
bobdadd

Description

Audit Logging (]

Allow Conditions :

Select Role Select Group Select User Permissions Delegate Admin
% nifi-d-compute0.field.hortonwor
ks.com

 nifi-g-compute1 field.hortonwor

Select Roles Select Groups S Read | Write |3 [m] u

 nifi-d-compute?.field.hortonwor
ks.com

Y our policies are now listed.

%/Ranger UAccessManager [JAudit  (f) SecurityZone  f¥ Settings o pvillard
my_nifi_datahub_cluster_nifi Policies

List of Policies : my_nifi_datahub_cluster_nifi

a Search for your policy. a Add New Policy

Palicy ID Policy Name Policy Labels Status Audit Logging Roles Groups Users Action

50 all - nifi-resource ® @
51 Restricted Components @ [&
54 Provenance @
55 Flow ® @
56 Controller @ @
57 Policies @ @
58 Tenants. @ @
59 Proxies @ @
67 Root Process Group ® @
68 Root Group Provenance Data @® @
69 Root Group Data @ @
70 Site-to-Site from Private Cloud - | Enabied | [ Enabled

®
&
=]

To move data between cloud environments using NiFi site-to-site communication, you require a dataflow in your
CDP Private Cloud Base cluster that can send and receive data from the CDP Public Cloud cluster. To create this
dataflow, connect a processor to a Remote Process Group configured with HTTP and enable transmission.

* You have defined your CDP Public Cloud dataflow and configured Ranger policies for site-to site communication.
* You have the public FQDNSs for your CDP Public Cloud cluster nodes.
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Procedure

1. Inyour CDP Private Cloud Base cluster, launch the NiFi Ul and drag a Gener at eFl owFi | e processor onto the
canvas.
For this use case, Gener at eFl owFi | e creates IMB files every 10 seconds.

2. Drag a Remote Process Group onto the NiFi canvas, configure HTTP protocol, and specify one or more of the
NiFi nodes running on your CDP Public Cloud cluster.

After the site-to-site connection is initiated, the source NiFi cluster is aware of the topology of the remote NiFi
cluster and of any increase or decrease of the size of the remote cluster. However, it is recommended that you
specify at least 2 nodes to ensure higher availability when the site-to-site connection isinitiated.

Add Remote Process Group

URLs @

https://my-nifi-datahub-cluster-nifi1.pvillard.a465-9q4k.cloudera.site:8443/nifi,https://my-nifi-datahub-cluster-nifi2.pvillar...

Transport Protocol @ Local Network Interface @
HTTP v
HTTP Proxy Server Hostname @ HTTP Proxy Server Port @
HTTP Proxy User @ HTTP Proxy Password @
Communications Timeout @ Yield Duration @
30 sec 10 sec

CANCEL ADD

3. Right-click the Remote Process group and select Enable transmission.
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4. Connect the Gener at eFl owFi | e processor to the Remote Process Group and select the Input Port that you
created and started on the remote cluster in CDP Public Cloud:

Create Connection

DETALS SETTINGS

From Processor To Input,
GenerateFlowFile
GenerateFlowFile

receiveDataFromPrivateCloud

Within Group Within Remote Group

NiFi Flow NiFi Flow
https://my-nifi-datahub-cluster-nifil.pvillard.a465-

For Relationships 9q4K cloudera site:8443/nifi

success

5. You can also define a connection from the Remote Process Group to another component to download data made
available by the remote cluster running in the CDP Public Cloud environment. In the this example, the Remote
Process Group is connected to a funnel.

& 3/3 8o = 0(0 bytes) ®0 ® 2 P17 H3 A1 % 0 v 2 * 1 o0 00 7o < 17:53:03 UTC <
@ Navigate 2
@ a Ikl
L[
m GenerateFlowFile
- < GenerateFlowFile 1.11.42.0.1.039
org apache - nifstandarcnar
m 0(0 bytes) Smin
Read/Write 0 bytes /0 bytes Smin
| out 0(0 bytes) Smin
£ operate =] Tasks/Time 0/ 00:00:00.000 Smin \
" To receiveDataFromPrivateCl. > |
NiFi Flow Name success.
5 Process Group Queued 0 (0 bytes)
52166((8.0172-1000-322-9d9dBad adfs [ T e
& hitps:/my-nifi-datahub-cluster-nifi1 pllard a465-9qak o
& F % >R =3 1
Sent 0(0bytes) 1 Smin |
Received 10 (0bytes) Smin

09/12/202017:5258 UTC

From makeDataAvailableFor... >
(ueued 0 (0 bytes)

Fl

NiFi Flow

Results

After you have defined the dataflow for your CDP Private Cloud Base cluster, start the CDP Private Cloud Base
dataflow and confirm that the datais moving back and forth between the environments:

In the CDP Private Cloud Base environment, your dataflow looks similar to the following:

12
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GenerateFlowFile
GenerateFlowFile 1.11.4.2.0.1.0-39
org.apache nifi - nifi-standard-nar

Tasks/Time 21/00:00:00.695

In 0 (0 bytes) 5 mil

Read/Write 0 bytes/21MB 5 mi

Out 21 (21 MB) 5 min
5

in \

To receiveDataFromPrivateCl...
Name success
Queued 0 (0 bytes)

© NiFi Flow

\) & https://my-nifi-datahub-cluster-nifi1.pvillard.a465-9q4k.c

Sent 21(21MB) 1
Received 115 (15MB)

09/12/2020 17:55:31 UTC

From makeDataAvailableFor...
Queued 15 (15 MB)

In the CDP Public Cloud environment, your dataflow will look similar to the following:

Q
| receiveDataFro...
To input
Queued 0 (0 bytes)
\ DoSomething
0 0 2 0 0
Queued 0 (0 bytes)
In 38 (38 MB) — 1
Read/Write 0 bytes / 0 bytes
out 1 -+ 38(38 MB)
/ 0 %0 Q0 @0 20
From output
Queued 11 (11 MB)

| \ makeDataAvai...

amin
5 min
5min

13



	Contents
	Moving data from CDP Private Cloud Base to Public Cloud with NiFi site-to-site
	Understand the use case
	Prepare your clusters
	Set up your network configuration
	Configure your truststores
	Define your CDP Public Cloud dataflow
	Configure Ranger policies for site-to-site communication
	Define your CDP Private Cloud Base dataflow


