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Cloudera Manager Accessing the Cloudera Manager Admin Console

How to open and log in to the Cloudera Manager Admin Console.

To access the Cloudera Manager Admin Console:

1. Open the Cloudera Management Console in a Web browser using the following URL:

http://<CLOUDERA MANAGER SERVER URL>: 7180

2. Enter your user name.
3. Enter your password.
4, Click the Sign In button.

The Cloudera Manager Admin Console opens.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Cloudera Manager can manage multiple clusters. The clusters do not need to run the same major version of CDH or
Cloudera Runtime.

How to create a Compute Cluster and Data Context

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

To create a Compute cluster, you must have a Regular cluster that will be designated as the Base cluster. This cluster
hosts the data services to be used by a Compute cluster and can also host services for other workloads that do not
require access to data services defined in the Data Context.

To create a Compute cluster:

1. On the Cloudera Manager home page, click Clusters Add Cluster
The Add Cluster Welcome page displays.

2. Click Continue. .
The Cluster Basics page displays

3. Select Compute cluster.
4. If you aready have a Data Context defined, select it from the drop-down list.
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5. To create anew Data Context:
a) Select Create Data Context from the drop-down list.
The Create Data Context dialog box displays.
b) Enter aunique name for the Data Context.
c) Select the Base cluster from the drop-down list.

d) Select the Data Services, Metadata Services and Security Services you want to expose in the Data Context.
Y ou can choose the following:

* HDFS (required)

e Hive Metadata Service

o Atlas

e Ranger
€) Click Create.

The Cluster Basics page displays your selections.
f) Click Continue.

6. Continue with the next steps in the Add Cluster Wizard to specify hosts and credentials, and install the Agent and
CDH software.

The Select Repository screen examines the CDH version of the base cluster and recommend a supported version.
Cloudera recommends that your Base and Compute clusters each run the same version of CDH. The Add Cluster
Wizard offers the option to choose other versions, but these combinations have not been tested and are not
supported for production use.
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7. On the Select Services screen, choose any of the pre-configured combinations of services listed on this page, or
you can select Custom Services and choose the services you want to install.

Service combinations for Compute Clusters:
Data Engineering

Process develop, and serve predictive models.

Servicesincluded: Spark, Oozie, Hive on Tez, Data Analytics Studio, HDFS, YARN, and YARN
Queue Manager

Spark

Spark for Compute

Services included: Core Configuration, Spark, Oozie, YARN, and Y ARN Queue Manager
Streams Messaging (Simple)

Simple Kafka cluster for streams messaging

Servicesincluded: Kafka, Schema Registry, and Zookeeper

Streams M essaging (Full)
Advanced Kafka cluster with monitoring and replication services for streams messaging

Servicesincluded: Kafka, Schema Registry, Streams Messaging Manager, Streams Replication
Manager, Cruise Control, and Zookeeper

Custom Services
Choose your own services. Services required by chosen services will automatically be included.

The following services can be installed on a Compute cluster:

» Hive Execution Service (This service supplies the HiveServer2 role only.)

* Hue

» Kafka

e Spak2

* Oozie (only when Hueis available, and is a requirement for Hue)
* YARN

« HDFS

e Stub DFS (Stub DFS replaces Core Settings and requires the Storage Operations role.)
8. If you have enabled Kerberos authentication on the Base cluster, you must aso enable Kerberos on the Compute
cluster.

9. If you don't select a service from Step 7 but if you want to use integrations related to these services (such as
Hive, Spark, Kafka, etc.) on the Compute cluster, then you need to add all the necessary gateway roles to use the
connections properly.

Use the Add Cluster - Installation wizard to create aregular or computer cluster using new hosts.
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

On the Cloudera Manager Home page, click the Add drop-down button at the top right, or the Clusters drop-down
button at the top |eft, and then click Add Cluster. This launches the Add Cluster - Installation wizard, which allows
you to create either aregular cluster or a compute cluster.

Y ou can also launch the wizard by selecting Add Compute Cluster from the drop-down menu next to the cluster
name. Launching the wizard from there skips the Welcome page and restricts the wizard to creating only a compute
cluster.
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The Welcome page of the Add Cluster - Installation wizard provides a brief overview of the installation and
configuration procedure, as well as some links to relevant documentation.

If you launched the wizard using the Add Compute Cluster option, this page is not displayed.
Click Continue to proceed with the installation.

The Cluster Basics page alows you to specify the Cluster Name and select the Cluster Type.
There are two cluster types.

» Regular Cluster: A Regular Cluster contains storage nodes, compute nodes, and other services such as metadata
and security collocated in asingle cluster.

e Compute Cluster: A Compute Cluster consists of only compute nodes. To connect to existing storage, metadata or
security services, you must first choose or create a Data Context on a Base Cluster.

Important: If you will be including the Apache Atlas or Apache Ranger services along with the Solr service,
note the following:

1. Duringthisinitial cluster setup install only Apache Atlas and/or Apache Ranger (or one of the Data
Engineering, Data Mart, or Operational Database Base cluster options).

2. Ranger requires Kerberos, as the wizard reminds you:

O @ Ranger  Apache Ranger is a framework to enable, monitor and manage comprehensive data security across the Hadoop platform.
This service requires Kerberos.

3. After the cluster setup is complete, use the Cloudera Manager Admin Console to add the Solr service to
the cluster. See Adding a Service.

If you are performing a new installation, Regular Cluster is the only option. Y ou cannot add a compute cluster if you
do not have an existing base cluster.

For more information on regular and compute clusters, and data contexts, see Virtual Private Clusters and Cloudera
DX.

If you are adding a compute cluster to an existing base cluster, click Choose Data Context... to create or select a data
context.

After selecting a cluster type and data context (if applicable), enter a cluster name and then click Continue.

After acluster is created, you can change the cluster display hame using the Rename Cluster operation, but the
internal name remains same. For more information, see Renaming a cluster.

Renaming a Cluster

The Setup Auto-TL S page provides instructions for initializing the certificate manager for auto-TLSif you have not
done so already.

i Important: Auto-TLSisonly available with an Enterprise license.

If you already initialized the certificate manager in Sep 3: Install Cloudera Manager Server, the wizard displaysa
message indicating that auto-TL S has been initialized. Click Continue to proceed with the installation.

If you have not already initialized the certificate manager, and you want to enable auto-TLS, follow the instructions
provided on the page before continuing. When you reload the page as instructed, you are redirected to http
s.//<SERVER HOST>:7183, and a security warning is displayed. Y ou might need to indicate that you trust the
certificate, or click to proceed to the Cloudera Manager Server host. Y ou might also be required to log in again and
re-compl ete the previous steps in the wizard.
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For more information, see Configuring TLS Encryption for Cloudera Manager Using Auto-TLS.

If you do not want to enable auto-TL S at this time, click Continue to proceed.

Configuring TLS Encryption for Cloudera Manager Using Auto-TLS

Cloudera Manager can automatically discover hosts on which to install Cloudera Runtime and managed services. This
section covers the procedure for new hosts only.

Choose which hosts will run Cloudera Runtime and other managed services.

1. To enable Cloudera Manager to automatically discover hosts on which to install CDH and managed services, enter
the cluster hostnames or |P addresses in the Hostnames field. Y ou can specify hostname and | P address ranges as

follows:
10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4
host[1-3].example.com host1.example.com, host2.example.com, host3.example.com
host[07-10].example.com host07.example.com, host08.example.com, host09.example.com, host10.example.com

Important: Ungualified hosthnames (short names) must be unique in a Cloudera Manager instance. For
example, you cannot have both HOSTO1.EXAMPLE.COM and HOST01.STANDBY.EXAMPLE.COM
managed by the same Cloudera Manager Server.

Y ou can specify multiple addresses and address ranges by separating them with commas, semicolons, tabs, or
blank spaces, or by placing them on separate lines. Use this technique to make more specific searches instead

of searching overly wide ranges. Only scans that reach hosts running SSH will be selected for inclusion in your
cluster by default. Y ou can enter an address range that spans over unused addresses and then clear the nonexistent
hosts later in the procedure, but wider ranges require more time to scan.

2. Click Search. If there are alarge number of hosts on your cluster, wait afew momentsto allow them to be
discovered and shown in the wizard. If the search is taking too long, you can stop the scan by clicking Abort
Scan. Y ou can modify the search pattern and repeat the search as many times as you need until you see all of the
expected hosts.

Note: Cloudera Manager scans hosts by checking for network connectivity. If there are some hosts
where you want to install services that are not shown in the list, make sure you have network connectivity
between the Cloudera Manager Server host and those hosts, and that firewalls and SE Linux are not
blocking access.
3. Verify that the number of hosts shown matches the number of hosts where you want to install services. Clear host
entries that do not exist or where you do not want to install services.
4. Click Continue.
The Select Repository screen displays.

The Select Repository page allows you to specify repositories for Cloudera Manager Agent and CDH and other
software.
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1. Inthe Cloudera Manager Agent section, select either Public Cloudera Repository or Custom Repository for the
Cloudera Manager Agent software.

2. If you select Custom Repository, do not include the operating system-specific pathsin the URL. For instructions
on setting up a custom repository, see Configuring a Local Package Repository.

3. Inthe CDH and other software section, select the repository type to use for the installation. In the Install Method
section select one of the following:

¢ Use Parcels (Recommended)
A parcel isabinary distribution format containing the program files, along with additional metadata used by
Cloudera Manager. Parcels are required for rolling upgrades.

» UsePackages
A package is a standard binary distribution format that contains compiled code and meta-information such as

a package description, version, and dependencies. Packages are installed using your operating system package
manager.

4. Select the version of Cloudera Runtime to install. For compute clusters using parcels, the supported Cloudera
Runtime versions display (Supported) next to the parcel name. For compute clusters using packages, you must
make sure that you have installed a supported Cloudera Runtime version on all compute cluster hosts.

a) If you selected Use Parcels and you do not see the version you want to install, click the More Options button
to add the repository URL for your version. Repository URL s for Cloudera Runtime 7.x are documented in
the Release Guide. After adding the repository, click Save Changes and wait a few seconds for the version to
appear. If your Cloudera Manager host uses an HTTP proxy, click the Proxy Settings button to configure your

proxy.
Note: Cloudera Manager only displays Cloudera Runtime versions it can support. If an available
Cloudera Runtime version is too new for your Cloudera Manager version, it is not displayed.

b) If you selected Use Packages, and the version you want to install is not listed, you can select Custom
Repository to specify arepository that contains the desired version. Repository URL s for Cloudera Runtime
7.x are documented in the Release Guide.

5. If you selected Use Parcels, specify any Additional Parcels you want to install.
6. Click Continue.

The Accept JDK License page displays.

Cloudera Manager can automatically install aJJDK on cluster hosts, or you can choose to install the JDK manually.

B Note: If you want toinstall OpenJDK 11, you must install it manually on all hosts before continuing.

1. Choose one of the following options:
¢ Manually manage JDK

If you select this option, you must ensure that a supported JDK is already installed on all hosts. Y ou will need
to manage installing the unlimited strength JCE policy file, if necessary. If you are installing OpenJDK 11, you
must select this option.

e Install aCloudera-provided version of OpenJDK 8

Cloudera Manager installs a supported version of OpenJDK 8 on all hosts.
« Install asystem-provided version of OpenJDK

Cloudera Manager installs the default version of OpenJDK 8 provided by the operating system.
2. Click Continue.
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Cloudera Support Matrix

Enter the required login credentials and choose the method of authentication.

1. Select root for the root account, or select Another user and enter the username for an account that has password-
less sudo privileges.
2. Select an authentication method:

« |f you choose password authentication, enter and confirm the password.
» |If you choose public-key authentication, provide a passphrase and path to the required key files.

Y ou can modify the default SSH port if necessary.

3. Specify the maximum number of host installations to run at once. The default and recommended valueis 10. You
can adjust this based on your network capacity.

4. Click Continue.
The Install Agents page displays.

The Install Agents page displays the progress of the installation.

Y ou can click on the Details link for any host to view the installation log. If the installation is stalled, you can click
the Abort Installation button to cancel the installation and then view the installation logs to troubleshoot the problem.

If the installation fails on any hosts, you can click the Retry Failed Hosts to retry al failed hosts, or you can click the
Retry link on a specific host.

If you selected the option to manually install agents, see Manually Install Cloudera Manager Agent Packages for the
procedure and then continue with the next steps on this page.

After installing the Cloudera Manager Agent on all hosts, click Continue.

If you are using parcels, the Install Parcels page displays. If you chose to install using packages, the Detecting CDH
Versions page displays.

If you selected parcels for the installation method, the Install Parcels page reports the installation progress of the
parcels you selected earlier.

After the parcels are downloaded, progress bars appear representing each cluster host. Y ou can click on an individual
progress bar for details about that host.

After the installation is complete, click Continue.

The Inspect Cluster page displays.

The Inspect Cluster page provides atool for inspecting network performance as well as the Host Inspector to search
for common configuration problems. Cloudera recommends that you run the inspectors sequentially.

Minimum Required Role: Limited Cluster Administrator (also provided by Full Administrator and Cluster
Administrator)
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Run the Inspect Network Performance tool. Y ou can click Advanced Options to customize some ping parameters.
After the network inspector completes, click Show Inspector Results to view the resultsin a new tab.

Address any reported issues, and click Run Again (if applicable).

Click Inspect Hosts to run the Host Inspector utility.

After the host inspector completes, click Show Inspector Results to view the resultsin a new tab.

Address any reported issues, and click Run Again (if applicable).

If the reported issues cannot be resolved in atimely manner, and you want to abandon the cluster creation wizard
to address them, select the radio button labeled Quit the wizard and Cloudera Manager will delete the temporarily
created cluster and then click Continue. Otherwise, after addressing any identified problems, select the radio
button labeled | understand the risks, let me continue with cluster creation, and then click Continue.

N o g~ wDhE

This completes the Add Cluster - Installation wizard and launches the Add Cluster - Configuration wizard. For further
instructions, see Set up a Cluster Using the Wizard in the Installation guide.

This section covers the procedure for creating a cluster from existing managed hosts only. For instructions using new
(currently unmanaged) hosts, see Adding a Cluster Using New Hosts.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Before continuing, make sure that the managed hosts have the desired CDH or Cloudera Runtime version packages
pre-installed.

On the Cloudera Manager Home page, click the Add drop-down button at the top right, or the Clusters drop-down
button at the top left, and then click Add Cluster. This launches the Add Cluster - Installation wizard, which allows
you to create either aregular cluster or a compute cluster.

Y ou can also launch the wizard by selecting Add Compute Cluster from the drop-down menu next to the cluster
name. Launching the wizard from there skips the Welcome page and restricts the wizard to creating only a compute
cluster.

The following sections guide you through each page of the wizard.

The Welcome page of the Add Cluster - Installation wizard provides a brief overview of the installation and
configuration procedure, as well as some links to relevant documentation.

If you launched the wizard using the Add Compute Cluster option, this page is not displayed.
Click Continue to proceed with the installation.

The Cluster Basics page allows you to specify the Cluster Name and select the Cluster Type:

* Regular Cluster: A Regular Cluster contains storage nodes, compute nodes, and other services such as metadata
and security collocated in a single cluster.

e Compute Cluster: A Compute Cluster consists of only compute nodes. To connect to existing storage, metadata or
security services, you must first choose or create a Data Context on a Base Cluster.
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Important: If you will be including the Apache Atlas or Apache Ranger services along with the Solr service,
note the following:

1. Duringthisinitial cluster setup install only Apache Atlas and/or Apache Ranger (or one of the Data
Engineering, Data Mart, or Operational Database Base cluster options).

2. Ranger requires Kerberos, as the wizard reminds you:

O @ Ranger  Apache Ranger is a framework to enable, monitor and manage comprehensive data security across the Hadoop platform.
This service requires Kerberos.

3. After the cluster setup is complete, use the Cloudera Manager Admin Console to add the Solr service to
the cluster. See Adding a Service.

For more information on regular and compute clusters, and data contexts, see Virtual Private Clusters and Cloudera
DX.

If you are adding a compute cluster to an existing base cluster, click Choose Data Context... to create or select a Data
Context.

After selecting a cluster type and data context (if applicable), enter a cluster name and then click Continue.

After acluster is created, you can change the cluster display hame using the Rename Cluster operation, but the
internal name remains same. For more information, see Renaming a cluster.

Renaming a Cluster

The Setup Auto-TL S page provides instructions for initializing the certificate manager for auto-TLSif you have not
done so already.

i Important: Auto-TLSisonly available with an Enterprise license.

If you already initialized the certificate manager in Sep 3: Install Cloudera Manager Server, the wizard displaysa
message indicating that auto-TL S has been initialized. Click Continue to proceed with the installation.

If you have not already initialized the certificate manager, and you want to enable auto-TLS, follow the instructions
provided on the page before continuing. When you reload the page asinstructed, you are redirected to http
s.//<SERVER HOST>:7183, and a security warning is displayed. Y ou might need to indicate that you trust the
certificate, or click to proceed to the Cloudera Manager Server host. Y ou might also be required to log in again and
re-compl ete the previous steps in the wizard.

For more information, see Configuring TLS Encryption for Cloudera Manager Using Auto-TLS.

If you do not want to enable auto-TL S at this time, click Continue to proceed.

Configuring TLS Encryption for Cloudera Manager Using Auto-TLS

This section covers the procedure for creating a cluster from existing managed hosts only. For instructions using new
(currently unmanaged) hosts, see Adding a Cluster Using New Hosts.

Select the hosts for your cluster by clicking the Currently Managed Hosts tab. This tab does not appear if you have no
unassigned managed hosts. Y ou cannot select a mixture of new hosts and currently managed hosts.

If you areinstalling CDH and other services using packages instead of parcels, make sure that you have manually
installed the CDH packages on each host before continuing.

Select the hosts you want to add to the cluster, and then click Continue.

16


https://docs.cloudera.com/cdp-private-cloud-base/7.1.8/managing-clusters/topics/cm-adding-a-service.html
https://docs.cloudera.com/cdp-private-cloud-base/7.1.8/security-encrypting-data-in-transit/topics/cm-security-auto-tls.html

Cloudera Manager Adding and Deleting Clusters

The Select Repository page allows you to specify repositories for Cloudera Manager Agent and CDH and other
software. If you are installing on currently managed hosts, the Cloudera Manager Agent section is not displayed.

i Important: You cannot install software using both parcels and packages in the same cluster.

1. Inthe Cloudera Manager Agent section, select either Public Cloudera Repository or Custom Repository for the
Cloudera Manager Agent software. If you select Custom Repository, do not include the operating system-specific
paths in the URL. For instructions on setting up a custom repository, see Configuring a Local Package Repository.

2. Inthe CDH and other software section, select the repository type to use for the installation. In the Install Method
section select one of the following:

e Use Parcels (Recommended)

A parcel isabinary distribution format containing the program files, along with additional metadata used by
Cloudera Manager. Parcels are required for rolling upgrades. For more information, see Overview of Parcels
on page 116.

» Use Packages

A package is a standard binary distribution format that contains compiled code and meta-information such as
a package description, version, and dependencies. Packages are installed using your operating system package
manager.

If you select Use Packages, make sure that you have manually installed the CDH packages on each host before
continuing.

3. Select the version of CDH or Runtime to install. For compute clusters using parcels, the supported versions
display (Supported) next to the parcel name. For compute clusters using packages, you must make sure that you
have installed a supported CDH or Runtime version on all compute cluster hosts.

If you selected Use Parcels and you do not see the version you want to install, click the More Options button
to add the repository URL for your version. Repository URLs for CDH version 6 and Cloudera Runtime are
documented in the Release Guide. After adding the repository, click Save Changes and wait a few seconds for
the version to appear. If your Cloudera Manager host uses an HTTP proxy, click the Proxy Settings button to
configure your proxy.

Note: Cloudera Manager only displays CDH versionsit can support. If an available CDH version istoo
Ij new for your Cloudera Manager version, it is not displayed.

4. If you selected Use Parcels, specify any Additional Parcels you want to install. If you are installing CDH 6, do not
select the KAFKA, KUDU, or SPARK parcels, because they areincluded in CDH 6.

5. Click Continue.
If you are using parcels, the Install Parcels page displays. If you chose to install using packages, the Detecting
CDH Versions page displays.

If you selected parcels for the installation method, the Install Parcels page reports the installation progress of the
parcels you selected earlier.

After the parcels are downloaded, progress bars appear representing each cluster host. Y ou can click on an individua
progress bar for details about that host.

After the installation is complete, click Continue.

The Inspect Cluster page displays.
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The Inspect Cluster page provides atool for inspecting network performance as well as the Host Inspector to search
for common configuration problems. Cloudera recommends that you run the inspectors sequentially.

Run the Inspect Network Performance tool. Y ou can click Advanced Options to customize some ping parameters.
After the network inspector completes, click Show Inspector Results to view the resultsin a new tab.

Address any reported issues, and click Run Again (if applicable).

Click Inspect Hosts to run the Host Inspector utility.

After the host inspector completes, click Show Inspector Results to view the resultsin a new tab.

Address any reported issues, and click Run Again (if applicable).

If the reported issues cannot be resolved in atimely manner, and you want to abandon the cluster creation wizard
to address them, select the radio button labeled Quit the wizard and Cloudera Manager will delete the temporarily
created cluster and then click Continue. Otherwise, after addressing any identified problems, select the radio
button labeled | understand the risks, let me continue with cluster creation, and then click Continue.

N o oMb

This completes the Add Cluster - Installation wizard and launches the Add Cluster - Configuration wizard. For further
instructions, see Set up a Cluster Using the Wizard in the Installation guide.

Steps to delete a cluster.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. Stop the cluster.
2. On the HomeStatus tab, click the drop-down arrow to the right of the cluster name and select Delete.

A tutorial that demonstrates how to access datain a Base cluster from a Compute cluster.

Set up an environment to run thistutorial.
Set up your environment with Compute and Base clusters as follows:

1. Create clusters where the Cloudera Manager and Cloudera Runtime version match, for example both are Cloudera
Runtime 7.1.1. The clusters must use Kerberosand TLS.

2. If Base cluster has Sentry, then make sure the user executing cross cluster queries is added to the correct role that
has all the necessary privileges to create/insert datainto tables. (more in workflow #3).

3. Configure aRegular cluster called Cluster 1 to be used as a Base cluster. This cluster must have high availability
enabled.

4. Create two Compute clusters called Compute 1 and Compute 2.
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5. Configure services for the three clusters as shown below:
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@ Cluster1 .
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Learn how to use Impalato create tables, insert data, access data, and modify datain a Virtual Private Cluster.

This workflow describes how to create a table using Impala, how to insert sample data on Compute cluster 1, and how
to access and modify the data using beeline from Compute cluster 2.

InaVirtual Private Cluster environment, Hue and the impala-shell can be used to setup databases, tables, insert and
retrieve data using queries. Thisworkflow focuses on running afew queries using impala-shell command line tool.

This tutorial uses a kerberized environment with TLS, so you must Kinit the user first. If you want to add a new user,
see Enabling Kerberos Authentication for CDP for documentation to create and add the user to the Kerberos principal

and the reguired Linux groups.

1. Identify ahost running Impala Daemon to launch impala-shell using this breadcrumb. In the Cloudera M anager
Admin Console, goto ClouderaManager Compute Cluster 1 IMPALA-1 Instances.

2. Note the hostname of a host that is running the Impala Daemon and open an ssh session to that host.

ssh <host nane>

Compute 1

@ IMPALA-1  Actions~

Status Instances Configuration
Filters

STATUS

@ Good Health 4

COMMISSION STATE
MAINTENANCE MODE
RACK

ROLE GROUP

ROLE TYPE

STATE

HEALTH TESTS

Commands Queries Charts Library

(2]

Actions for Selected ~ Add Role Instances

Role Type

Impala Catalog Server
Impala Daemon
Impala Daemon

Impala StateStore

3. Kinit the user (because thisis a Kerberized environment):

Best Practices Audits Web Ul ~ Quick Links ~

Role Groups
* State Host
Started quasar-cqdbms-1.vpc.cloudera.com
Started quasar-cqdbms-2.vpc.cloudera.com
Started quasar-cqdbms-3.vpc.cloudera.com
Started quasar-cqdbms-1.vpc.cloudera.com

kinit -kt <keytab path of authorized user> <authorized user>
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4. Start the Impala-shell:
In the Cloudera Manager Admin Console, go to the Impala service and click the Status tab.

The Impala Shell command displaysin the upper-left. Copy that string and use it as the command to open Impala
shell. For example:

i mpal a-shell -i vpc_host-cqdbns-2.tut. nyco. com 25003 -d default -k --ssli
--ca_cert=/etc/cdep-ssl-conf/ CA STANDARD/ t r ust st or e. pem

The command uses the following form:

i mpal a-shell -i <I MPALA DAEMON HOST URL>: 25003 -d default -k --ssl --ca_
cert =<PATH TO TRUSTSTORE>/tr ust st ore. pem

Query: use “default’

[ vpc_host - cqdbns- 2. t ut . nyco. com 25003] def aul t >

5. Verify that impala-shell isin the connected status.
6. Create adatabase and atable:

[ vpc_host - cqdbms- 2. t ut. nyco. com 25003] default> create dat abase test dat a;

Query: create database test_data

feccoococcococoococcooocococooooo +
| summary |
feccooccocococoococcooococcooooo +
| Database has been created. |
fooocococcoccoccooccooccocoocoocoo +

[ vpc_host - cqdbns- 2. t ut. nyco. com 25003] def aul t > show dat abases;
Query: show dat abases

R Fe o m e e e e e oo eeeeeoeeaoeoo--aao-- +
| nare | comment |
Focococococococoooo FrcocoococococoocococoocoocSococococoococoococococoooooo +

_inpala_builtins | System database for Inpala builtin functions |
| default | Default Hive database |
| test data | |
S S +

[ vpc_host - cqdbns- 2. t ut. nyco. com 25003] default> use test data;

[ vpc_host - cqdbns- 2. tut. nyco. com 25003] test data> create table test _table
(year int, winner string);

Fococococcocococoocoocooooooo +
| summary |
feccoococcoccoocococooscocooo +
| Tabl e has been created. |
feocococccococcoccoococoooooooo +

Fetched 1 rowms) in 0.47s
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7. Verify that the table has been created on the Base cluster HDFS

[vpc_host - cqdbms- 2. t ut. nyco. com 25003] test_data> show create table test
_table;

QJery show create table test table

___________________________________________________________________ +
| resul t |
o S CCCCCCOCOOCOPCCCOCoOCOoOCOCCCCoOCoOCO000CCCCoN0000000Co0Co00000000c o +
| CREATE TABLE test_data.test_table ( [
[ year | NT, [
| wi nner STRI NG |
| ) I
| STORED AS TEXTFI LE |
| LOCATI ON ' hdfs://nsl/user/hivel/warehouse/test _data.db/test_table |
I I
o o m m m m m o e oo m o o e o oo o oo e oo e oo e e o e e o e o e e oo e e o e e e e e e e e mmmmmmmomoo----- +

8. Insert test datainto the table:

[ vpc_host - cqdbns- 2. t ut. nyco. com 25003] test _data> insert into table test
_table values (2018, 'France'), (2014, 'Germany'), (2010, 'Spain'), (2006,
"Italy');

QJery: i nsert into table test table values (2018, 'France'), (2014, 'Ger
many'), (2010, 'Spain'), (2006, 'ltaly"')

Query progress can be nonitored at: https://vpc_host-cqdbns-2.tut. nyco.
com 25000/ query_pl an?query_i d=334f c3bd7e421cce: 540f 171500000000

[ vpc_host - cqdbns- 2. t ut. nyco. com 25003] test_data> select * fromtest_tab
| e;

Query progress can be nonitored at: https://vpc_host-cqdbns-2.tut. myco.c
om 25000/query pl an’)query i d=be4c4c177520a5f d: 7ef ba74700000000

e

| year | Wi nner |
Fococoo Fococcooooo +
| 2018 | France |
| 2014 | Gernmny |
| 2010 | Spain [
| 2006 | Italy |
Foooooo Feococoooooo +

9. Log in using ssh to the host running HiveServer2 on the Compute cluster. Y ou can find ahost in the Cloudera
Manager Admin Console by going to Clusters Compute 2 Hive Execution Service Instances .
10. Because thisis a Kerberized environment, kinit the user:

[root @pc_host-nnwzng-1 ~]# kinit hive

Password for hive@ut. myco.com
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11. Launch beeline:
* TLSisnot enabled:

[root @pc_host-nnwzng-1 ~]# beeline -u 'jdbc: hive2://1ocal host: 10000/ def
aul t; pri nci pal =hi ve/ vpc_host - nnwzng- 1. t ut . myco. com@ ut . myco. coni

¢ Auto-TLSisenabled:

[root @pc_host-nnwzng-1 ~]# beeline -u 'jdbc: hive2://|ocal host: 10000/ def
aul t; ssl =true; ssl Trust St or e=<CMCA_TRUSTORE _LOC>. j ks; t rust St or ePasswor d=c
| ouder a; pri nci pal =hi ve/ vpc_host - nnwzng- 1. t ut . myco. com@ ut . myco. coni

e Regular TLSisenabled:

[root @pc_host-nnwzng-1 ~]# beeline -u 'jdbc: hive2://1ocal host: 10000/ def
aul t; ssl =true; ssl Trust St or e=/ et ¢/ cdep- ssl - conf/ CA_STANDARD/ t rust store. |k
S; trust St or ePasswor d=cl ouder a; pri nci pal =hi ve/ vpc_host - nnwzng- 1. t ut . nyco.
com@ ut . myco. coni

/ CA_STANDARDY t rust st ore. j ks; t rust St or ePasswor d=cl ouder a; pri nci pal =hi ve/ <
Hi veServer2 Host URL>@/PC. CLOUDERA. COM

12. Access the tables created through Impalain the previous section:

0: jdbc: hive2://1ocal host: 10000/ def aul t > show dat abases;

INFO : Conpiling command(queryl d=hi ve _20190309192547_09146f d4- 58b9- 4f 60-
ad40- c9de3f 98d470); Tine taken: 0.987 seconds

INFO : Starting task [Stage-0:DDL] in serial node

I NFO : Conpl eted executing command( queryl d=hi ve 20190309192547 09146f d4-5
8b9- 4f 60- ad40- c9de3f 98d470); Tine taken: 0.041 seconds

INFO : K
Fococococococoocoo +
| database_name |
froccoocococoooococs +
| default

| test data |
fococcocoooocnocoos +

0: jdbc: hive2://1ocal host: 10000/ defaul t> select * fromtest_table;

INFO : Conpiling conmand(queryl d=hive_20190309192621_701914ad- 0417- 4639
-9209- 335a63818b82): select * fromtest table

command( quer yl d=hi ve_20190309192621 701914ad- 0417- 4639- 9209- 335a63818b82) ;
Ti me taken: 0.38 seconds

Fococococococoooooe tocococococococoooooo +
| test_table.year | test_table.w nner |
foococooocoooooocooo oo foococoococooocooooocoo oo +
| 2018 | France |
| 2014 | Germany [
| 2010 | Spain |
| 2006 | Italy [
dooccooocoooooocooooo ooccocococooocoooooocoooo +
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13. Modify the table:

0: jdbc: hive2://1ocal host: 10000/ defaul t> insert into test_table val ues (
2002, 'Brazil');

INFO : Conpiling

I NFO : Executing comand(queryld=hi ve 20190309192705 218b79aa- aa94- 4102-
95ab- ald4bc?a0381) insert into test_table values (2002, 'Brazil')

WARN

INFO : Query I D = hive_20190309192705_218b79aa- aa94- 4102- 95ab- ald4bc7a0
381

INFO : Total jobs =3

INFO : Launching Job 1 out of 3

INFO : Starting task [Stage-1: MAPRED] in serial node

I NFO : Submitting tokens for job: job_ 1552095496593 0001

I NFO The url to track the job: https://vpc_host-nnwzng-1.tut. myco.com
8090/proxy/appllcat|on 1552095496593 0001/

INFO : Starting Job = job_ 1552095496593 0001, Tracking URL = https://vp
c_host - nnwzng- 1. t ut . myco. com 8090/ pr oxy/ appl i cati on_1552095496593 0001/
hdfs://ns1/ user/ hive/ war ehouse/ t est _dat a. db/test _tabl e/ . hi ve-stagi ng_hi v
e 2019- 03- 09 _19-27-05_193_3963732700280111926- 1/ - ext - 10000 from hdfs://n
s1/ user/ hi ve/ war ehouse/ t est _dat a. db/ t est _t abl e/ . hi ve- st agi ng_hi ve_2019-0
3-09_19-27-05_193 3963732700280111926- 1/ - ext - 10002

INFO : Starting task [Stage-0: MOVE] in serial node

INFO : Loading data to table test data.test _table fromhdfs://nsl/user/h
i ve/ war ehouse/ t est _dat a. db/t est _t abl e/ . hi ve- st agi ng_hi ve_2019- 03-09_19- 2
7-05_193 3963732700280111926- 1/ - ext - 10000

I NFO : MapReduce Jobs Launched:

INFO : Stage-Stage-1: Map: 1  Cunul ative CPU. 2.4 sec HDFS Read: 4113
HDFS Wite: 88 HDFS EC Read: 0 SUCCESS

I NFO : Total MapReduce CPU Tine Spent: 2 seconds 400 nsec

I NFO : Conpl eted executing command(queryl d=hi ve_20190309192705_218b79aa-

aa94-4102- 95ab- ald4bc7a0381); Tinme taken: 31.097 seconds

INFO : XK

1 row affected (31.434 seconds)
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14. Verify and track the Yarn job submitted by the Hive Execution Service using the Cloudera Manager Admin
Console by going to Clusters Compute2 YARN 2 Applications.

15. Verify that new data was added to the table:

YARN Job:
Compute 2
O YARN-Z Actions =
Status Instances Configuration Commands Applications Resource Pools
Results Charts
Workload Summary ———

(For Completed Applications)

ADL Bytes Read

ADL Bytes Written

Allocated Memory Seconds [l

03/09/2019 7:27 PM -
03/09/2019 7:27 PM

ID: job_1552095496593_0001
Pool: root.users.hive
Allocated VCore Seconds: 41
File Bytes Written: 363.8 KiB
Memory Allocation: 11.3M

Charts Library Audits \

insert into test_table values (2../Brazil') (Stage-1)

Hive Query String:insert into test_table values (2002, 'Brazil')

Type: MAPREDUCE
Duration: 13.64s

CPU Time: 2.4s

HDFS Bytes Read: 4 KiB

Map Reduce job:
Z Logged in as: dr.who
@hadaap MapReduce Job job_1552095496593_0001
» Application Job Overview
~ Job Job Name: insert into test_table values (2...'Brazil') (Stage-1)
Overview User Name: hive .
Counters Queue: root.users.hive
Configuration State: SUCCEEDED
Map tasks Uberized: false
Reduce tasks Submitted: Sat Mar 09 19:27:07 PST 2019
Started: Sat Mar 09 19:27:21 PST 2019
» Tools Finished: Sat Mar 09 19:27:34 PST 2019
Elapsed: 13sec
Diagnostics:
Average Map Time 10sec
ApplicationMaster
Attempt Number Start Time Node Logs
1 Sat Mar 09 19:27:17 PST 2019 guasar-nnwzng-2.vpc.cloudera.com:8044 logs
Task Type Total Complete
Map 1 1
Reduce o 0
Attempt Type Failed Killed Successful
Maps 0 Q 1
Reduces 0 ] 0

0:

I NFO

Ti e taken: 0.0 seconds

Fococococococococoo Fococococococococoooo +
| test table.year | test_table.w nner |
feccoocococooococoon feccoccococooccocooooo +
| 2002 | Brazil |
| 2018 | France |
| 2014 | Ger many |
| 2010 | Spain [
| 2006 | Italy |
feccoocococooococoon feccoccococooccocooooo +

Learn how to view the HDFS structure in a Base cluster from a Compute cluster.

j dbc: hive2://1 ocal host: 10000/ defaul t> select * fromtest table;

. Conpl et ed executing conmand( queryl d=hi ve_20190309192752_ 38d2b5a0-
bf 12- 46b2- 9a55- 62e06beb9f b9) ;
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InaVirtual Private Cluster environment, some Compute clusters have alocal HDFS. But, crucia directories (JHS for
spark, logging for yarn) for compute services are created in the Base cluster HDFS.

One of the design assumptions of Compute clustersis that they would be transient and so the user should still have a
way to access important logs after the Compute clusters have been destroyed.

1. Open the Cloudera Manager Admin Console and view the HDFS hierarchy on the Base cluster HDFS service by
opening the File Browser: Cluster 1 HDFS-1 File Browser .

Cluster 1

HDFS-1 Actions v

Status Instances Configuration Commands File Browser Charts Library Cache Statistics Audits Web UI
/ Edit Showing 1to 3
Name Owner Group Last Modified Size Mode
B mc hdfs supergroup 03/08/2019 5:26 PM — drwxr-xr-x
B tmp hdfs supergroup 03/08/2019 4:56 PM — drwxrwxrwx
[ user hdfs supergroup 03/08/2019 5:26 PM = drwxr-xr-x

All the logs pertaining to Compute clusters are under the “mc” directory.

Cluster 1

HDFS-1 Actions v

Status Instances Configuration Commands File Browser Charts Library Cache Statistics Audits Web Ul
/ / mc / Edit Showing 1to 2
Name Owner Group Last Modified Size Mode
= —
= 2 hdfs supergroup 03/08/2019 5:06 PM —  drwxr-xr-x
5 3 hdfs supergroup 03/08/2019 5:26 PM —  drwxr-xr-x

This Base cluster has 2 Compute clusters associated with it, Compute 1 and Compute 2.

Each Compute cluster (based on its ID) gets afolder under this directory, so folder 2 belongs to Compute 1 and 3
belongs to Compute 2. The ID of the cluster can be identified from the URL used to access the cluster. Click on
Compute 1 in the CM Cluster view and inspect the URL.

http://quasar-wfrgnj-1.vpc.cloudera.com: 7180/cmf/clusters/2/status
The ID isthe segment following /clustersin the URL. Thisis also the subfolder name under the /mc folder.

Thisisthe directory where all the logs for servicesin Compute 1 are stored.
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2. Navigate to the file browser of a Compute cluster.

Compute 2

. H D FS-3 Actions v

Charts Library

Last Modified

Status Instances Configuration Commands File Browser
// mc / Edit
Name Owner Group
=
= 3 hdfs supergroup

03/08/2019 5:27 PM

Cache Statistics

Audits Web Ul

Showing 1to 1

Size Mode

drwxr-xr-x

Note that folder 2 which is dedicated for the Compute 1 cluster is not visible to the Compute 2 cluster.

Navigating to folders below this hierarchy, you can see the folders created for services present on the Compute 2

cluster.

Compute 2

. HDFS-3 Actions v

Status Instances Configuration Commands File Browser

Charts Library

// mc / 3/ fs / user / Edit

Name Owner Group
=
B history mapred hadoop
B hive hive hive
& spark hdfs supergroup

Insert data in test_table through Spark
Learn how to insert data using Spark.

Last Modified

03/08/2019 5:27 PM
03/09/2019 6:24 PM

03/08/2019 5:27 PM

Cache Statistics

Size

Audits Web Ul

Showing 110 3

Mode

drwxrwxrwx
drwxrwxr-x

drwxr-xr-x
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1. Identify ahost to start a spark-shell on the Compute cluster, Compute 2. Open the Cloudera Manager Admin
Consoleand goto Clusters Compute 2 SPARK_ON_YARN-1 Instances .

Compute 2

©@ SPARK_ON_YARN-1  Actions~

Status Instances Configuration Commands Charts Library Audits History Server Web Ul (& Quick Links v
(2]
Actions for Selected ~ Add Role Instances Role Groups
Filters
Role Type 4 State Host Commission State
STATUS
Nene 3 Gateway N/A quasar-nnwzng-1.vpc.cloudera.com Commissioned
@ Good Health 1
Gateway N/A quasar-nnwzng-3.vpc.cloudera.com Commissioned
COMMISSIONISTATIE Gateway N/A quasar-nnwzng-2.vpc.cloudera.com Commissioned
MAINTENANCE MODE
Q@  History Server Started quasar-nnwzng-1.vpc.cloudera.com Commissioned

RACK

2. Open aterminal session host <HiveServer2 Host URL >
3. Verify accessfor the user:

Assign the user starting spark-shell to a Linux group that has create/insert access configured in Sentry. .e. hive.
[root @pc_host -nnwzng-1 ~]# usernod -aG hive systest

The user will also need to be created and added to the group on all the hosts of the Base cluster.
4. Kkinit the user:

[root @pc_host-nnwzng-1 ~]# kinit -kt /cdep/keytabs/systest. keytab systest
5. Start spark-shell:

[root @pc_host-nnwzng-1 ~]# sudo -u systest spark-shell

Setting default log level to "WARN'.

Spark context Web U available at http://vpc_host-nnwzng-1.tut. myco.com
: 4043

Spark context avail able as
95496593_0007) .

Spark session available as 'spark'.
Wl cone to

sc' (master = yarn, app id = application_15520

, /1 1 I\ \ version 2.4.0-cdh6.2.0

scal a>

6. Insert datainto the table:

scal a> val insertData = sql Context.sql ("insert into test_data.test_table
val ues (1998, 'France')")

19/ 03/ 10 00:21:26 WARN shins. HIf sUtils: Unable to inherit perm ssions fo
r file hdfs://nsl/user/hivel/ warehouse/test data.db/test table/part-00000-
f Of c5e0d- daa3- 4f e2- 9ded- d62elef 45ca9-c000 fromfile hdfs://nsl/user/hivel
war ehouse/test data. db/test _table
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7.

i nsert Data: org. apache. spar k. sql . Dat aFr anme

[]

scal a> val
tabl e")
t abl eTest Dat a: org. apache. spark. sql . Dat aFr anme

ng]
scal a> t abl eTest Dat a. show()

tabl eTest Data = sql Context.sql ("select * fromtest data.test

[year: int, winner: stri

feccodooocoon +
| year| winner|
foocoocdfoooocoo +
| 2002| Brazil |
| 2018| France|
| 2014| Ger many|
| 2010] Spai n|
| 2006] Italy]|
| 1998| France|
Fococdmococoo +

Verify and track the queriesin the Y arn service application on the Compute cluster:

All Applications

~ Cluster Cluster Metrics
About Apps Submitted Apps Pending Apps Running Apps Completed Containers Running Memory Used Memory Total
mggzsl_abels 8 0 4 4 4 4GB 16 GB
Applications Cluster Nodes Metrics
NEW Active Nodes Decommissioning Nodes Decommissioned Nodes Lost Nodes
NEW_SAVING 2 0 0 [} 0
SUBMITTED & - = = = =
ACCEPTED User Metrics for dr.who
?Ilmgg\é% Apps Submitted Apps Pending Apps Running Apps Completed Containers Running Containers Pending Containers Reserved Memory Used
FAILED 0 0 0 0 0 0 0B ot
KILLED Scheduler Metrics
Scheduler Scheduler Type Scheduling Resource Type Minimum Allocation Maximu
STo0lE Fair Scheduler [memory-mb (unit=Mi), vcores] <memory:1024, vCores:1> <memory:8192, vCores:2>
Show 20 + entries
User Application Application StartTime LaunchTime FinishTime inoing
ID Name T Queue ; N State FinalStatus ¢ Containers
ype g Priority o
application_1552095496593 0007 systest Spark shell SPARK root.users.systest 0 SunMar  SunMar10  Sun Mar FINISHED SUCCEEDED N/A
10 00:10:32 10
00:10:31  -08002019  00:15:23
-0800 -0800
2019 2019
application 1552095496593 0006 systest Spark shell SPARK root.users.systest 0 SatMar9 SatMar9 SatMar9  FINISHED SUCCEEDED N/A
23:57:08  23:57:09 23:59:01
-0800 -0800 2019  -0800
2019 2019
application 1552095496593 0001 hive insertinto  MAPREDUCE root.users.hive 0 SatMar9 SatMar9 SatMar9 FINISHED SUCCEEDED N/A
test_table 19:27:07 19:27:09 19:27:35
values -0800 -0800 2019  -0800
(2...'Brazil') 2019 2019
(Stage-1)

Learn how to use Hue to view datain a Base cluster.

1

Login into Hue. Open the Cloudera Manager Admin Console and go to Clusters Compute Clusters Hue Hue Web
Ul Load Balanced Web Ul .

Note: If the Base cluster uses Sentry, ensure that the logged-in user is a part of a Linux group that has the
necessary grants to access the Hive warehouse on the Base cluster.

Select Editor Hive.
The tables display in the left panel.
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3. Run aselect query to display datain the test_table previously created:

= f@ &* 9 ¢ Hive Add aname...  Add a description. [
¢ S default Database defaultv Type textv #% ?
Tables (5)+ 2 1| select * from test_tablej
Filter
5 customers
& sample_07 >
&3 sample_08
£ test_table

web_logs JPE.SUILIY, LS L1 1, PEUPE) LiES ULl )
INFO : Completed compiling command(queryId=hive_20190314175531_3879ddde-54cf-44a3-a2ac-8492f14bfde3); Time taken: ©.186 seconds
INFO : Executing command(queryId=hive_20190314175531_3879ddde-54cf-44a3-a2ac-8492f14bfde3) : select * from test_table
INFO : Completed executing command(queryId=hive 20190314175531_3879ddde-54cf-44a3-a2ac-8492f14bfde3); Time taken: 8.0 seconds

INFO : OK
Query Histo d J Results (6)
test_table.year test_table.team
1 2002 Brazil
2 2018 France
3 2014 Germany
4 2010 Spain
5 2006 Italy
6 1998 France
= H“ 'e - Q Search data and saved documents
SR a < Hive Add aname...  Add a description. -
¢ Sdefault Database default~ Type textv # ?
rables 5+ 2 1|insert into test_table values (1994, 'Brazil');
Filter
2 customers
2 sample_07 ™
3 sample_08
3 test_table -
3 I
web._logs LNFU L SLal LuIY UL - JUL_IU0LU1T10UUS_BUDL, 11GURAIY URL — LS./ /HAGHLLYITCUNPULEL" | VPU . CAUUUE L @. LU 003/ I UAY | GPPLAUE LAUI_ 1 UVL0 101009000
602/ job_1552610185563_0002
INFO : Kill Command = /usr/lib/hadoop/bin/hadoop job -kill job_1552610185563_6002 -
INFO : Hadoop job information for Stage-1: number of mappers: 1; number of reducers: @

INFO : 2019-03-14 18:01:58,877 Stage-1 map = 0%, reduce = 0%

5. Change the editor to Impala

Go to Hue Query Impala.
6. Run INVALIDATE METADATA query in the Impala editor.

31



Cloudera Manager Starting, Stopping, Refreshing, and Restarting a Cluster

7. Verify the data added from the Hive editor in the test_table shows up in the Impala editor:

= eue a
-
= Y Impala Add aname...  Add a description. [
< Sdefault Database Type
Tables 5) 1 use test_data;
2|select * from test_table;
customers
sample_07 >
sample_08
test_table
web_logs
Query 994ad1ff66e4e653:c71e679500000000: 0% Complete (8 out of 2) 994ad1ff60es
Query 994ad1ff60e4e653 :c71e679500000000 100% Complete (2 out of 2)
Results (7)
year team
1 1994 Brazil
2 2002 Brazil
3 2018 France
4 2014 Germany
5 2010 Spain
6 2006 Italy
7 1998 France

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

Complete the steps below to start, stop, refresh, and restart a cluster.

On the HomeStatus tab, click ~ tothe right of the cluster name and select Start.
2. Click Start that appearsin the next screen to confirm. The Command Details window shows the progress of
starting services.

When All services successfully started appears, the task is complete and you can close the Command Details
window.

Note: The cluster-level Start action starts only Cloudera Runtime and other product services (Impala,
Cloudera Search). It does not start the Cloudera Management Service. Y ou must start the Cloudera
Management Service separately if it is not already running.

1. -
On the HomeStatus tab, click to the right of the cluster name and select Stop.

2. Click Stop in the confirmation screen. The Command Details window shows the progress of stopping services.

When All services successfully stopped appears, the task is complete and you can close the Command Details
window.

Note: The cluster-level Stop action does not stop the Cloudera Management Service. Y ou must stop the
Cloudera Management Service separately.
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Runs a cluster refresh action to bring the configuration up to date without restarting all services. For example, certain

masters (for example NameNode and ResourceManager) have some configuration files (for example, fair-scheduler.x
ml, mapred_hosts_allow.txt, topology.map) that can be refreshed. If anything changes in those files then a refresh can
be used to update them in the master.

Here isasummary of the operations performed in arefresh action:
J/ Refresh Cluster Cluster 1 Finished Mar 19, 2014 11:31:55 AM PDT Mar 19, 2014 11:32:09 AM PDT

Successfully refreshed roles in the cluster.

Command Progress

Completed 4 of 4 steps.

o/ Run1steps in parallel
SuccessTully refreshed datanode allow/exclude lists.

Details

«f Run 1 steps in parallel
Successtully refreshed ResourceManager.

Details

o Run3steps in parallel
Successfully refreshed NodeManager.
Details
o Run3steps in parallel
Refreshed Impala Daemon's Pools configuration and ACLs successfully.
Details

To refresh a cluster, in the HomeStatus tab, click ~ tothe right of the cluster name and select Refresh Cluster.

On the HomeStatus tab, click ~ tothe right of the cluster name and select Restart.

2. Click Restart that appearsin the next screen to confirm. If you have enabled high availability for HDFS, you can
choose Rolling Restart instead to minimize cluster downtime. The Command Details window shows the progress
of stopping services.

When All services successfully started appears, the task is complete and you can close the Command Details
window.

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

If al datafor acluster is stored on EBS volumes, you can pause the cluster and stop your AWS EC2 instances during
periods when the cluster will not be used. The cluster will not be available while paused and can’t be used to ingest
or process data, but you won't be billed by Amazon for the stopped EC2 instances. Provisioned EBS storage volumes
will continue to accrue charges.

Important: Pausing acluster requires using EBS volumes for all storage, both on management and worker
nodes. Data stored on ephemeral diskswill be lost after EC2 instances are stopped.
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Cloudera Manager Pausing a Cluster in AWS

To pause an AWS cluster, follow the shutdown procedure. To restart the cluster after a pause, follow the startup
procedure.

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

In the shutdown and startup procedures below, some steps are performed in the AWS console and some are
performed in Cloudera Manager:

* For AWS actions, use one of the following interfaces:

« AWSconsole
e AWSCLI
« AWSAPI
« For cluster actions, use one of the following interfaces:

« The Cloudera Manager web Ul
¢ The Cloudera API start and stop commands

To pause the cluster, complete the following steps:

1. Navigate to the Cloudera Manager web Ul.
2. Stop the cluster.
a. -
On the HomeStatus tab, click to the right of the cluster name and select Stop.
b. Click Stop in the confirmation screen. The Command Details window shows the progress of stopping services.

When All services successfully stopped appears, the task is complete and you can close the Command Details
window.

3. Stop the Cloudera Management Service.
a. -
On the HomeStatus tab, click to the right of the service name and select Stop.
b. Click Stop in the next screen to confirm. When you see a Finished status, the service has stopped.
4. In AWS, stop al cluster EC2 instances, including the Cloudera Manager host .

To restart the cluster after a pause, the steps are reversed:

1. In AWS, dtart all cluster EC2 instances.
2. Navigate to the Cloudera Manager Ul.
3. Start the Cloudera Management Service.
a. -
On the HomeStatus tab, click to the right of the service name and select Start.
b. Click Start that appears in the next screen to confirm. When you see a Finished status, the service has started.
4. Start the cluster.
a. -
On the HomeStatus tab, click to the right of the cluster name and select Start.

b. Click Start that appears in the next screen to confirm. The Command Details window shows the progress of
starting services.

When All services successfully started appears, the task is complete and you can close the Command Details
window.
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Cloudera Manager Renaming a Cluster

Since the cluster was completely stopped before stopping the EC2 instances, the cluster should be healthy upon restart
and ready for use. Y ou should be aware of the following about the restarted cluster:

» After starting the EC2 instances, Cloudera Manager and its agents will be running but the cluster will be stopped.
There will be gapsin Cloudera Manager’ s time-based metrics and charts.

« EC2instancesretain their internal 1P address and hostname for their lifetime, so no reconfiguration of CDH or
Runtime is required after restart. The public IP and DNS hostnhames, however, will be different. Elastic IPs can be
configured to remain associated with a stopped instance at additional cost, but it isn’'t necessary to maintain proper
cluster operation.

Renaming the cluster allows you to change the display hame of the cluster after you have created the cluster.
However, this does not change the cluster’ s actual, internal name.

Cloudera Manager does not alow you to change the internal name of the cluster because the internal name is used as
part of different identifiers throughout the cluster, and it is not possible to change all the configurations safely.

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

1. Log into Cloudera Manager as an Administrator.

On the Cloudera Manager home page, navigate to the Statustab, click * to the right of the cluster name and
select Rename Cluster from the list view.

3. Enter the new cluster name and click Rename Cluster.

Note:
B In the Configuration tab, the cluster name still appears as the original cluster name that was used when the
cluster was created.

How to use Cloudera Manager to configure and manage the hosts in your clusters.

Y ou can view summary information about the hosts managed by Cloudera Manager. Y ou can view information for all
hosts, the hosts in a cluster, or individual hosts.

To display summary information about all the hosts managed by Cloudera Manager, click HostsAll Hosts in the | eft
menu. The All Hosts page displays with alist of all the hosts managed by Cloudera Manager.

The list of hosts shows the overall status of the Cloudera Manager-managed hosts in your cluster.
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» Theinformation provided varies depending on which columns are selected. To change the columns, click the
Columns: N Selected drop-down and select the checkboxes next to the columnsto display.

* Click > totheleft of the number of rolesto list all the role instances running on that host.

» Filter the hosts list by entering search terms (hostname, | P address, or role) in the search box separated by commas
or spaces. Use quotes for exact matches (for example, strings that contain spaces, such as arole name) and
brackets to search for ranges. Hosts that match any of the search terms are displayed. For example:

host nane[ 1- 3], host name8 host nane9, "host nanme. exanpl e. cont’
host nane. exanpl e. com “HDFS Dat aNode”

* You can aso search for hosts by selecting avalue from the facets in the Filters section at the left of the page. Click
the Filters toggle to show or hide the Filters section.

« |If the agent heartbeat and health status properties are configured as follows:

¢ Send Agent heartbeat every X
* Set health status to Concerning if the Agent heartbeats fail Y
e Set hedlth status to Bad if the Agent heartbeats fail Z

ThevaueV for ahost's Last Heartbeat facet is computed as follows:

e V< X*Y=Good
e V>=X*Yand<=X* Z=Concerning
e V>=X*Z=Bad

Do one of the following:

* Select Clusters CLUSTER NAME Hosts.
* Inthe Home screen, click i= HOSES in afull form cluster table.

The All Hosts page displays with alist of the hosts filtered by the cluster name.

Y ou can view detailed information about an individual host—resources (CPU/memory/storage) used and available,
which processesit is running, details about the host agent, and much more—by clicking a host link on the All Hosts

page.

Configuring Cloudera Manager Agents

Stepsto add hoststo a cluster.

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

Y ou can add one or more hosts to your cluster using the Add Hosts wizard, which installs the Oracle JDK, Cloudera
Runtime, and Cloudera Manager Agent software. After the software isinstalled and the Cloudera Manager Agent is
started, the Agent connects to the Cloudera Manager Server and you can use the Cloudera Manager Admin Consoleto
manage and monitor Cloudera Runtime on the new host.

The Add Hosts wizard does not create roles on the new host; once you have successfully added the host(s) you can
either add roles, one service at atime, or apply ahost template, which can define role configurations for multiple
roles.
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A

Important:

The hostname must be in lowercase, for example, HOSTO1.EXAMPLE.COM. If you use uppercase letters
in any hostname, the cluster services will not start after enabling Kerberos.

Unqualified hostnames (short names) must be unique in a Cloudera Manager instance. For example, you
cannot have both HOSTO1.EXAMPLE.COM and HOSTO01.STANDBY.EXAMPLE.COM managed by the
same Cloudera Manager Server.

All hostsin asingle cluster must be running the same version of Cloudera Runtime.

When you add a new host, you must install the same version of Cloudera Runtime to enable the new host
to work with the other hosts in the cluster. The installation wizard lets you select the version of Cloudera
Runtime to install, and you can choose a custom repository to ensure that the version you install matches
the version on the other hosts.

If you are managing multiple clusters, select the version of Cloudera Runtime that matches the version in
use on the cluster where you plan to add the new host.

When you add a new host, the following occurs:

¢ YARN topology.map is updated to include the new host
e Any service that includes topology.map in its configuration—Flume, Hive, Hue, Oozie, Solr, Spark,
Y ARN—is marked stale

At aconvenient point after adding the host you should restart the stale services to pick up the new
configuration.

Use one of the following methods to add a new host:

Y ou can use the Add Hosts wizard to install Cloudera Runtime, Impal a, and the Cloudera Manager Agent on a host.
There are additional considerationswhen TLSis enabled.

A

Important: If you have enabled TLSin the cluster you must use one of the following options:

If you enabled TLS using Auto TLS, then you can use the Add Hosts wizard in Cloudera Manager.
If you have manually enabled TLS, you can either:

¢ Instal the Cloudera Manager Agent on the new hosts manually. See Alternate Method of Installing
Cloudera Manager Agent without Disabling TL S on page 38, below.

« Disable TLS before starting the Add Hosts wizard. Y ou can then re-enable TLS after adding the hosts.
See Disable TLS Encryption or Authentication on page 37, below.

If you have enabled TL S encryption or authentication for the Cloudera Manager Agents, you must disable both of
them before starting the Add Hosts wizard. Otherwise, skip to the next step.

If you perform this step, then skip step 2 (Alternate Method of Installing Cloudera Manager Agent without Disabling
TLS). If you skip step 1 and perform step 2, then continue to step 3 (Using the Add Hosts Wizard to Add Hosts).

N

Important: This step temporarily puts the existing cluster hosts in an unmanageabl e state; they are still
configured to use TL S and so cannot communicate with the Cloudera Manager Server. Roles on these hosts
continue to operate normally, but Cloudera Manager is unable to detect errors and issues in the cluster and
reports all hosts as being in bad health. To work around thisissue, you can manually install the Cloudera
Manager Agent on the new host. See Alternate Method of Installing Cloudera Manager Agent without
Disabling TLS on page 38.

1. From the Administration tab, select Settings.

Select the Security category.

3. Disable TLS by clearing the following options: Use TLS Encryption for Agents, and Use TLS Authentication of
Agentsto Server.
4. Click Save Changesto save the settings.

37



Cloudera Manager Managing Hosts

5. Log in to the Cloudera Manager Server host.
6. Restart the Cloudera Manager Server.

sudo systentt!l restart cloudera-scm server

Alternate Method of Installing Cloudera Manager Agent without Disabling TLS

If you have TLS encryption or authentication enabled in your cluster, you must either disable TLS during the
installation, or install the Cloudera Manager Agent manually using the following procedure:

1. Copy the repository configuration file from an existing host in the cluster to the new host. For example:

oS Command

RHEL
sudo scp nynode. exanpl e. com/etc/yum repos. d/ cl ouder a-
manager . repo /etc/yum repos. d/ cl ouder a- manager . r epo
SLES
sudo scp nynode. exanpl e. com /et c/ zypp/ zypper. conf/c
oudera-cm repo /etc/zypp/ zypper. conf/cl oudera-cm repo
Ubuntu or Debian
sudo scp nynode. exanpl e.com/etc/apt/sources.list.d/
cloudera.list /etc/apt/sources.list.d/cloudera.list

2. Remove cached package lists and other transient data by running the following command:

oS Command

RHEL
sudo yum cl ean al |
SLES
sudo zypper clean --al
Ubuntu or Debian
sudo apt-get clean
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3.

Install the IDK package from the Cloudera Manager repository. Install the same version asis used on other cluster
hosts. Only JDK 1.8 is supported:

Table 1: Oracle JDK 1.8

o comrerd |

RHEL
sudo yuminstall jdkl.8.0_144-cl oudera
SLES
sudo zypper install jdkl1.8.0_144-cloudera
Ubuntu or Debian
sudo apt-get install jdkl.8.0 144-cloudera
Open JDK
RHEL
OpendDK 8
sudo yuminstall java-1.8.0-openjdk-devel
OpenJDK 11
su -c yuminstall java-11-openjdk-devel
Ubuntu
OpenJDK 8
sudo apt-get install openjdk-8-jdk
OpendDK 11
sudo apt-get install openjdk-11-jdk
SLES
OpendDK 8
sudo zypper install java-1 8 0-openjdk-devel
OpenJDK 11

sudo zypper install

j ava- 11- openj dk- devel

Set up the TL S certificates using the same procedure that was used to set them up on other cluster hosts. See
Configuring TLS Encryption for Cloudera Manager Using Auto-TLS. If you have set up a custom truststore, copy
that file from an existing host to the same location on the new host.
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5. Install the Cloudera Manager Agent:

RHEL
sudo yuminstall cloudera-nanager-agent
SLES
sudo zypper install cloudera-nmanager-agent
Ubuntu or Debian

sudo apt-get install cloudera-nanager-agent

6. Copy the Cloudera Manager Agent configuration file from an existing cluster host that is aready configured for
TL S to the same location on the new host. For example:

sudo scp nynode. exanpl e. com /etc/cl oudera-scm agent/config.ini /etc/clou
dera-scm agent/confi g.i ni

7. Create and secure the file containing the password used to protect the private key of the Agent:

a. Useatext editor to create afile called agentkey.pw that contains the password. Save the file in the /etc/clouder
ascm-agent directory.
b. Change ownership of thefile to root:

sudo chown root:root /etc/cloudera-scm agent/agentkey. pw

¢. Change the permissions of thefile:

sudo chnod 440 /etc/cl oudera-scm agent/agent key. pw

8. Start the Agent on the new host:

sudo service cloudera-scm agent start

9. Log into Cloudera Manager and go to HostsAll Hosts page and verify that the new host is recognized by Cloudera
Manager.

Click the Hosts tab.

Click the Add Hosts button.

Select Add hosts to cluster.

If the cluster uses Kerberos authentication, ensure that the Kerberos packages are installed on the new hosts. If
necessary, use the package commands provided on the Add Hosts screen to install these packages.

5. Select the cluster where you want to add the host from the drop-down list.

AW
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6. Click Continue.

The Specify Hosts page displays. Y ou can either add a new host to the cluster, or add an existing managed host to
the cluster.

Do one of the following:

* Addanew host:

a.

o

—h

On the Specify Hosts page, enter a host name or pattern (click "using patterns’ for more information) to
search for new hosts to add to the cluster.

A list of matching hosts displays.
Select the hosts that you want to add.
Click Continue.

. Select the Repository Location where Cloudera Manager can find the software to install on the new

hosts. Select Public Cloudera Repository or Custom Repository and enter the URL of a custom repository
available on your local network.

Click Continue.
Follow theinstructions in the wizard to install the Oracle JDK.
Enter Login Credentials:

1. Select root for the root account, or select Another user and enter the username for an account that has
password-less sudo privileges.
2. Select an authentication method:

« |f you choose password authentication, enter and confirm the password.
« If you choose public-key authentication, provide a passphrase and path to the required key files.

Y ou can modify the default SSH port if necessary.

3. Specify the maximum number of host installations to run at once. The default and recommended value
is10. Y ou can adjust this based on your network capacity.

4. Click Continue.

The Install Agents page displays and Cloudera Manager installs the Agent software on the new hosts.
5. When the agent installation finishes, click Continue.

¢ Add an existing managed host:

a.

b.
c.

Click the Currently Managed Hosts tab.

A list of hosts previously added to Cloudera Manager displays.
Select the hosts that you want to add to the cluster.
Click Continue.

7. Cloudera Manager beginsto install the Cloudera Runtime parcels.

8. When the parcel installation finishes, click Continue.

9. TheHost Inspector runs and displays any problems with the hosts. Correct the problems before continuing.
10. After correcting any problems, click Continue.

11. To add role instances to the hosts now or select None to add them later.

12. To add roles now:

a. Select an existing host template, or create a new one.

b. To create anew host template, click the Cregte... button. The Create New Host Template screen opens.. See
Host Templates on page 44 for details on how you select the role groups that define the roles that should
run on a host. After you have created the template, it will appear in the list of host templates from which you
can choose.

c. Select the host template you want to use.

d. By default Cloudera Manager will automatically start the roles specified in the host template on your newly
added hosts. To prevent this, uncheck the option to start the newly-created roles.
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13. When the wizard is finished, you can verify the Agent is connecting properly with the Cloudera Manager Server
by clicking the Hosts tab and checking the health status for the new host. If the Health Status is Good and the
value for the Last Heartbeat is recent, then the Agent is connecting properly with the Cloudera Manager Server.

If you did not specify a host template during the Add Hosts wizard, then no roles will be present on your new hosts
until you add them. Y ou can do this by adding individual roles under the Instances tab for a specific service, or by
using a host template. See Adding a Role Instance for information about adding roles for a specific service. See Host
Templates to create a host template that specifies a set of roles (from different services) that should run on a host.

This option allows you to add a host, but without adding them to a specific cluster. Later, you can use these hosts to
create new clusters or expand existing clusters.

1. Click the Hosts tab.

2. Click the Add Hosts button.

3. Select Add hosts to Cloudera Manager
4. Specify the hosts to add:

a. On the Specify Hosts page, enter a host name or pattern (click "using patterns' for more information) to search
for new hosts to add to the cluster.

A list of matching hosts displays.
b. Select the hosts that you want to add.
Click Continue.

d. Select the Repository Location where Cloudera Manager can find the software to install on the new hosts.
Select Public Cloudera Repository or Custom Repository and enter the URL of a custom repository available
on your loca network.

e. Click Continue.
Follow theinstructions in the wizard to install the Oracle JDK.
g. Enter Login Credentias:

o

—h

1. Select root for the root account, or select Another user and enter the username for an account that has
password-less sudo privileges.
2. Select an authentication method:

« |If you choose password authentication, enter and confirm the password.
< If you choose public-key authentication, provide a passphrase and path to the required key files.

Y ou can modify the default SSH port if necessary.

3. Specify the maximum number of host installations to run at once. The default and recommended valueis
10. Y ou can adjust this based on your network capacity.

4. Click Continue.

The Install Agents page displays and Cloudera Manager installs the Agent software on the new hosts.
5. When the agent installation finishes, click Continue.
5. If the cluster uses K erberos authentication, ensure that the K erberos packages are installed on the new hosts. If
necessary, use the package commands provided on the Add Hosts screen to install these packages.
6. Select the Repository Location where Cloudera Manager can find the software to install on the new hosts. Select
Public Cloudera Repository or Custom Repository and enter the URL of a custom repository available on your
local network.

7. Follow theinstructions in the wizard to install the Oracle JDK.
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8. Enter Login Credentias:

a. Select root for the root account, or select Another user and enter the username for an account that has
password-less sudo privileges.
b. Select an authentication method:

» If you choose password authentication, enter and confirm the password.
« |f you choose public-key authentication, provide a passphrase and path to the required key files.

Y ou can modify the default SSH port if necessary.

c. Specify the maximum number of host installations to run at once. The default and recommended valueis 10.
Y ou can adjust this based on your network capacity.

d. Click Continue.

The Install Agents page displays and Cloudera Manager installs the Agent software on the new hosts.
e. When the agent installation finishes, click Continue.
9. The Host Inspector runs and displays any problems with the hosts. Correct the problems before continuing.
10. After correcting any problems, click Continue.

If you previously enabled TL S security on your cluster, you must re-enable the TL S options on the Administration
page and aso configure TLS on each new host after using the Add Hosts wizard. Otherwise, you can ignore this step.
For instructions, see Configuring TLS Encryption for Cloudera Manager and CDH Using Auto-TLS.

If you have previously enabled TLS/SSL on your cluster, and you plan to start these roles on this new host, make sure
you install anew host certificate to be configured from the same path and naming convention as the rest of your hosts.
Since the new host and the roles configured on it are inheriting their configuration from the previous host, ensure that
the keystore or truststore passwords and locations are the same on the new host. For instructions on configuring TLSY
SSL, see Configuring TLS Encryption for Cloudera Manager and CDH Using Auto-TLS.

If you have previously enabled Kerberos on your cluster:

1. Install the packages required to kinit on the new host (see thelist in Enabling Kerberos Authentication for CDH ).

2. If you have set up Cloudera Manager to manage krb5.conf, it will automatically deploy the file on the new host.
Note that Cloudera Manager will deploy krb5.conf only if you use the Kerberos wizard. If you have used the API,
you will need to manually perform the commands that the wizard calls.

If Cloudera Manager does not manage krb5.conf, you must manually update the file at /etc/krb5.conf.

If you used a different mechanism to install the JDK, Cloudera Runtime, and Cloudera Manager Agent packages, you
can use that same mechanism to install the JDK, Cloudera Runtime, Cloudera Manager Agent packages and then start
the Cloudera Manager Agent.

1. Install the Oracle JDK, Cloudera Runtime, and Cloudera Manager Agent packages using your own method. For
instructions on installing these packages, see Step 3: Install Cloudera Manager Server.

2. Afterinstallation is complete, start the Cloudera Manager Agent. For instructions, see Starting, Stopping, and
Restarting Cloudera Manager Agents on page 112.

3. After the Agent is started, you can verify the Agent is connecting properly with the Cloudera Manager Server by
clicking the Hosts tab and checking the health status for the new host. If the Health Status is Good and the value
for the Last Heartbeat is recent, then the Agent is connecting properly with the Cloudera Manager Server.
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4. If you have enabled TL S security on your cluster, you must enable and configure TLS on each new host.
Otherwise, ignore this step.
a. Enable and configure TLS on each new host by specifying 1 for the use_tls property in the /etc/cloudera-scm-
agent/config.ini configuration file.
b. Configure TLS security on the new hosts by following the instructions in Configuring TLS Encryption for
Cloudera Manager and CDH Using Auto-TLS.

5. If you have previously enabled TLS/SSL on your cluster, and you plan to start these roles on this new host, make
sure you install anew host certificate to be configured from the same path and naming convention as the rest of
your hosts. Since the new host and the roles configured on it are inheriting their configuration from the previous
host, ensure that the keystore or truststore passwords and |ocations are the same on the new host. For instructions
on configuring TLS/SSL, see Configuring TLS Encryption for Cloudera Manager and CDH Using Auto-TLS.

6. If you have previously enabled Kerberos on your cluster:

a. Install the packages required to kinit on the new host (see the list in Enabling Kerberos Authentication for
CDH).

b. If you have set up Cloudera Manager to manage krb5.conf, it will automatically deploy the file on the new
host. Note that Cloudera Manager will deploy krb5.conf only if you use the Kerberos wizard. If you have used
the API, you will need to manually perform the commands that the wizard calls.

If Cloudera Manager does not manage krb5.conf, you must manually update the file at /etc/krb5.conf.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

In the Parcels tab you can download, distribute, and activate available parcels to your cluster. You can use parcelsto
add new products to your cluster, or to upgrade products you aready have installed.

The Configuration tab lets you set properties related to parcels and to resource management, and also monitoring
properties for the hosts under management.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

The configuration settings you make here will affect all your managed hosts. Y ou can also configure properties for
individual hosts by clicking on the host in the All Hosts page, which will override the global properties set here).

To edit the default configuration properties for hosts, click the Configuration tab.

Modifying Configuration Properties Using Cloudera Manager

Y ou can view the assignment of roles to hosts as follows:

1. Intheleft menu, click HostsRoles.
2. Click acluster name or All Clusters.

The Host Templates page lets you create and manage host templates, which provide away to specify a set of role
configurations that should be applied to a host.
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Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Host templates let you designate a set of role groups that can be applied in asingle operation to ahost or a set of
hosts. This significantly simplifies the process of configuring new hosts when you need to expand your cluster.

Important: A host template can only be applied on ahost with aversion of Cloudera Runtime that matches
the Cloudera Runtime version running on the cluster to which the host template belongs.

Y ou can create and manage host templates by clicking HostsHost Templates.

Templates are not required; Cloudera Manager assigns roles and role groups to the hosts of your cluster when you
perform theinitia cluster installation. However, if you want to add new hosts to your cluster, a host template can
make this much easier.

If there are existing host templates, they are listed on the page, along with links to each role group included in the
template.

If you are managing multiple clusters, you must create separate host templates for each cluster, as the templates
specify role configurations specific to the rolesin asingle cluster. Existing host templates are listed under the cluster
to which they apply.

« You can click arole group name to be taken to the Edit configuration page for that role group, where you can
maodify the role group settings.
* From the Actions menu associated with the template you can edit the template, cloneit, or delete it.

When you create a host template, you choose a name for the template and select appropriate role groups for each role.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. Click HostsHost Templates.

2. Fromthe Host Templates page, click Create.
The Create New Host Template pop-up window appears.

3. Typeaname for the template.

4. For each role, select the appropriate role group. There may be multiple role groups for a given role type — you
want to select the one with the configuration that meets your needs.

5. Click Create to create the host template.

Y ou can edit the name of a host template, in addition to any of the role group selections.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. Click HostsHost Templates.

2. Pull down the Actions menu for the template you want to modify, and click Edit.
The Edit Host Template window appears. This pageisidentical to the Create New Host Template page. You can
modify the template name or any of the role group selections.

3. Click OK when you have finished.
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Y ou can delete a Host Template using the Cloudera Manager Admin Console.

1. Open the Cloudera Manager Admin Console.
2. Click HostsHost Templates

3. Intherow containing the Host Template that you want to delete, click the actions menu on the right and select
Delete.

Y ou can use a host template to apply configurations for multiple rolesin a single operation.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Y ou can apply atemplate to ahost that has no roles onit, or that has roles from the same services as those included in
the host template. New roles specified in the template that do not aready exist on the host will be added. A role on the
host that is aready a member of the role group specified in the template will be left unchanged. If arole on the host
matches arole in the template, but is amember of a different role group, it will be moved to the role group specified
by the template.

For exampl e, suppose you have two role groups for a DataNode (DataNode Default Group and DataNode (1)). The
host has a DataNode role that belongs to DataNode Default Group. If you apply a host template that specifies the
DataNode (1) group, the role on the host will be moved from DataNode Default Group to DataNode (1).

However, if you have two instances of a service, such as MapReduce (for example, mrl and mr2) and the host has a
TaskTracker role from service mr2, you cannot apply a TaskTracker role from service mrl.

A host may have no roleson it if you have just added the host to your cluster, or if you decommissioned a managed
host and removed its existing roles.

Also, the host must have the same version of CDH installed as is running on the cluster whose host templates you are
applying.

If ahost belongsto a different cluster than the one for which you created the host template, you can apply the host
template if the "foreign" host either has no roles on it, or has only management roles on it. When you apply the
host template, the host will then become a member of the cluster whose host template you applied. The following
instructions assume you have already created the appropriate host template.

Click HostsAll Hosts.

Select the host(s) to which you want to apply your host template.

From the Actions for Selected menu, select Apply Host Template.

In the pop-up window that appears, select the host template you want to apply.

Optionally you can have Cloudera Manager start the roles created per the host template. To enable this, check the
box.

6. Click Confirm to initiate the action.

g s wbdpeE

How to view the status of all disksin acluster.
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In the left menu, click HostsDisks Overview to display an overview of the status of all disksin the deployment. The
statistics exposed match or build on those in iostat, and are shown in a series of histograms that by default cover every
physical disk in the system.

Adjust the endpoints of the time line to see the statistics for different time periods. Specify afilter in the box to limit
the displayed data. For example, to see the disks for asingle rack rackl, set the filter to: logical Partition = false and

rackld = "rack1" and click Filter. Click a histogram to drill down and identify outliers. Mouse over the graph and
click - to display additional information about the chart.

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

Y ou can remove a host from a cluster in two ways:

« Deletethe host entirely from Cloudera Manager.
» Remove a host from a cluster, but leave it available to other clusters managed by Cloudera Manager.

Both methods decommission the hosts, delete roles, and remove managed service software, but preserve data
directories.

To delete a host from Cloudera Manager, first decommission the host and then removeit.

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage

Data Hub clusters.

1. Inthe ClouderaManager Admin Console, go to Hosts All Hosts.
2. Select the hosts to delete.

3. Select Actions for SelectedHosts Decommission.

4. Stop the Agent on the host.

5. Inthe Cloudera Manager Admin Console, go to Hosts All Hosts.
6. Resdlect the hosts you selected in Step 2.

7. Select Actions for SelectedRemove from Cloudera Manager.

Removing a host from a cluster leaves the host managed by Cloudera Manager and preserves the Cloudera
Management Service roles (such as the Events Server, Host Monitor,and so on).

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

1. Inthe Cloudera Manager Admin Console, click the Hosts tab.
2. Select the hosts to delete.
3. Sedlect Actions for SelectedRemove From Cluster. The Remove Hosts From Cluster dialog box displays.
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4. Leave the selections to decommission roles and skip removing the Cloudera Management Service roles. Click
Confirm to proceed with removing the selected hosts.

Y ou can stop al of the roles on a host from the Hosts page.

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

1. Intheleft menu, click ClustersHosts or HostsAll Hosts.
2. Select one or more hosts on which to stop al roles.
3. Select Actionsfor SelectedStop Roles on Hosts.

You can start al the roles on a host from the Hosts page.

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

1. Click the Hosts tab.
2. Select one or more hosts on which to start all roles.
3. Select Actions for SelectedStart Roles on Hosts.

After you have installed Cloudera Manager and created a cluster, you may need to update the names of the hosts
running the Cloudera Manager Server or cluster services.

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

f Important:

* The process described here requires Cloudera Manager and cluster downtime.
e |If any user-created scripts reference specific hostnames, those must also be updated.

< Dueto the length and complexity of the following procedure, changing cluster hostnames is not
recommended by Cloudera.

To update a deployment with new hostnames, follow these steps:
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1. Verify if TLS/SSL certificates have been issued for any of the services and make sure to create new TLS/SSL
certificates in advance for services protected by TLS/SSL.

2. Export the Cloudera Manager configuration using one of the following methods:
* Open abrowser and go to this URL http://CM_HOSTNAME:7180/api/API_VERS ON/cm/deployment. Save

the displayed configuration.
e From terminal type:

$ curl -u admin:admin  http://CM_HOSTNAME:7180/api/API_VERS ON/cm/deployment > cme-cm-expo
rt.json

If ClouderaManager SSL isin use, specify the -k switch and the port number as 7183:
$curl -k -u  admin:admin  https://CM_HOSTNAME:7183/api/API_VERS ON/cm/deployment > cme-
cm-export.json

where CM_HOSTNAME is the name of the Cloudera Manager host and API_VERSON isthe correct version
of the API for the version of Cloudera Manager you are using. For example, http://tcdn5-1.ent.cloudera.com:
7180/api/v51/cm/depl oyment.

Stop all services on the cluster.

Stop the Cloudera M anagement Service.

Stop the Cloudera Manager Server.

Stop the Cloudera Manager Agents on the hosts that you want to change the hostname of .

Back up the Cloudera Manager Server database using mysgldump, pg_dump, or another preferred backup utility.

Store the backup in a safe location.

8. Update names and principals:

a) Update the target hosts using standard per-OS/name service methods (/etc/hosts, dns, /etc/sysconfig/network,
hostname, and so on). Ensure that you remove the old hostname.

b) If you are changing the hostname of the host running Cloudera Manager Server do the following:

N o g s~

1. Change the hostname per Step 8.a.
2. Update the Cloudera Manager hostname in /etc/cloudera-scm-agent/config.ini on all Agents.
¢) If the cluster is configured for Kerberos security, do the following:

1. Remove the old hostname cluster principals.

e If youareusing an MIT KDC, remove old hostname cluster service principals from the KDC database
using one of the following:

» Usethe delprinc command within kadmin.local interactive shell.

OR
¢ From the command line:

hi ve| h

kadmin.local -q "listprincs" | grep -E "(HITP| hbase| hdf s| hi t
[*]1*@ >

t pf s| hue| i npal a| mapr ed| sol r| oozi e| yar n| zookeeper) [/ ]*/
cluster-princ. txt

Open cluster-princ.txt and remove any noncluster service principal entries. Make sure that the
default krbtgt and other principals you created, or that were created by Kerberos by default, are not
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5.
6.

removed by running the following: for i in “cat cluster-princ.txt™; do yesyes | kadmin.local -q
"delprinc $i"; done.

» For an Active Directory KDC, an AD administrator must manually delete the principals for the old

hostname from Active Directory.

Start the Cloudera Manager database and Cloudera Manager Server.

Start the Cloudera Manager Agents on the newly renamed hosts. The Agents should show a current

heartbeat in Cloudera Manager.

Within the Cloudera Manager Admin Console click the Hosts tab.

Select the checkbox next to the host with the new name.

Select ActionsRegenerate Keytab.

9. If one of the hosts that was renamed has a NameNode configured with high availability and automatic failover
enabled, reconfigure the ZooK eeper Failover Controller znodes to reflect the new hostname.

a) Start ZooKeeper Servers.

Warning: All other services, and most importantly HDFS, and the ZooK eeper Failover Controller
(FC) role within the HDFS, should not be running.

b) On one of the hosts that has a ZooK eeper Server role, run zookeeper-client.

1

2
3,
4,

If the cluster is configured for Kerberos security, configure ZooK eeper authorization as follows:

e Gotothe HDFS service.

e Click the Instancestab.

e Click the Failover Controller role.

¢ Click the Process tab.

¢ Inthe Configuration Files column of the hdfs/hdfs.sh  ["zkfc"] program, expand Show.

« Inspect core-sitexml in the displayed list of files and determine the value of the ha.zookeeper.auth
property, which will be something like: digest:hdfs-fcs. TEbW2bgoODa96rO3ZTn7ND5fSOGx0h. The
part after digest:hdfs-fcs: isthe password (in the example it is TEbW2bgoODa96rO3ZTn7ND5f SOGx
0Oh)

¢ Run the addauth command with the password:

addaut h di gest hdfs-fcs: TEbW2bgoODa96r G3ZTn7ND5f SOGx0h

Verify that the HA znode exists: Is/hadoop-ha.
Delete the HDFS znode: rmr /hadoop-ha/nameservicel.

If you are not running JobTracker in a high availability configuration, delete the HA znode: rmr /hadoop-
ha.

¢) Inthe Cloudera Manager Admin Console, go to the HDFS service.
d) Click the Instancestab.
€) Select Actionslnitialize High Availability State in ZooK eeper....
10. Update the Hive metastore:
a) Back up the Hive metastore database.
b) Inthe Cloudera Manager Admin Console, go to the Hive service.
c) Select ActionsUpdate Hive Metastore NameNodes and confirm the command.

11. Update the Database Hostname property for each of the cluster roles for which a database is located on the
host being renamed. Thisisrequired for both Cloudera Management Service roles (Reports Manager, Activity
Monitor, Navigator Audit and Metadata Server) and for cluster services such as Hue, Hive, and so on.

12. Start all cluster services.
13. Start the Cloudera Management Service.
14. Deploy client configurations.
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To move a host between clusters, you must first decommission the host, remove roles from the host, and complete
other tasks.

Important: While you are moving some hosts from one cluster to another (across different Cloudera
Manager versions or making any Security configurations), make sure you verify and clear the default paths
for the Cloudera Manager Agent install to ensure that old files are not present.

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

Decommission the host.

Remove al roles from the host (except for the Cloudera Manager management roles).

Remove the host from the cluster but leave it available to Cloudera Manager.

Add the host to the new cluster.

Add rolesto the host (optionally using one of the host templates associated with the new cluster).

o w DR

Upgrade Domains allow to group cluster hosts for optimal performance during restarts and upgrades.

Upgrade Domains enable faster cluster restarts, faster Cloudera Runtime upgrades, and seamless OS patching

& hardware upgrades across large clusters. Upgrade Domains provide an aternative to the default HDFS block
placement policy, distributing data across a set of hosts (potentially larger than a single rack) that Cloudera Manager
can upgrade/restart at once without compromising service and data availability. When you select Upgrade Domains as
the block placement policy, you aso assign an Upgrade Domain group to each DataNode host. The NameNode uses
these groups to distribute blocks when writing data, and to orchestrate rolling restarts and upgrades. Thisfeatureis
useful for very large clusters, or for clusters where rolling restarts happen frequently.

For example, if HDFS is configured with the default replication factor of 3, the NameNode places the replica blocks
on DataNode hosts in 3 different Upgrade Domains and on at |east two different racks.

Note:

E ¢ Clouderarecommends that you assign an approximately equal number of DataNode hosts to each Upgrade
Domain.

e The number of Upgrade Domainsin a cluster should be greater than or equal to the HDFS Replication
Factor. When you perform arolling restart on a cluster, all hostsin an Upgrade Domain group will be
restarted simultaneously, followed by the hosts in each remaining Upgrade Domain group.

¢ You should create a sufficient number of Upgrade Domains so that the cluster can still function
adequately when all the hosts in a single Upgrade Domain are taken offline. The appropriate number
of Upgrade Domains depends on the workloads and capacity of the cluster and may require tuning for
optimal performance.

» Totake advantage of the improved rolling restart performance, Upgrade Domain groups should not
duplicate rack assignments. The number of hostsin an Upgrade Domain group should be larger than the
number of hostsin arack.

Steps to configure Upgrade Domains.
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Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. Configure the Upgrade Domains for al hosts:
a) Click HostsAll Hosts.
b) Select the hosts you want to add to an Upgrade Domain.
¢) Click Actionsfor SelectedAssign Upgrade Domain
d) Enter the name of the Upgrade Domain in the New Upgrade Domain field.
e) Click the Confirm button.
2. Set the HDFS Block Replica Placement Policy:
a) Open the Cloudera Manager Admin Console.
b) Go tothe HDFS service for the cluster.
¢) Click the Configuration tab.
d) Search for the HDFS Block Replica Placement Policy configuration parameter.
€) Select Upgrade Domains.
f) Click Save Changes.

The Upgrade Domain assigned to each host displays in the Upgrade Domain column on the All Hosts page.
(You may need to add this column to the table: Click the Columns drop-down list above the table and select the
Upgrade Domain column.)

3. Restart the HDFS service.

Steps to add or change the Upgrade Domain for cluster hosts.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Click HostsAll Hosts.

Select the hosts for the new Upgrade Domain name.

Click Actions for SelectedAssign Upgrade Domain

Enter the name of the new Upgrade Domain in the New Upgrade Domain field.
Click the Confirm button.

o w DR

Steps to put hostsin an Upgrade Domain into Maintenance Mode.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

In Cloudera Manager, select the cluster where you want to decommission hosts.
Click HostsAll Hosts.
In the Filters section, click Upgrade Domain.

Select an Upgrade Domain.
The All Hosts list now displays only the hosts belonging to the Upgrade Domain.

> w DN
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5. Select al of the hosts.

6. Click Actionsfor SelectedBegin Maintenance (Suppress Alerts’'Decommission.
The Begin Maintenance (Suppress Alerts'Decommission) dialog box opens. The role instances running on the
hosts display at the top. Y ou can also use this dialog box to decommission the host.

7. Select the Take DataNode offline option to put the hosts into Maintenance Mode.

In this mode, alerts from the hosts are suppressed until the host exits Maintenance Mode. The events, however, are
still logged. Hosts that are currently in Maintenance Mode display theicon.

8. Click Begin Maintenance.
The Host Decommission Command dialog box opens and displays the progress of the command.

To get maximum performance, it isimportant to configure Cloudera Manager so that it knows the topology of

your network. Network |ocations such as hosts and racks are represented in a tree, which reflects the network
“distance” between locations. HDFS will use the network location to place block replicas more intelligently to trade
off performance and resilience.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

When placing jobs on hosts, CDP prefers within-rack transfers (where there is more bandwidth available) to off-rack
transfers; the MapReduce and Y ARN schedulers use network location to determine where the closest replicais as
input to a map task. These computations are performed with the assistance of rack awareness scripts.

Cloudera Manager includes internal rack awareness scripts, but you must specify the racks where the hosts in your
cluster are located. If your cluster contains more than 10 hosts, Cloudera recommends that you specify the rack for
each host. HDFS, MapReduce, and Y ARN will automatically use the racks you specify.

Cloudera Manager supports nested rack specifications. For example, you could specify the rack /rack3, or /gro
up5/rack3 to indicate the third rack in the fifth group. All hostsin a cluster must have the same number of path
components in their rack specifications.

Click HostsAll Hosts.

Select the hosts that you want to assign to arack.

Click Actions for SelectedAssign Rack.

Enter arack name or ID that startswith aslash /, such as /rack123 or /aislel/rack123.

Click Confirm.

Optionally, restart any affected services. Rack assignments are not automatically updated for running services.

o 0k~ wbdpE

Y ou can perform minor maintenance on cluster hosts by using Cloudera Manager to manage the host decommission
and recommi ssion process.

In this process, you can specify whether to suppress aerts from the decommissioned host and, for hosts running

the DataNode role, you can specify whether or not to replicate under-replicated data blocks to other DataNodes to
maintain the cluster's replication factor. This feature is useful when performing minor maintenance on cluster hosts,
such as adding memory or changing network cards or cables where the maintenance window is expected to be short
and the extra cluster resources consumed by replicating missing blocksis undesirable.

Y ou can aso place hosts into Maintenance Mode, which suppresses unneeded alerts during a maintenance window
but does not decommission the hosts.
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To perform host maintenance on cluster hosts:

1. Decommission the hosts.
2. Perform the necessary maintenance on the hosts.
3. Recommission the hosts.

Cloudera Manager manages the host decommission and recommission process and allows you the option to specify
whether to replicate the data to other DataNodes, and whether or not to suppress alerts.

Decommissioning a host decommissions and stops al roles on the host without requiring you to individually
decommission the roles on each service. Decommissioning applies to only to HDFS DataNode, MapReduce
TaskTracker, Y ARN NodeManager, and HBase RegionServer roles. If the host has other roles running on it, those
roles are stopped.

Note: Hosts with DataNodes and DataNode roles themselves can only be decommissioned if the resulting
action leaves enough DataNodes commissioned to maintain the configured HDFS replication factor (by
default 3). If you attempt to decommission a DataNode or a host with a DataNode in such situations, the
decommission process will not complete and must be aborted.

Minimum Required Role: Limited Operator (also provided by Operator, Configurator, Cluster Administrator, Limited
Cluster Administrator , or Full Administrator).

To decommission one or more hosts:

1. If the host has a DataNode, and you are planning to replicate data to other hosts (for longer term maintenance
operations or to permanently decommission or repurpose the host), perform the stepsin Tuning HDFS Prior to
Decommissioning DataNodes.

In Cloudera Manager, select the cluster where you want to decommission hosts.
In the left menu, click HostsAll Hosts.

Select the hosts that you want to decommission.

Select Actions for SelectedBegin Maintenance (Suppress Alerts'Decommission.

(If you arelogged in as a user with the Limited Operator or Operator role, the menu item is labeled Decommission
Host(s) and you will not see the option to suppress aerts.)
The Begin Maintenance (Suppress Alerts’'Decommission) dialog box opens. The role instances running on the
hosts display at the top.

6. To decommission the hosts and suppress alerts, select Decommission Host(s). When you select this option for
hosts running a DataNode role, choose one of the following (if the host is not running a DataNode role, you will
only see the Decommission Host(s) option:):

o~ wD

* Decommission DataNodes

This option re-replicates data to other DataNodes in the cluster according to the configured replication factor.
Depending on the amount of data and other factors, this can take a significant amount of time and uses a great
deal of network bandwidth. This option is appropriate when replacing disks, repurposing hosts for non-HDFS
use, or permanently retiring hardware.

» Take DataNode Offline

This option does not re-replicate HDFS data to other DataNodes until the amount of time you specify has
passed, making it less disruptive to active workloads. After this time has passed, the DataNode is automatically
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recommissioned, but the DataNode role is not started. This option is appropriate for short-term maintenance
tasks such not involving disks, such as rebooting, CPU/RAM upgrades, or switching network cables.

Caution: Taking multiple DataNodes offline simultaneously increases the chances that some HDFS
data may become unavailable during maintenance. Configuring the proper value for the Maintenance
State Minimal Block Replication HDFS configuration property will avoid risking data availability.

7. Click Begin Maintenance.
The Host Decommission Command dialog box opens and displays the progress of the command.

E Note:
¢ You cannot start roles on a decommissioned host.

¢ When aDataNode is decommissioned, although HDFS data is replicated to other DataNodes, local files
containing the original data blocks are not automatically removed from the storage directories on the
host. If you want to permanently remove these files from the host to reclaim disk space, you must do so
manually.

Perform the necessary maintenance on the hosts.

Only hosts that are decommissioned using Cloudera Manager can be recommissioned.

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

In Cloudera Manager, select the cluster where you want to recommission hosts.
In the left menu, click HostsAll Hosts.
Select the hosts that you want to recommission.

Select Actions for SelectedEnd Maintenance (Suppress AlertsyDecommission.

The End Maintenance (Suppress Alerts/Decommission dialog box opens. The role instances running on the hosts
display at the top.

To recommission the hosts, select Recommission Host(s).

6. Choose one of the following:

A w NP
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* Bring hosts online and start all roles

All decommissioned roles will be recommissioned and started. HDFS DataNodes will be started first and
brought online before decommissioning to avoid excess replication.

» Bring hosts online
All decommissioned roles will be recommissioned but remain stopped. Y ou can restart the roles later.
7. Click End Maintenance.

The Recommission Hosts and Start Roles Command dialog box opens and displays the progress of recommissioning
the hosts and restarting the roles
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Decommissioning a host decommissions and stops al roles on the host without requiring you to individually
decommission the roles on each service. The decommissioning process can take along time and uses a great deal of
cluster resources, including network bandwidth. Y ou can tune the decommissioning process to improve performance
and mitigate the performance impact on the cluster.

Y ou can use the Decommission and Recommission features to perform minor maintenance on cluster hosts using
Cloudera Manager to manage the process.

When a DataNode is decommissioned, the NameNode ensures that every block from the DataNode will still be
available across the cluster as dictated by the replication factor. This procedure involves copying blocks from the
DataNode in small batches. If a DataNode has thousands of blocks, decommissioning can take several hours. Before
decommissioning hosts with DataNodes, you should first tune HDFS:

Minimum Required Role: Configurator (also provided by Cluster Administrator, Limited Cluster Administrator , and
Full Administrator)

1. Run the following command to identify any problemsin the HDFS file system:

hdfs fsck / -list-corruptfileblocks -openforwite -files -blocks -locati
ons 2>&1l > /tnp/ hdfs-fsck.txt

2. Fix any issues reported by the fsck command. If the command output lists corrupted files, use the fsck command
to move them to the lost+found directory or delete them:

hdfs fsck FILE NAME - nove
or

hdf s fsck FI LE NAME -del ete

3. Raisethe heap size of the DataNodes. DataNodes should be configured with at least 4 GB heap sizeto allow for
theincrease in iterations and max streams.
a) Go to the HDFS service page.
b) Click the Configuration tab.
¢) Select ScopeDataNode.
d) Select CategoryResource Management.
€) Setthe JavaHeap Size of DataNode in Bytes property as recommended.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role
group.
4. Increase the replication work multiplier per iteration to alarger number (the default is 2, however 10 is
recommended).
a) Select ScopeNameNode.
b) Expand the CategoryAdvanced category.
¢) Configure the Replication Work Multiplier Per Iteration property to a value such as 10.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role
group.
d)
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5. Increase the replication maximum threads and maximum replication thread hard limits.

a) Select ScopeNameNode.
b) Expand the CategoryAdvanced category.

¢) Configure the Maximum number of replication threads on a DataNode and Hard limit on the number of
replication threads on a DataNode properties to 50 and 100 respectively. Y ou can decrease the number of
threads (or use the default values) to minimize the impact of decommissioning on the cluster, but the trade off
isthat decommissioning will take longer.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role
group.
6. Restart the HDFS service.

Performance Considerations
Modifying Configuration Properties Using Cloudera Manager

To increase the speed of arolling restart of the HBase service, set the Region Mover Threads property to a higher
value.

Minimum Required Role: Configurator (also provided by Cluster Administrator, Limited Cluster Administrator , and
Full Administrator)

Thisincreases the number of regions that can be moved in parallel, but places additional strain on the HMaster. In
most cases, Region Mover Threads should be set to 5 or lower.

Decommissioning a DataNode does not happen instantly because the process requires replication of a potentially
large number of blocks. During decommissioning, the performance of your cluster may be impacted.

This section describes the decommissioning process and suggests solutions for several common performance issues.
Decommissioning occurs in two steps:

1. The Commission State of the DataNode is marked as Decommissioning and the data is replicated from this node
to other available nodes. Until al blocks are replicated, the node remains in a Decommissioning state. Y ou can
view this state from the NameNode Web Ul. (Go to the HDFS service and select Web UINameNode Web Ul.)

2. When dl data blocks are replicated to other nodes, the node is marked as Decommissioned.
Decommissioning can impact performance in the following ways:

« There must be enough disk space on the other active DataNodes for the data to be replicated. After
decommissioning, the remaining active DataNodes have more blocks and therefore decommissioning these
DataNodes in the future may take more time.

» Therewill beincreased network traffic and disk 1/0 while the data blocks are replicated.

» Databalance and data locality can be affected, which can lead to a decrease in performance of any running or
submitted jobs.

» Decommissioning alarge numbers of DataNodes at the same time can decrease performance.

« |If you are decommissioning a minority of the DataNodes, the speed of data reads from these nodes limits the
performance of decommissioning because decommissioning maxes out network bandwidth when reading data
blocks from the DataNode and spreads the bandwidth used to replicate the blocks among other DataNodesin
the cluster. To avoid performance impacts in the cluster, Cloudera recommends that you only decommission a
minority of the DataNodes at the same time.

* You can decrease the number of replication threads to decrease the performance impact of the replications, but
thiswill cause the decommissioning process to take longer to compl ete.

Cloudera recommends that you add DataNodes and decommission DataNodes in parallel, in smaller groups. For
example, if the replication factor is 3, then you should add two DataNodes and decommission two DataNodes at the
sametime.
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Tuning HDFS Prior to Decommissioning DataNodes

Several conditions can impact performance when you decommission DataNodes.
Open Files

Write operations on the DataNode do not involve the NameNode. If there are blocks associated
with open files located on a DataNode, they are not relocated until the file is closed. This commonly
occurs with:

e Clustersusing HBase
e Open Flumefiles
e Long running tasks

To find open files, run the following command:
hdfs df sadmin -1istOpenFiles -bl ocki ngDeconmi ssi on
The command returns output similar to the following example:

Cient Host Cient Nane Open File Path

172.26.12. 77 DFSCl i ent _ NONMAPREDUCE - 698274460 _1 / hbase/ ol
dWALs/ dn3. cl ouder a. cont®2C22101%2C1540973344249. dn3. cl ouder a. conto
2C221019%2C1540973344249. r egi ongr oup- 0. 154099857098

After you find the open files, perform the appropriate action to restart process to close the file. For
example, major compaction closes al filesin aregion for HBase.

Alternatively, you may evict writers to those decommissioning DataNodes with the following
command:

hdf s df sadnmin -evictWiters <datanode_host:ipc_port>
For example:

hdf s df sadm n -evictWiters datanodel: 20001

A block cannot berelocated because there are not enough DataNodes to satisfy the block placement

policy.

For example, for a 10 node cluster, if the mapred.submit.replication is set to the default of 10 while
attempting to decommission one DataNode, there will be difficulties relocating blocks that are
associated with map/reduce jobs.  This condition will lead to errorsin the NameNode logs similar
to the following:

or g. apache. hadoop. hdf s. server. bl ockmanagenent . Bl ockPl acenent Pol i
cyDefault: Not able to place enough replicas, still in need of 3
to reach 3

Use the following stepsto find the number of files where the block replication policy is equal to or

above your current cluster size:

1. Providealisting of open files, their blocks, the locations of those blocks by running the
following command:

hadoop fsck / -files -blocks -locations -openforwite 2>&1 >
openfil es. out
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2. Run thefollowing command to return alist of how many files have a given replication factor:
grep repl = openfiles.out | awk '{print $NF}' | sort | uniq -c
For example, when the replication factor is 10 , and decommissioning one:

egrep -B4 "repl =10" openfiles.out | grep -v '<dir>" | awk '/"
\//{print $1}'

3. Examine the paths, and decide whether to reduce the replication factor of the files, or remove
them from the cluster.

Maintenance mode allows you to suppress aerts for ahost, service, role, or an entire cluster. This can be useful when
you need to take actionsin your cluster (make configuration changes and restart various elements) and do not want to
see the alerts that will be generated due to those actions.

Putting an entity into maintenance mode does not prevent events from being logged; it only suppresses the alerts that
those events would otherwise generate. Y ou can see ahistory of all the events that were recorded for entities during
the period that those entities were in maintenance mode.

When you enter maintenance mode on an entity (cluster, service, or host) that has subordinate entities (for example,
the roles for a service) the subordinate entities are also put into maintenance mode. These are considered to be in
effective maintenance mode, as they have inherited the setting from the higher-level entity.

For example:

« |If you set the HBase service into maintenance mode, then its roles (HBase Master and all RegionServers) are put
into effective maintenance mode.

« If you set a host into maintenance mode, then any roles running on that host are put into effective maintenance
mode.

Entities that have been explicitly put into maintenance mode show the icon £&. Entities that have entered effective

maintenance mode as aresult of inheritance from a higher-level entity show theicon

When an entity (role, host or service) isin effective maintenance mode, it can only be removed from maintenance
mode when the higher-level entity exits maintenance mode. For example, if you put a service into maintenance
mode, the roles associated with that service are entered into effective maintenance mode, and remain in effective
maintenance mode until the service exits maintenance mode. Y ou cannot remove them from maintenance mode
individually.

Alternatively, an entity that is in effective maintenance mode can be put into explicit maintenance mode. In this case,
the entity remains in maintenance mode even when the higher-level entity exits maintenance mode. For example,
suppose you put a host into maintenance mode, (which puts all the roles on that host into effective maintenance
mode). Y ou then select one of the roles on that host and put it explicitly into maintenance mode. When you have

the host exit maintenance mode, that one role remains in maintenance mode. Y ou need to select it individually and
specifically have it exit maintenance mode.

Y ou can enable maintenance mode for a cluster, service, role, or host.

Minimum Required Role: Configurator (also provided by Cluster Administrator, Limited Cluster Administrator , and
Full Administrator)

1. Intheleft menu, click Clusters<cluster name>.
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2. -
Click the Actionsmenu () to theright of the cluster name and select Enter Maintenance Mode.

3. Confirm that you want to do this.

The cluster is put into explicit maintenance mode, as indicated by the & icon. All services and roles in the cluster are

entered into effective maintenance mode, as indicated by the icon.

1. Intheleft menu, click Clusters and select the service.
2. Click ActionsEnter Maintenance Mode.
3. Confirm that you want to do this.

The serviceis put into explicit maintenance mode, as indicated by the £& icon. All roles for the service are entered

into effective maintenance mode, as indicated by the icon.

In the left menu, click Clusters and select the service.

Click the Instances tab.

Select the role(s) you want to put into maintenance mode.

From the Actions for Selected menu, select Enter Maintenance Mode.
Confirm that you want to do this.

g rcwbdhe

The roles will be put in explicit maintenance mode. If the roles were already in effective maintenance mode (because
its service or host was put into maintenance mode) the roles will now be in explicit maintenance mode. This means
that they will not exit maintenance mode automatically if their host or service exits maintenance mode; they must be
explicitly removed from maintenance mode.

In Cloudera Manager, select the cluster where you want to decommission hosts.
Click HostsAll Hosts.

Select the hosts that you want to put into Maintenance Mode.

Select Actions for SelectedBegin Maintenance (Suppress AlertsDecommission.

AwDdE

The Begin Maintenance (Suppress AlertsyDecommission) dialog box opens. The role instances running on the
hosts display at the top. Y ou can also use this dialog box to decommission the host.

5. Deselect the Decommission Host(s) option to put the host into Maintenance Mode. In this mode, alerts from the
hosts are suppressed until the host exits Maintenance Mode. The events, however, are till logged. Hosts that are

currently in Maintenance Mode display the icon.
6. Click Begin Maintenance.

The Host Decommission Command dialog box opens and displays the progress of the command.

When you exit maintenance mode, the maintenance mode icons are removed and alert notification resumes.

1. -
Click to the right of the cluster name and select Exit Maintenance Mode.

2. Confirm that you want to do this.
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Click ~ totheri ght of the service name and select Exit Maintenance Mode.
2. Confirm that you want to do this.

Go to the services page that includes the role.

Go to the Instances tab.

Select the role(s) you want to exit from maintenance mode.

From the Actions for Selected menu, select Exit Maintenance Mode.
Confirm that you want to do this.

agprwbdpeE

In Cloudera Manager, to go the cluster with the hosts you want to take out of Maintenance Mode.
Click HostsAll Hosts.

Select the hosts that are ready to exit Maintenance Mode.

Select Actions for SelectedEnd Maintenance (Suppress Alerts/Decommission.

AwbdeE

The End Maintenance (Suppress Alerts/Decommission) dialog box opens. The role instances running on the hosts
display at the top.
5. Deselect the Recommission Host(s) option to take the host out of Maintenance Mode and re-enable alerts from the

hosts. Hosts that are currently in Maintenance Mode display the icon on the All Hosts page.
6. Click End Maintenance.

For any cluster, you can view the components (service, roles, or hosts) that are in maintenance mode.
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. From the Cloudera Manager Home page, select the cluster that you want to view the maintenance mode status for.

2. Click Actions View Maintenance Mode Status... .
This pops up adialog box that shows the components in your cluster that are in maintenance mode, and indicates
which are in effective maintenance mode as well as those that have been explicitly placed into maintenance mode.

From this dialog box you can select any of the components shown there and remove them from maintenance
mode.

If individual services are in maintenance mode, you will see the maintenance mode icon £% next to the Actions
button for that service.

E Note: The Actions button is not enabled if you are viewing status for a point of time in the past.

When Cloudera Manager configures a service, it configures hostsin your cluster with one or more functions (called
rolesin Cloudera Manager) that are required for that service. The role determines which Hadoop daemonsrun on a
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given host. For example, when Cloudera Manager configures an HDFS service instance it configures one host to run
the NameNode role, another host to run as the Secondary NameNode role, another host to run the Balancer role, and
some or all of the remaining hosts to run DataNode roles.

Configuration settings are organized in role groups. A role group includes a set of configuration properties for a
specific group, aswell asalist of role instances associated with that role group. Cloudera Manager automatically
creates default role groups.

For role types that allow multiple instances on multiple hosts, such as DataNodes, TaskTrackers, RegionServers (and
many others), you can create multiple role groups to allow one set of role instances to use different configuration
settings than another set of instances of the same role type. In fact, upon initial cluster setup, if you areinstalling on
identical hosts with limited memory, Cloudera Manager will (typically) automatically create two role groups for each
worker role — one group for the role instances on hosts with only other worker roles, and a separate group for the
instance running on the host that is also hosting master roles.

The HDFS service is an example of this: Cloudera Manager typically creates one role group (DataNode Default
Group) for the DataNode role instances running on the worker hosts, and another group (HDFS-1-DATANODE-1)
for the DataNode instance running on the host that is also running the master roles such as the NameNode,
JobTracker, HBase Master and so on. Typically the configurations for those two classes of hosts will differ in terms
of settings such as memory for W Ms.

Cloudera Manager configuration screens offer two layout options: classic and new. The new layout is the default;
however, on each configuration page you can easily switch between layouts using the Switch to XXX layout link at
the top right of the page.

A gateway is aspecia type of role whose sole purpose is to designate a host that should receive a client configuration
for a specific service, when the host does not have any roles running on it. Gateway roles enable Cloudera Manager to
install and manage client configurations on that host. There is no process associated with a gateway role, and its status
will always be Stopped. Y ou can configure gateway roles for HBase, HDFS, Hive, Kafka, MapReduce, Solr, Spark,
Sqoop 1 Client, and YARN.

Cluster Configuration Overview

Minimum Required Role: Limited Cluster Administrator (also provided by Full Administrator and Cluster
Administrator)

After creating services, you can add role instances to the services. For example, after initial installation in which you
created the HDFS service, you can add a DataNode role instance to a host where one was not previously running.
Upon upgrading a cluster to a new version of Cloudera Runtime you might want to create arole instance for arole
added in the new version.

1. Go to the service for which you want to add arole instance. For example, to add a DataNode role instance, go to
the HDFS service.

2. Click the Instances tab.
3. Click the Add Role Instances button.
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4. Customize the assignment of role instances to hosts. The wizard evaluates the hardware configurations of the
hosts to determine the best hosts for each role. The wizard assigns all worker roles to the same set of hosts to
which the HDFS DataNode role is assigned. Y ou can reassign role instances.

Click afield below aroleto display adialog box containing alist of hosts. If you click afield containing multiple
hosts, you can also select All Hosts to assign therole to all hosts, or Custom to display the hosts dialog box.

The following shortcuts for specifying hostname patterns are supported:

» Range of hostnames (without the domain portion)

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com host1.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com, host10.company.com
* |Paddresses

* Rack name

Click the View By Host button for an overview of the role assignment by hostname ranges.
5. Click Continue.
6. Inthe Review Changes page, review the configuration changes to be applied.

Confirm the settings entered for file system paths. The file paths required vary based on the servicesto be
installed. For example, you might confirm the NameNode Data Directory and the DataNode Data Directory for
HDFS.

7. Click Continue.

The wizard finishes by performing any actions necessary to prepare the cluster for the new role instances. For
example, new DataNodes are added to the NameNode dfs_hosts allow.txt file. The new role instance is configured
with the default role group for its role type, even if there are multiple role groups for the role type. If you want to
use adifferent role group, follow the instructions in the topic Managing Role Groups for moving role instancesto a
different role group

Managing Role Groups

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

If the host for the role instance is currently decommissioned, you will not be able to start the role until the host has
been recommissioned.

Important: Use Cloudera Manager to stop the Node Manager service. If it is stopped manually, it can cause
g % jobstofail.

Go to the service that contains the role instances to start, stop, or restart.
Click the Instances tab.
Check the checkboxes next to the role instances to start, stop, or restart (such as a DataNode instance).

Select Actions for SelectedStart, Stop, or Restart, and then click Start, Stop, or Restart again to start the process.
When you see a Finished status, the process has finished.

A w DN PR
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Rolling Restart

Y ou can remove arole instance such as a DataNode from a cluster while the cluster is running by decommissioning
theroleinstance.

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

When you decommission arole instance, Cloudera Manager performs a procedure so that you can safely retire a
host without losing data. Role decommissioning applies to HDFS DataNode, MapReduce TaskTracker, YARN
NodeManager, and HBase RegionServer roles.

Hosts with DataNodes and DataNode roles themselves can only be decommissioned if the resulting action leaves
enough DataNodes commissioned to maintain the configured HDFS replication factor (by default 3). If you attempt to
decommission a DataNode or a host with a DataNode in such situations, the decommission process will not complete
and must be aborted.

A role will be decommissioned if its host is decommissioned.

To remove a DataNode from the cluster, you decommission the DataNode role as described here and then perform a
few additional steps to remove the role. See the topic Delete a DataNode.

To decommission role instances:

1. If you are decommissioning DataNodes, perform the stepsin the topic Tuning HDFSPrior to Decommissioning
DataNodes.

Click the service instance that contains the role instance you want to decommission.

Click the Instances tab.

Check the checkboxes next to the role instances to decommission.

Select Actions for SelectedDecommission, and then click Decommission again to start the process.

a s~ w D

A Decommission Command pop-up displays that shows each step or decommission command asit isrun. In the
Details area, click » to see the subcommands that are run. Depending on the role, the steps may include adding the
host to an "exclusionslist" and refreshing the NameNode, JobTracker, or NodeManager; stopping the Balancer (if it
is running); and moving data blocks or regions. Roles that do not have specific decommission actions are stopped.

Y ou can abort the decommission process by clicking the Abort button, but you must recommission and restart the
role.

The Commission State facet in the Filterslist displays=e Decommissioning while decommissioning isin progress,

and e Decommissioned when the decommissioning process has finished. When the processis complete, a ~ is
added in front of Decommission Command.

Tuning HDFS Prior to Decommissioning DataNodes
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Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

Click the service that contains the role instance you want to recommission.
Click the Instances tab.
Check the checkboxes next to the decommissioned role instances to recommission.

Select Actions for SelectedRecommission, and then click Recommission to start the process. A Recommission
Command pop-up displays that shows each step or recommission command asit is run. When the processis
complete, a v isadded in front of Recommission Command.

5. Restart therole instance.

A w DN PR

Minimum Required Role: Configurator (also provided by Cluster Administrator, Limited Cluster Administrator , and
Full Administrator)

1. Click the service instance that contains the role instance you want to delete. For example, if you want to delete a
DataNode role instance, click an HDFS service instance.

Click the Instances tab.

Check the checkboxes next to the role instances you want to delete.

If the role instance is running, select Actions for SelectedStop and click Stop to confirm the action.
Select Actions for SelectedDelete. Click Delete to confirm the deletion.

g s~ wD

IE Note: Deleting arole instance does not clean up the associated client configurations that have been deployed
in the cluster.

Y ou can use Java configuration options to configure roles to use a custom garbage collection parameter.

Every Java-based role in Cloudera Manager has a configuration setting called Java Configuration Options for ROLE
where you can enter command line options. Commonly, garbage collection flags or extra debugging flags would

be passed here. To find the appropriate configuration setting, select the service you want to modify in the Cloudera
Manager Admin Console, then use the Search box to search for Java Configuration Options.

Y ou can add configuration options for al instances of a given role by making this configuration change at the
service level. For example, to modify the setting for all DataNodes, select the HDFS service, then modify the Java
Configuration Options for DataNode setting.

To modify aconfiguration option for a given instance of arole, select the service, then select the particular role
instance (for example, a specific DataNode). The configuration settings you modify will apply to the selected role
instance only.

Modifying Configuration Properties Using Cloudera M anager
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Minimum Required Role: Configurator (also provided by Cluster Administrator, Limited Cluster Administrator , and
Full Administrator)

A rolegroup isaset of configuration properties for arole type, aswell asalist of role instances associated with that
group. Cloudera Manager automatically creates a default role group named ROLE TYPE Default Group for each role
type.Each role instance can be associated with only a single role group.

Role groups provide two types of properties: those that affect the configuration of the service itself and those that
affect monitoring of the service, if applicable (the Monitoring subcategory). Not all services have monitoring
properties.

When you run the installation or upgrade wizard, Cloudera Manager configures the default role groupsit adds, and
adds any other required role groups for a given role type. For example, a DataNode role on the same host as the
NameNode might require a different configuration than DataNode roles running on other hosts. Cloudera Manager
creates a separate role group for the DataNode role running on the NameNode host and uses the default configuration
for DataNode roles running on other hosts.

Y ou can modify the settings of the default role group, or you can create new role groups and associate role instances
to whichever role group is most appropriate. This simplifies the management of role configurations when one group
of role instances may require different settings than another group of instances of the same role type—for example,
due to differences in the hardware the roles run on. Y ou modify the configuration for any of the service's role groups
through the Configuration tab for the service. Y ou can also override the settings inherited from arole group for arole
instance.

If there are multiple role groups for arole type, you can move role instances from one group to another. When you
move arole instance to a different group, it inherits the configuration settings for its new group.

Configuring Monitoring Settings
Overriding Configuration Properties

Minimum Required Role: Configurator (also provided by Cluster Administrator, Limited Cluster Administrator , and
Full Administrator)

Go to a service status page.

Click the Instances or Configuration tab.
Click Role Groups.

Click Create new group....

Provide a name for the group.

Select the role type for the group. Y ou can select role types that allow multiple instances and that exist for the
service you have selected.

7. Inthe Copy From field, select the source of the basic configuration information for the role group:

o 0k~ wbdPE

» Anexisting role group of the appropriate type.

* None.... Therole group is set up with generic default values that are not the same as the values Cloudera
Manager setsin the default role group, as Cloudera Manager specifically sets the appropriate configuration
properties for the services and roles it installs. After you create the group you must edit the configuration to set
missing properties (for example the TaskTracker Local Data Directory List property, which is not popul ated if
you select None) and clear other validation warnings and errors.
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Modifying Configuration Properties Using Cloudera Manager

Minimum Required Role: Configurator (also provided by Cluster Administrator, Limited Cluster Administrator , and
Full Administrator)

Go to a service status page.

Click the Instances or Configuration tab.

Click Role Groups.

Click the group you want to manage. Role instances assigned to the role group are listed.
Perform the appropriate procedure for the action:

o w e

¢ Rename

a. Click therole group name, and click Rename.
b. Specify the new name and click Rename.
o Delete
Y ou cannot delete any of the default groups. The group must first be empty; if you want to delete a group
you've created, you must move any role instances to a different role group.
a. Click therole group name.
b. Click Delete, and confirm by clicking Delete. Deleting arole group removes it from host templates.
* Move

a. Select therole instance(s) to move.
b. Select Actionsfor SelectedMove To Different Role Group....
c. Inthe pop-up that appears, select the target role group and click Move.

Managing Hosts

By default, Cloudera Manager ships with user roles that have privileges for al clusters managed by Cloudera
Manager.

The following table describes the actions each user role can perform:
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Permitted Operations

Access all functionality that Cloudera Manager offers
Add and Remove Entity Tags
Administer Cloudera Navigator

Apply policies to redact sensitive data
Configure HDFS Encryption, administer Key Trustee Server, and manage encryption keys

Create clusters Y Y
Create replication policies and snapshot policies
Create, modify, and delete your own dashboards Y
Create, update, or delete external account configuration

Decommission hosts
Edit the configuration of services and roles
Enter and exit Maintenance Mode

=<

Import Cluster Template

<|=<|=<[=<|[=<
<
< |<|=<|<[<

Inspect Hosts

Manage Full Administrator accounts

Manage user accounts and configuration of external authentication
Recommission hosts, and decommission and recommission roles
See available hosts

Send Diagnostic Bundles

Start, stop, and restart KMS

Start, stop, and restart most clusters, services, and roles

< [<|=<|=<|<

Upgrade Clusters
View and perform parcels operations

<<= |=<]=<|=<|=<
<

View audit events Y
View data in Cloudera Manager
Historical Disk Usage By Directory Y
Directory Usage
File Browser

<

F
<|=<|=<|=<|=<]=<|=<|=<|=<|=x|=<|<|<|<|=<|<|=<|<|=<|=<|[<|<|<|<|<[<]|=<|< W’Ad'"inia;
Tatoy
<

<|=<|=<|=<
<
<
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Cloudera recommends that you schedule regular backups of the databases that Cloudera Manager uses to store
configuration, monitoring, and reporting data and for managed services that require a database:

To back up aPostgreSQL database, use the same procedure whether the database is embedded or external:

1. Loginto the host where the Cloudera Manager Server isinstalled.
2. Get the name, user, and password properties for the Cloudera Manager database from /etc/cloudera-scm-server/db.
properties:

com cl ouder a. cnf . db. nane=scm
com cl ouder a. cnf . db. user =scm
com cl ouder a. cnf . db. passwor d=NnYf W j | bk

3. Run thefollowing command as root using the parameters from the preceding step:

# pg_dunp -h HOSTNAME -p 7432 -U scm > /tnp/scm server _db_backup. $(date +
%/ Yr/d)

4. Enter the password from the com.cloudera.cmf.db.password property in step 2.
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5. To back up adatabase created for one of the roles on the local host as the ROLEUSER user:

# pg_dunp -h HOSTNAME -p 7432 -U ROLEUSER > /t np/ ROLEDB
6. Enter the password specified when the database was created.

To back up the MariaDB database, run the mysgldump command on the MariaDB host, as follows:

mysql dunp - hHOSTNAME - uUSERNAME - pPASSWORD DATABASE > /t np/ DATABASE-
BACKUP. sql

For example, to back up the Activity Monitor database amon created in Creating Databases for Cloudera Software, on
the local host as the root user, with the password amon_password:

nmysgl dunp - panon_password anon > /tnp/ anon- backup. sql

To back up the sample Activity Monitor database amon on remote host myhost.example.com as the root user, with the
password amon_password:

mysgl dunp - hnyhost . exanpl e. com -uroot -panon_password anmon > /tnp/ anon-backu
p. sql

To back up the MySQL database, run the mysgldump command on the MySQL host, as follows:m

nysql dunp - hHOSTNAME - uUSERNAME - pPASSWORD DATABASE > /t np/ DATABASE-
BACKUP. sql

For example, to back up the Activity Monitor database amon created in Creating Databases for Cloudera Software, on
the local host as the root user, with the password amon_password:

mysql dunp - panon_password anon > /tnp/ anon- backup. sql

To back up the sample Activity Monitor database amon on remote host myhost.example.com as the root user, with the
password amon_password:

mysql dunp - hnyhost . exanpl e. com -uroot -panon_password anon > /tnp/ anon- backu
p. sql

Y ou can back up all database using the following command:

mysql dunp --all-databases - pPASSWORD > /tnp/all 1l/all.sql

For Oracle, work with your database administrator to ensure databases are properly backed up.
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Cloudera Manager service configuration features let you manage the deployment and configuration of Cloudera
Runtime and managed services.

Using Cloudera Manager, you can add new services and roles if needed, gracefully start, stop and restart services
or roles, and decommission and delete roles or servicesif necessary. Further, you can modify the configuration
properties for services or for individual role instances. Y ou can also view past configuration changes and roll back
to aprevious revision. Y ou can also generate client configuration files, enabling you to easily distribute them to the
users of aservice.

The topicsin this chapter describe how to configure and use the services on your cluster. Some services have unique
configuration requirements or provide unique features. See the documentation for an individual service for more
information.

After initial installation, you can use the Add a Service wizard to add and configure new service instances. For
example, you may want to add a service such as Oozie that you did not select in the wizard during the initial
installation.

Minimum Required Role: Limited Cluster Administrator (also provided by Full Administrator and Cluster
Administrator)

Note:
E The binaries for the following services are not packaged in Cloudera Runtime and must be installed
individually before being adding the service:

« Accumulo
« Kafka
e Key Trustee KMS

If you do not add the binaries before adding the service, the service will fail to start.

Important: Additional Steps are required if the cluster is running a Solr service and you want to add either
& the Apache Atlas or Apache Ranger services:

1. Follow the steps below to add a service and add an additional Solr Service.

2. When the Add a Service wizard prompts you to fill in configuration properties, set the ZooK eeper Znode
property to solr-infra.

3. Complete adding the Solr service as described below.

Run the Add a Service wizard again to add the Ranger or Atlas service.

5. Cloudera Manager will prompt you for the Solr service to use. Select the additional Solr service you just
added.

e

To add aservice:

1. -
On the HomeStatus tab, click to the right of the cluster name and select Add a Service. A list of service types
display. Y ou can add one type of service at atime.

2. Select aservice and click Continue. If you are missing required binaries, a pop-up displays asking if you want to
continue with adding the service.
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3. Select the services on which the new service should depend. All services must depend on the same ZooK eeper
service. Click Continue.
The Assign Roles page displays

4. Customize the assignment of role instances to hosts. The wizard evaluates the hardware configurations of the
hosts to determine the best hosts for each role. The wizard assigns all worker roles to the same set of hosts to
which the HDFS DataNode role is assigned. Y ou can reassign role instances.

Click afield below arole to display adialog box containing alist of hosts. If you click afield containing multiple
hosts, you can also select All Hosts to assign the role to all hosts, or Custom to display the hosts dialog box.

The following shortcuts for specifying hostname patterns are supported:

« Range of hostnames (without the domain portion)

10.1.1.[1-4] 10.1.1.1,10.1.1.2,10.1.1.3,10.1.1.4

host[1-3].company.com host1.company.com, host2.company.com, host3.company.com

host[07-10].company.com host07.company.com, host08.company.com, host09.company.com, host10.company.com
* |Paddresses

* Rack name

Click the View By Host button for an overview of the role assignment by hostname ranges.
5. Click Continue

6. Review and modify configuration settings, such as data directory paths and heap sizes and click Continue. The
serviceis started.

Note: If you are adding the Ranger service, passwords for the Ranger Admin, Usersync, Tagsync, and
KMS Keyadmin users must be aminimum of 8 characters long, with at |east one alphabetic and one
numeric character. The following charactersare not valid: " '\~ ~

7. Click Continue then click Finish. Y ou are returned to the home page.

8. Verify the new service is started properly by checking the health status for the new service. If the Hedlth Statusis
Good, then the service started properly.

Using Cloudera Manager, you can install Apache Atlas and there are some prerequites that you must note before you
proceed further.

Servicesthat are part of prerequisitesto install Atlasinclude:

+ HBase: Actsas storage for Atlas data.

e Solr: Acts as storages for indexes of Atlas data.

« Kafka Acts asamessaging bus for Atlas hooks.

« Ranger: Works with Atlas to provide tag-based authorization.

Also verify if your Cloudera Manager instance has PAM Authentication enabled. For more information, see
Configure Atlas PAM Authentication. Atlas installation can be performed if your Cloudera Manager cluster has PAM
Authentication enabled and it works with the users enabled on host.

The following authentication options are available for the install ation:

* File-based authentication.

« LDAPor Active Directory (AD): LDAP and AD can be configured after Atlasisinstalled.

* PAM-based Authentication based installation. For more information, see Configure Atlas PAM Authentication.
* Knox SSO. This needs Knox Service to be present.

Depending on your usage scenario the following authentication options can be chosen:
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* Production deployment:

e PAM Authentication
« LDAPand AD
¢ Knox SSO
e Demo and testing purposes:

* File-based authentication

Installing Atlas using Add Service

You caninstall Atlas service in your Cloudera Manager instance by using the Add Service method.

1. From Cloudera Manager > select Add Service menu option.

2. Onthe Add Service page, Select Atlas and click Continue. Y ou will be navigated to a new listing page that
prompts you to follow the next set of instructions.

3. Choose Select Dependencies.

Make sure that there are no additional dependencies required on your Cloudera Manager cluster.
4. Click Continue.

5. Select Assign Roles by selecting the host where Atlasis to be added. Y ou must also add the Gateway (optional)
but recommended.
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6. Select Continue.

Y ou must assign roles and also make sure you do not assign additional roles that can impact the overall
performance.
Add Atlas Service to Cluster 1

° Select Dependencies

Assign Roles
(2) Assign Roles
You can customize the role assignments for your new service here, but note that if assignments are made incorrectly, such as assigning too many roles to a single host, performance

will suffer.
3 Migrate Navigator Data
You can also view the role assignments by host. JRUEITE: MR
4 Enable Migration Mode Atlas Server x 1 New Gateway x 3 New
vs-6082102-2.vs-6082102 root.hwx.site vs-6082102-1-3).vs-6082102.root. hwx.site ~

@

Review Changes

o

Command Details

7 Summary
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7. Review the changes and ensure that the following fields (depending on the installation type that you have chosen)
are marked as checked. For more information, review the Atlas installation prerequisite section.

e (Optional) Enable Kerberos Authentication - Atlas (Service-Wide)
e (Optional) Enable File Authentication - Atlas Service Default Group

Y ou must add the Admin Password as applicable.

Add Atlas Service to Cluster 1

O e

Review Changes
]

Enable Kerberos Authentication rvice-Wide)
© o

Enable File Authentication

€ Back Continue +

8. Review the Command Details and make sure that the installation proceeds on the expected lines.
9. Click Continue.

% Stasting 1 reles on service 10

£ Execute command Start this Atias Server on role Allss Server
{v-6082102-2)

Startarole. . Jun 10, 100213 &0

When using a fresh Cloudera Manager cluster, collections are created directly.

Summarise the installation process to confirm that Atlas serviceisinstalled and configured on your Cloudera
Manager cluster.
10. Once the installation is complete, to bring up Atlas on your Cloudera Manager cluster, restart the Atlas service.
11. Once Atlasisingtalled, you must restart stale configurations.

Prerequisites for installing Atlas
Deploying Atlas service
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You caninstall Ranger servicein an existing cluster using the Add Service action.

» Ranger requires a supported database. This should be a separate database than the one used for Ranger KM S. For
more information, see Configuring a database for Ranger or Ranger KMS.

« TLS/SSL should be enabled.

1. Onthe cluster home page, click More Options (ellipsisicon), then click Add Service.

[ CDEP Deployment from 2021-Sep-10 16:10 |

m :\:ALOUDERA Home BB Switch to Table View O Add ~
anager
_ Status  All Health Issues  Configuration ~  All Recent Commands
& Clusters
Clus‘[er’ ‘] : Charts 30m 1h 2h 6h 12h 1d 7d 30d &'~
Hosts
i Add Service Cluster CPU
E Diagnostics Cloudera Runtime 7.1.7,
. Add Hosts
7o Audits = 3 Hosts o
Add Compute Cluster 5
8
Charts O ©ATLAS1 g
. Start
(31 Replication O 3§ CRUISE_CONT] 13 1:45
Stop Cluster 1, Host CPU Usage Across Hosts 14.8%
{§} Administration O 4 HBASE-1 Restart
Cluster Disk 10
& Experiences CED @ HDFS-1
O @ HIVE1 Deploy Client Configuration g
3
2
i Parcels O © HIVE_ON_TEZ- 2
Deploy Client Configuration and Refresh 2
X Running Commands @ . 13 1:45
° HUEA Refresh Cluster
® s ) Total Disk Byt... 39.9M/s = Total Disk Byt... 99.2M/s
SgiEen O Y IMPALA-1 Refresh Dynamic Resource Pools
o admin O & KAFKA-T Upgrade Cluster Cluster Network 10
K 2
744 & K KNOX-1 21
2. Select Ranger, then click Continue.
m CLOUDE=RA @ % Ranger Apache Ranger is a framework to enable, monitor and
Manager

manage comprehensive data security across the Hadoop

platform. This service requires Kerberos.

Q @ Ranger KMS Apache Ranger KMS is a Key Management Server. This

service is backed by a database for key storage.

Q @ Ranger KMS with Key Trustee Server ~ Apache Ranger KMS is a Key Management Server. This
service is backed by Cloudera Navigator Key Trustee

Server for enterprise-grade key storage and protection.

£8 Parcels

Q @ Ranger RMS Ranger Resource Mapping Server is a component of
X Running Commands . . . .
Ranger service for fetching, persisting and serving

@ Support metadata mappings from Hive Metastore Server. This

o admin

service requires Hive.

v
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3. On Assign Rales, click Continue.

I CDEP Deployment from 2021-Sep-10 16:10

o] Fhoeger Add Ranger Service to Cluster 1

Select Dependencies

Assign Roles

Assign Roles
You can customize the role assignments for your new service here, but note that if assignments are

made incorrectly, such as assigning too many roles to a single host, performance will suffer.

You can also view the role assignments by host. RVESWEEIAETE

Ranger Admin x 1 New Usersync x 1 New Ranger Tagsync x 1 New

3 Review Changes

4 Command Details

£ Parcels

5 Summary ‘ ‘ ‘

X Running Commands
& Support

o admin

744 Gancel © Back

4. On Setup Database, enter the Ranger host name, database name, user name, and password, then click Test
Connection. After the database connection is successful, click Continue.

Database Host Name Thg host name of the Rangq database. If a non-default port is
assigned, use host:port notation.
Database Name The name of the Ranger database. Default valueis rangerl
(Database) User Name The Ranger database user name. Default value is rangeradmin
(Database) Password The Ranger database user password. Default value is rangeradmin
_ . | CDEP Deployment from 2021-Sep-10 16:10
CLOUD=RA Add Ranger Service to Cluster 1
ger
Select Dependencies
Setup Database
Assign Roles
Configure and test database connections. If using custom databases, create the databases first
according to the Installing and Configuring an External Database section of the Installation Guide (Z.
Setup Database
Ranger
4) Review Changes Type Use JDBC URL Override  Database Hostname
5) Command Details ‘ MysQL V‘ ‘ No V‘ [ ranger.db.hostname
Database Name Username Password
6 Summary
‘ ranger1 ‘ [ rangeradmin ‘ ’ rangeradmin ‘
Show Password
Notes:
+ The value in the Database Hostname field must match the value you used for the hostname when
creating the database.
« If the database is not running on its default port, specify the port number using host:port in the
Database Hostname field.
Parcels « Itis highly recommended that each database is on the same host as the corresponding role
instance.
Running Commands « If avalue in the JDBC URL field is provided, it will be used when establishing a connection to the
R database. This customized connection URL will override Datab H Type, and Datab.
Support Name. Only some services currently support this.
« Learn more B
admin
Cancel < Back
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5. On Review Changes, enter a master key password for Ranger Admin, Usersync, Tagsync, and KMS KeyAdmin,
then click Continue.

Ranger Admin User Initial Password Password for the Ranger administrator. Deafault value is admin123
rangeradmin_user_password

Ranger Usersync User Initial Password Password for the Ranger administrator. Default value is admin123
rangerusersync_user_password

Ranger Tagsync User Initial Password Password for the Ranger administrator. Default value is admin123
rangertagsync_user_password

Ranger KM S Keyadmin User Initial Password Password for the Ranger administrator. Default value is admin123
keyadmin_user_password

6. On Command Details, select run options, confirm success, then click Continue.

CDEP Deployment from 2021-5ep-10 16:10_]

_ . [
lof] Fhoup=rA Add Ranger Service to Cluster 1

Select Dependencies

Command Details

Assign Roles

First Run Command
Setup Database Status ©Finished  Context Ranger@ (8 Sep11,1:1227AM  © 12.95s
Review Changes Finished First Run of the following services successfully: Ranger.

+ Completed 1 of 1 step(s).
Command Details B B
@ Show All Steps O show Only Failed Steps (O Show Only Running Steps
6 Summary v @ Runa set of services for the first time. Sep 11,1:12:27 AM 12.95s

Successfully executed command Setup
Ranger Admin Component on service
Ranger

£ Parcels

> Execute 3 steps in sequence Sep 11,1:12:27 AM 12.92s
X Running Commands

@ Support

o admin

W Cance‘

7. On Summary, click Finish.

I CDEP Deployment from 2021-Sep-10 16:10

o] Manager Add Ranger Service to Cluster 1

Select Dependencies

Summary

Assign Roles

(@ Your new service is installed and configured on your cluster.

Setup Database

( Note: You may still have to start your new service. It is recommended that you
restart any dependency services with outdated configurations before doing so.
You can perform these actions on the main page by clicking Finish below.

£ Parcels

Review Changes

X Running Commands
Command Details

& Support

0 admin

7.4.4 Cancel ¢ Back

8. The Ranger service appears in the Cloudera Manager cluster components list. If Ranger was not started by the
installation wizard, you can start the service by clicking Actions Start in the Ranger service.

9. Restart all serviceswith stale configurations.
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10. In Cloudera Manager click the Ranger service, then select Actions Create Ranger Plugin Audit Directory .
The Ranger service is now ready to use and you should be able to validate Ranger policy enforcement.

Y ou can compare the configuration settings for a particular service between two different clustersin a Cloudera
Manager deployment.

Minimum Required Role: Configurator (also provided by Cluster Administrator, Limited Cluster Administrator , and
Full Administrator)

1. Onthe HomeStatus tab, click the name of the service you want to compare, or click the Clusters menu and select
the name of the service.

2. Click the Configuration tab.
3. Click the drop-down menu above the Filters pane, and select from one of the options that begins Diff with...:

* SERVICE on CLUSTER - For example, HBASE-1 on Cluster 1. Thisisthe default display setting. All
properties are displayed for the selected instance of the service.

* SERVICE on dl clusters - For example, HBase on all clusters. All properties are displayed for al instances of
the service.

« Diff with SERVICE on CLUSTER - For example, Diff with HBase on Cluster 2. Properties are displayed
only if the values for the instance of the service whose page you are on differ from the values for the instance
selected in the drop-down menu.

« Diff with SERVICE on all clusters - For example, Diff with HBase on all clusters. Properties are displayed if
the values for the instance of the service whose page you are on differ from the values for one or more other
instances in the Cloudera Manager deployment.

The service's properties will be displayed showing the values for each property for the selected clusters. The filters
on the left side can be used to limit the properties displayed.

You can also view property configuration values that differ between clusters across a deployment by selecting
Non-uniform Values on the Configuration tab of the Cloudera Manager HomeStatus page.

Starting and Stopping Cloudera Runtime services.

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

It isimportant to start and stop services that have dependencies in the correct order. For example, because
MapReduce and Y ARN have a dependency on HDFS, you must start HDFS before starting MapReduce or Y ARN.
The Cloudera Management Service and Hue are the only two services on which no other services depend; although
you can start and stop them at anytime, their preferred order is shown in the following procedures. The Cloudera
Manager cluster actions start and stop services in the correct order. To start or stop all servicesin acluster, follow the
instructions in Starting, Stopping, Refreshing, and Restarting a Cluster.

The order in which to start servicesis:
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Cloudera Management Service
ZooK eeper

HDFS

Solr

HBase

Key-Vaue Store Indexer
MapReduce or YARN

Hive

. Impala

10. Oozie

11. Sqoop
12. Hue

©oOo N AWM

1. Intheleft menu, click Clusters and select a service.

Click  tothe right of the service name and select Start.

3. Click Start in the next screen to confirm.
When you see a Finished status, the service has started.

Note: If you are unable to start the HDFS service, it's possible that one of the rolesinstances, such asa
DataNode, was running on a host that is no longer connected to the Cloudera Manager Server host, perhaps
because of a hardware or network failure. If thisis the case, the Cloudera Manager Server will be unable

to connect to the Cloudera Manager Agent on that disconnected host to start the role instance, which will
prevent the HDFS service from starting. To work around this, you can stop all services, abort the pending
command to start the role instance on the disconnected host, and then restart all services again without that
role instance.

Aborting a Pending Command

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

The order in which to stop servicesis:

Hue

Sqoop

Oozie

Impala

Hive

MapReduce or YARN
Key-Vaue Store Indexer
HBase

O N O M®DNPRE
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9. Flume

10. Solr

11. HDFS

12. ZooK eeper

13. Cloudera Management Service

1. Intheleft menu, click Clusters and select a service.

Click ~ tothe right of the service name and select Stop.

3. Click Stop in the next screen to confirm.
When you see a Finished status, the service has stopped.

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

1. Intheleft menu, click Clusters and select a service.

2. -
Click to the right of the service name and select Restart.

3. Click Start on the next screen to confirm.

When you see a Finished status, the service has restarted.

To restart all services, restart the cluster.

Rolling restart allows you to conditionally restart the role instances of the following services to update software or use
anew configuration.

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

The following services support Rolling Restart operations:

* Atlas

e HBase

« HDFS

e Hive-on-Tezx

+ Kafka

o Key Trustee Server
e Knox
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e Kudu — see Orchestrating arolling restart with no downtime.
*  MapReduce

« OMID

* Oozie

*  Phoenix

* Ranger KMS

» Schema Registry

» Streams Replication Manager

* YARN

e ZooKeeper

If the serviceis not running, rolling restart is not available for that service. Y ou can specify arolling restart of each
service individually.

If you have HDFS High Availability enabled, you can aso perform a cluster-level rolling restart. At the cluster level,
therolling restart of worker hosts is performed on a host-by-host basis, rather than per service, to avoid all rolesfor a
service potentially being unavailable at the same time. During a cluster restart, to avoid having your NameNode (and
thus the cluster) be unavailable during the restart, Cloudera Manager forces afailover to the standby NameNode.

Job Tracker and Resource Manager High availability are not required for a cluster-level rolling restart. However, if
you have JobTracker or ResourceManager high availability enabled, Cloudera Manager will force afailover to the
standby JobTracker or ResourceManager.

You caninitiate arolling restart from either the Status page for one of the eligible services, or from the service's
I nstances page, where you can select individual rolesto be restarted.

1. Go to the service you want to restart.
2. Do one of the following:

* service - Select ActionsRolling Restart.
e role-

a. Click the Instancestab.
b. Select the rolesto restart.
c. Sdect Actionsfor SelectedRolling Restart.
3. Inthe pop-up dialog box, select the options you want:

* Restart only roles whose configurations are stale
* Restart only roles that are running outdated software versions
« Which roletypesto restart
4. If you select an HDFS, HBase, MapReduce, or YARN service, you can have their worker roles restarted in
batches. Y ou can configure:

« How many roles should be included in a batch - Cloudera Manager restarts the worker roles rack-by-rack in
alphabetical order, and within each rack, hosts are restarted in alphabetical order. If you are using the default
replication factor of 3, Hadoop tries to keep the replicas on at least 2 different racks. So if you have multiple
racks, you can use a higher batch size than the default 1. But you should be aware that using too high batch
size also means that fewer worker roles are active at any time during the upgrade, so it can cause temporary
performance degradation. If you are using asingle rack only, you should only restart one worker node at atime
to ensure data availability during upgrade.

» How long should Cloudera Manager wait before starting the next batch.
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» The number of batch failures that will cause the entire rolling restart to fail (thisis an advanced feature). For
exampleif you have a very large cluster you can use this option to allow failures because if you know that
your cluster will be functional even if some worker roles are down.

Note:

E e HDFS- If you do not have HDFS high availability configured, a warning appears reminding you
that the service will become unavailable during the restart while the NameNode is restarted. Services
that depend on that HDFS service will also be disrupted. Cloudera recommends that you restart the
DataNodes one at atime—one host per batch, which is the default.

¢ HBase

e Administration operations such as any of the following should not be performed during the rolling
restart, to avoid leaving the cluster in an inconsistent state:

o Split

» Create, disable, enable, or drop table

» Metadata changes

» Create, clone, or restore a snapshot. Snapshots rely on the RegionServers being up; otherwise
the snapshot will fail.

« Toincreasethe speed of arolling restart of the HBase service, set the Region Mover Threads
property to a higher value. Thisincreases the number of regions that can be moved in parallel, but
places additional strain on the HMaster. In most cases, Region Mover Threads should be set to 5 or
lower.

< Another option to increase the speed of arolling restart of the HBase service isto set the Skip
Region Reload During Rolling Restart property to true. This setting can cause regions to be moved
around multiple times, which can degrade HBase client performance.

¢ MapReduce - If you restart the JobTracker, all current jobs will fail.
e OMID - Clouderarecommends not to disable the High Availability (HA) mode for the OMID

Transactional Status Oracle (TSO) server. In case you want to disable the HA for the OMID TSO

server, ensure that only one instance is running before disabling it.

OMID constantly checks the service status with Zookeeper because OMID depends on Zookeeper
service whilein HA mode. This increases the network traffic and might impact the service
performance.

* YARN - If you restart ResourceManager and ResourceManager HA is enabled, current jobs continue
running: they do not restart or fail.

e ZooKeeper and Flume - For both ZooK eeper and Flume, the option to restart roles in batchesis not
available. They are always restarted one by one.

5. Click Confirm to start the rolling restart.

Y ou can perform a cluster-level rolling restart on demand from the Cloudera Manager Admin Console. A cluster-
level rolling restart is also performed as the last step in arolling upgrade when the cluster is configured with HDFS
high availability enabled.

1. If you have not already done so, enable high availability. See HDFS High Availability for instructions. Y ou do
not need to enable automatic failover for rolling restart to work, though you can enable it if you want. Automatic
failover does not affect the rolling restart operation.

2. For the cluster you want to restart select ActionsRolling Restart.

3. Inthe pop-up dialog box, select the services you want to restart. Please review the caveats in the preceding section
for the services you elect to have restarted. The services that do not support rolling restart will ssmply be restarted,
and will be unavailable during their restart.
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4. If you select an HDFS, HBase, or MapReduce service, you can have their worker roles restarted in batches. You
can configure:

* How many roles should be included in a batch - Cloudera Manager restarts the worker roles rack-by-rack in
alphabetical order, and within each rack, hosts are restarted in alphabetical order. If you are using the default
replication factor of 3, Hadoop tries to keep the replicas on at least 2 different racks. So if you have multiple
racks, you can use a higher batch size than the default 1. But you should be aware that using too high batch
size also means that fewer worker roles are active at any time during the upgrade, so it can cause temporary
performance degradation. If you are using a single rack only, you should only restart one worker node at atime
to ensure data availability during upgrade.

« How long should Cloudera Manager wait before starting the next batch.

e The number of batch failuresthat will cause the entire rolling restart to fail (thisis an advanced feature). For
exampleif you have avery large cluster you can use this option to allow failures because if you know that
your cluster will be functional even if some worker roles are down.

5. Click Restart to start the rolling restart. While the restart isin progress, the Command Details page shows the
steps for stopping and restarting the services.

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

Commands will time out if they are unable to complete after a period of time.

If necessary, you can abort a pending command. For example, this may become necessary because of a hardware

or network failure where a host running arole instance becomes disconnected from the Cloudera Manager Server
host. In this case, the Cloudera Manager Server will be unable to connect to the Cloudera Manager Agent on that
disconnected host to start or stop the role instance which will prevent the corresponding service from starting or
stopping. To work around this, you can abort the command to start or stop the role instance on the disconnected host,
and then you can start or stop the service again.

To abort any pending command:

Y ou can click the Recent Commands indicator ( ) ), which shows the number of commands that are currently
running in your cluster (if any). Thisindicator is positioned above the Support link at the bottom of the left menu.
Unlike the Commands tab for arole or service, thisindicator includes all commands running for all services or roles
in the cluster. In the Running Commands window, click Abort to abort the pending command.

To abort a pending command for a service or role:

1. Intheleft menu, click Clusters and select the service where the role instance you want to stop is located. For
example, click ClustersHDFS Service if you want to abort a pending command for a DataNode.

2. Click the Instancestab.

3. Inthelist of instances, click the link for role instance where the command is running (for example, the instance
that is located on the disconnected host).

4. Go to the Commands tab.

5. Find the command in the list of Running Commands and click Abort Command to abort the running command.

Viewing Running and Recent Commands

Y ou can delete a service from the Status tab.
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Minimum Required Role: Limited Cluster Administrator (also provided by Full Administrator and Cluster
Administrator)

1. Stoptheservice.

On the HomeStatus tab, click ~ tothe right of the service name and select Delete.
3. Click Delete to confirm the deletion.

Deleting a service does not clean up the associated client configurations that have been deployed in the cluster or
the user data stored in the cluster. For a given "aternatives path" (for example /etc/hadoop/conf) if there exist both
"live" client configurations (ones that would be pushed out with deploy client configurations for active services)
and ones that have been "orphaned” client configurations (the service they correspond to has been deleted), the
orphaned ones will be removed from the alternatives database.

Y ou must check the dependencies for a service to be deleted in the service matrix. For more information, see
Service Dependencies in Cloudera Manager.

Note that to trigger cleanup of client configurations associated with a deleted service you must create a serviceto
replace it. To remove user data, see the topic Remove Cloudera Manager and User Data.

A serviceis given aname upon installation, and that name is used as an identifier internally. However, Cloudera
Manager allows you to provide a display name for a service, and that name will appear in the Cloudera M anager
Admin Console instead of the original (interna) name.

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

E Note:
The original service name will still be used internally, and may appear or be required in certain
circumstances, such asin log messages or in the API.

On the HomeStatus tab, click "~ tothe right of the service name and select Rename.
2. Typethe new name.
3. Click Rename.

The rename action is recorded as an Audit event.

When looking at Audit or Event search results for the renamed service, it is possible that these search results
might contain either only the original (internal) name, or both the display name and the original name.

Y ou can set the maximum file descriptor parameter for all daemon roles. When not specified, the role uses whatever
value it inherits from supervisor. When specified, configures soft and hard limits to the configured value.
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Minimum Required Role: Configurator (also provided by Cluster Administrator, Limited Cluster Administrator , and
Full Administrator)

Goto aservice.

Click the Configuration tab.

In the Search box, type rlimit_fds.

Set the Maximum Process File Descriptors property for one or more roles.
Enter a Reason for change, and then click Save Changes to commit the changes.
Restart the affected role instances.

S O o A

f Important:
After changing the maximum process file descriptor limit as specified in the above steps, you might find
that service roles are still limited by the number of file descriptors. Raising the maximum processfile
descriptors above the Linux kernel file descriptor limit will have no effect. Check the Linux kernel file
descriptor limit on every host in the cluster and raise that if necessary.

Y ou can find the Linux kernel file descriptor limit by running the following command on the Linux
command line;

sudo cat /proc/sys/fs/nr_open

In addition to the set of software packages and services managed by Cloudera Manager, you can also define and
add new types of services using custom service descriptors. When you deploy a custom service descriptor, the
implementation is delivered in a Cloudera Manager parcel or other software package. For information on the
extension mechanisms provided by Cloudera Manager for creating custom service descriptors and parcels, see
Cloudera Manager Extensions.

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

Cloudera Manager supports adding new types of services (referred to as an add-on service) to Cloudera Manager,
allowing such services to leverage Cloudera Manager distribution, configuration, monitoring, resource management,
and life-cycle management features. An add-on service can be provided by Cloudera or an independent software
vendor (ISV). If you have multiple clusters managed by Cloudera Manager, an add-on service can be deployed on any
of the clusters.

Note: If the add-on serviceis already installed and running on hosts that are not currently being managed by
Cloudera Manager, you must first add the hosts to a cluster that's under management. See Adding aHost to a
Cluster on page 36 for details.

Integrating an add-on service requires a Custom Service Descriptor (CSD) file. A CSD file contains all the
configuration needed to describe and manage a new service. A CSD is provided in the form of a JAR file.

Depending on the service, the CSD and associated software may be provided by Clouderaor by an ISV. The
integration process assumes that the add-on service software (parcel or package) has been installed and is present on
the cluster. The recommended method is for the ISV to provide the software as a parcel, but the actual mechanism for
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installing the software is up to the ISV. Theinstructionsin Installing an Add-on Service on page 86 assume that

you have obtained the CSD file from the Cloudera repository or from an ISV. It also assumes you have obtained the
service software, ideally as a parcel, and have or will install it on your cluster either prior to installing the CSD or as
part of the CSD installation process.

The default location for CSD filesis/opt/cloudera/csd. Y ou can change the location in the Cloudera Manager Admin
Console asfollows:

Select AdministrationSettings.

Click the Custom Service Descriptors category.

Edit the Local Descriptor Repository Path property.

Enter a Reason for change, and then click Save Changes to commit the changes.

Restart Cloudera Manager Server:
RHEL 7 compatible, SLES, Ubuntu:

arwbdheE

sudo systentt!l restart cloudera-scm server
RHEL 6 compatible:

sudo servi ce cl oudera-scm server restart

An ISV may provide its software in the form of aparcel, or they may have a different way of installing their software.
If their software is not available as a parcel, then you must install their software before adding the CSD file. Follow
the instructions from the ISV for installing the software. If the ISV has provided their software as a parcel, they may
also have included the location of their parcel repository in the CSD they have provided. In that case, install the CSD
first and then install the parcel.

Acquire the CSD file from Clouderaor an ISV.

Log on to the Cloudera Manager Server host, and place the CSD file under the location configured for CSD files.
Set the file ownership to cloudera-scm:cloudera-scm with permission 644.

Restart the Cloudera Manager Server:

AwDN e

servi ce cl oudera-scmserver restart
5. Log into the Cloudera Manager Admin Console and restart the Cloudera Management Service.
a. Do one of thefollowing:

e 1. Select Clusters Cloudera Management Service .
2. Select ActionsRestart.

On the HomeStatus tab, click " tothe right of Cloudera Management Service and select Restart.
b. Click Restart to confirm. The Command Details window shows the progress of stopping and then starting the
roles.
¢. When Command completed with N/N successful subcommands appears, the task is complete. Click Close.

Note: Itisnot required that the Cloudera Manager server host be part of amanaged cluster and have an agent
B installed. Although you initially copy the CSD file to the Cloudera Manager server, the Parcel for the add-

on service will not beinstalled on the Cloudera Manager Server host unless the host is managed by Cloudera

Manager.
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If you have aready installed the external software onto your cluster, you can skip these steps and proceed to Adding
an Add-on Service on page 87.

1. Click Parcelsin the left menu. If the vendor has included the location of the repository in the CSD, the parcel
should already be present and ready for downloading. If the parcel is available, skip to step 7.

2. Useone of the following methods to open the parcel settings page:
* Navigation bar

a. Click the parcel icon in the top navigation bar or click Hosts and click the Parcels tab.
b. Click the Configuration button.
e Menu

a. Seect AdministrationSettings.

b. Select CategoryParcels.
In the Remote Parcel Repository URLsigt, click the addition symbol to open an additional row.
Enter the path to the repository.
Enter a Reason for change, and then click Save Changes to commit the changes.

Click Parcelsin the left navigation menu. The external parcel should appear in the set of parcels available for
download.

7. Download, distribute, and activate the parcel.

o oA~ w

Add the service following the procedure in Adding a Service on page 70.

1. Stop all instances of the service.

2. Deletethe service from al clusters. If there are other services that depend on the service you are trying to delete,
you must delete those services first.

3. Log on to the Cloudera Manager Server host and remove the CSD file.

4. Restart the Cloudera Manager Server:

servi ce cloudera-scmserver restart

5. After the server has restarted, log into the Cloudera Manager Admin Console and restart the Cloudera
Management Service.
6. Optionally remove the parcel.

Minimum Required Role: Configurator (also provided by Cluster Administrator, Limited Cluster Administrator , and
Full Administrator)

After you install the GPL Extras parcel, reconfigure and restart services that need to use LZO functionality. Any
service that does not require the use of LZO need not be configured.

Go to the HDFS service.

Click the Configuration tab.

Search for the io.compression.codecs property.

In the Compression Codecs property, click in the field, then click the + sign to open a new value field.
Add the following two codecs:

g rcwbdhe

e« com hadoop. conpr essi on. | zo. LzoCodec
« com hadoop. conpr essi on. | zo. LzopCodec
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6. Saveyour configuration changes.
Restart HDFS.
8. Redeploy the HDFS client configuration.

~

1. Goto /var/lib/oozie on each Oozie server and even if the LZO JAR is present, symlink the Hadoop LZO JAR:

/ opt/ cl ouder a/ par cel s/ GPLEXTRAS/ | i b/ hadoop/ | i b/ hadoop-1 zo. j ar
2. Restart Oozie.

Restart HBase.

Restart Impala.

Restart the Hive server.

install the GPL Extras parcel.

Log in to Cloudera Manager and go to the Tez service.

Select the Configuration tab.

Add the following value to the Tez Additional Classpath configuration parameter:

HwbdpE

[ opt/ cl ouder a/ par cel s/ GPLEXTRAS/ | i b/ hadoop/ | i b/ hadoop-1 zo. j ar
5. Append the following to the Tez Application Master Environment Settings configuration parameter:

:/ opt/cl ouder al parcel s/ GPLEXTRAS/ | i b/ hadoop/ | i b/ nati ve
6. Append the following to the Tez Task Environment Settings configuration parameter:

:/ opt/cl ouder al/ parcel s/ GPLEXTRAS/ | i b/ hadoop/ | i b/ nati ve

7. Deploy the Client Configuration (ActionsDeploy Client Configuration).
8. Go tothe Hive on Tez service.
9. Restart the Hive on Tez Service (ActionsRestart).

10. Before issuing a query, go to the Tez service Configuration tab and change the value of the Codec for
Compressing Intermediate Data to:

com hadoop. conpr essi on. | zo. LzoCodec

1. Addthefollowing entries to the Sqoop 1 Client Client Advanced Configuration Snippet (Safety Valve)

+ HADOOP_CLASSPATH=$HADOOP_CL ASSPATH:/opt/cloudera/parcel §GPL EXTRA S/lib/hadoop/lib/

« JAVA LIBRARY_PATH=$JAVA_LIBRARY_PATH:/opt/cloudera/parcel s GPLEXTRAS/lib/hadoop/lib/
native

2. Re-deploy the client configuration.
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The Core Configuration service has been enhanced and renamed to Core Settings service. The Core Settings service
allows you to create clusters without the HDFS service and is used to store cluster-wide settings, including some
settings that were previously stored in HDFS or in the legacy Core Configuration service.

Minimum Required Role: Configurator (also provided by Cluster Administrator, Limited Cluster Administrator , and
Full Administrator)

The Core Settings service alows you to create more types of clusters without having to include the HDFS service.
Previoudly, the HDFS service was required in many cases even when data was not being stored in HDFS because
some services like Sentry and Spark required cluster-wide configuration files that Cloudera Manager deploys using
the HDFS service. The Core Settings service provides this configuration in a standal one fashion and thus eliminates
the need for an HDFS service.

Beginning with Cloudera Manager 7.7.1 the Core Settings service isimplemented in a new way that changes how it is
added to the cluster and what occurs during an upgrade of Cloudera Manager. There are also some potential changes
to how the Cloudera Manager API is used to access configuration data stored in the Core Settings service.

For new installations, the Core Settings service is added to newly created clusters by default.

After you upgrade to Cloudera Manager 7.7.1 (or higher), Cloudera Manager executes several steps when the
Cloudera Manager server first starts after the upgrade:

» The Core Settings service is automatically added to clusters managed by Cloudera Manager that did not have the
Core Configuration service.

« Some Configurations will be removed from HDFS and stored in the Core Settings service. See Configuration
parameters migrated to Core Settings Service on page 90 for alist of these parameters.

« If the cluster aready has the legacy Core Configuration service, Cloudera Manager will update this service (but
keeping the original service name), and also add a StubDFS service. Further, the Storage Operations role of the
Core Configuration Service is moved to the StubDFS service. This service provides backwards compatibility for
services that have a mandatory DFS service dependency, allowing access to core configuration files..

Note: After upgrading Cloudera Manager, some services may report stale configurations in the Cloudera

E Manager Admin Console. Although configurations have not changed, the way they are stored has changed,
and therefore Cloudera Manager infers that there have been changes to the files. To clear the stale
configurations, restart the service, or the cluster and re-deploy the Client configurations. Where available, you
can use the rolling restart option to avoid down time.

E Note: The Core Settings service cannot be deleted.

Callsto the Cloudera Manager API to access configuration settings that previously were owned by HDFS will
continue to work as expected without code changes using the "API Compatibility Mode". This mode transparently
redirects such API calls to perform the configuration changes on the Core Settings Service and is enabled by default.

Important: Accessing core configuration viaHDFS is deprecated and the compatibility mode will be
& removed from Cloudera Manager in alater release.
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If you want to revise your code to access the settings without using the Compatibility mode, change your API
consumers to target the Core Settings service instead of HDFS. Cloudera highly recommends that you test and
migrate your code by disabling the APl Compatibility mode to avoid any future interruptions.

Y ou can test this code by disabling the API Compatibility mode:

1. Open the Cloudera Manager Admin Console.

2. Goto the HDFS service page.

3. Click the Configuration tab.

4. Search for the following configuration parameter: Legacy Cloudera Manager API Clients Compatibility.

During a Cloudera Manager upgrade, Cloudera Manager migrates the parameters listed on this page to the Core
Settings Service.

Note: Once the Cloudera Manager upgrade process is completed, most of the configurationsin Isilon/
powerscale are not initialized in the Custom Software Devel opment solutions (CSD) and they seen coming
from Distributed File System (DFS) provider. Later, the configurations are removed from DFS provider and
added in coresetting as part of hdfsless project. It is seen that some of the configurations are removed from
Isilon as well, once the upgrade process is completed.

Currently, there are no upgradehandlers to copy configurations from third party CSD (you can only copy
configurations from HDFS to core settings during the upgrade process).

Y ou can employ this workaround to manually modify the appropriate configuration values after the Cloudera
Manager upgrade process is completed.

e extra auth to local_rules

* hadoop_authorized_admin_groups

» hadoop_authorized_admin_users

» hadoop_authorized groups

» hadoop_authorized_users

» hadoop_group_mapping_ldap_base

» hadoop_group_mapping_ldap_bind_passwd
» hadoop_group_mapping_ldap_bind user

» hadoop_group_mapping_ldap_group_filter
* hadoop_group_mapping_ldap_group_name_attr
» hadoop_group_mapping_ldap_keystore

» hadoop_group_mapping_ldap_keystore passwd
« hadoop_group_mapping_ldap_member_attr
» hadoop_group_mapping_ldap_url

» hadoop_group_mapping_ldap_use sdl

» hadoop_group_mapping_|dap_user filter

» hadoop_http auth_cookie domain

« hadoop_rpc_protection

» hadoop_security_authentication

» hadoop_security_authorization

» hadoop_security_group_mapping

* hdfs_encryption_key length

» hdfs_hadoop ssl_enabled

e hdfs proxy_user_groups list

e hdfs proxy_user_hosts list

e hfds sd_client_safety valve

e hive_proxy_user_groups list
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e hive_proxy_user_hosts list

e http_auth_signature_secret

e HTTP_proxy user_groups list
e HTTP proxy user hosts list

» httpfs_proxy_user_groups list
e httpfs_proxy_user_hosts list

* hue_proxy_user_groups_list

e hue proxy user hosts list

e impala_proxy_user_groups list
e impala_proxy_user_hosts list

» knox_proxy_user_groups list

e knox_proxy_user_hosts list

e kudu_proxy_user_groups list

e kudu_proxy_user_hosts list

o livy_proxy_user_groups list

e livy_proxy user hosts list

e mapred_proxy_user_groups list
e mapred proxy_user_hosts list
« object_store service

e 0o0zie proxy_user_groups list
e oozie proxy_user_hosts list

» phoenix_proxy_user_groups _list
e phoenix_proxy_user_hosts list
e redaction_policy

* redaction_policy_enabled

e security_logger_enabled

e set auth_to loca to lowercase
e smon_proxy_user_groups list
e smon_proxy_user_hosts list

e sd_client_truststore location

e sd _client_truststore password
e dtrict_transport_security

* telepub_proxy user_groups list
e telepub_proxy user hosts list
e trusted realms

e yarn proxy_user_groups list

e yarn proxy_user_hosts list

This section describes mechanisms and best practices for improving performance.

This section provides solutions to some performance problems, and describes configuration best practices.
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Important: Work with your network administrators and hardware vendors to ensure that you have the

& proper NIC firmware, drivers, and configurationsin place and that your network performs properly. Cloudera
recognizes that network setup and upgrade are challenging problems, and will do its best to share useful
experiences.

Most Linux platforms supported by Cloudera Runtime include a feature called transparent hugepages, which
interacts poorly with Hadoop workloads and can seriously degrade performance.

Symptom: top and other system monitoring tools show alarge percentage of the CPU usage classified as "system
CPU". If system CPU usage is 30% or more of the total CPU usage, your system may be experiencing thisissue.

To see whether transparent hugepages are enabled, run the following commands and check the output:

$ cat DEFRAG_FI LE_PATHNAME
$ cat ENABLED Fl LE_PATHNAME

« [aways] never means that transparent hugepages is enabled.
« aways[never] meansthat transparent hugepages is disabled.
To disable Transparent Hugepages, perform the following steps on al cluster hosts:

1. (Required for hosts running RHEL/CentOS 7.x.) To disable transparent hugepages on reboot, add the following
commands to the /etc/rc.d/rc.local file on al cluster hosts:

*  RHEL/CentOS 8.x:

echo never > /sys/kernel/mitransparent _hugepage/ enabl ed
echo never > /sys/kernel/mitransparent _hugepage/ defrag

« RHEL/CentOS 7.x:

echo never > /sys/kernel/nmtransparent hugepage/ enabl ed
echo never > /sys/kernel/nmtransparent hugepage/ defrag

*  RHEL/CentOS 6.x

echo never > /sys/kernel/m redhat _transparent _hugepage/ defrag
echo never > /sys/kernel/nmredhat transparent hugepage/ enabl ed

* Ubuntu/Debian, OL, SLES:

echo never > /sys/kernel/nm transparent hugepage/ defrag
echo never > /sys/kernel/nmtransparent hugepage/ enabl ed

Modify the permissions of therc.local file:

chnod +x /etc/rc.d/rc. | ocal
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2. If your cluster hosts are running RHEL/CentOS 7.x or 8.x, modify the GRUB configuration to disable THP:
a) Add thefollowing line to the GRUB_CMDLINE_LINUX options in the /etc/default/grub file:

t ranspar ent _hugepage=never

b) Run the following command:

grub2- nkconfig -o /boot/grub2/grub.cfg

3. You can aso disable transparent hugepages interactively (but remember thiswill not survive areboot).

To disable transparent hugepages temporarily as root:

# echo 'never' > DEFRAG FI LE PATHNAVE
# echo 'never' > ENABLED FI LE_PATHNAME

To disable transparent hugepages temporarily using sudo:

$ sudo sh -c "echo 'never' > DEFRAG Fl LE PATHNANE"
$ sudo sh -c "echo 'never' > ENABLED FI LE PATHNAME"

The Linux kernel parameter, vm.swappiness, is avaue from 0-100 that controls the swapping of application data (as
anonymous pages) from physical memory to virtual memory on disk. Y ou can set the value of the vm.swappiness
parameter for minimum swapping.

The higher the parameter value, the more aggressively inactive processes are swapped out from physical memory.
The lower the value, the less they are swapped, forcing filesystem buffers to be emptied.

On most systems, vm.swappinessis set to 60 by default. Thisis not suitable for Hadoop clusters because processes
are sometimes swapped even when enough memory is available. This can cause lengthy garbage collection pauses for
important system daemons, affecting stability and performance.

Cloudera recommends that you set vm.swappiness to a value between 1 and 10, preferably 1, for minimum swapping
on systems where the RHEL kernel is 2.6.32-642.€6 or higher.

To view your current setting for vm.swappiness, run:
cat /proc/sys/vnl swappi ness
To set vm.swappinessto 1, run:
sudo sysctl -w vm swappi ness=1
To ensure persistence of the vm.swappiness value after reboot:

echo 'vm swappi ness=1'" > /etc/sysctl.d/90-cl ouder a- swappi ness. conf

Cloudera recommends following the guidelines provided by your operating system vendor to configure the swap
space on each host. If your vendor recommends a swap space range, then use the lowest recommended val ue.

Note: If your operating system vendor does not have a recommendation for swap space, then search online
E for "Linux default swap space" and see the recommendation provided by Red Hat.
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The MapReduce shuffle handler and I File reader use native Linux calls, (posix_fadvise(2) and sync_data_range), on
Linux systems with Hadoop native libraries installed.

Shuffle Handler

Y ou can improve MapReduce shuffle handler performance by enabling shuffle readahead. This causes the
TaskTracker or Node Manager to pre-fetch map output before sending it over the socket to the reducer.

* Toenablethisfeature for Y ARN, set mapreduce.shuffle.manage.os.cache, to true (default). To further tune
performance, adjust the value of mapreduce.shuffle.readahead.bytes. The default valueis 4 MB.

« To enable thisfeature for MapReduce, set the mapred.tasktracker.shuffle.fadvise to true (default). To further tune
performance, adjust the value of mapred.tasktracker.shuffle.readahead.bytes. The default valueis 4 MB.

IFile Reader

Enabling IFile readahead increases the performance of merge operations. To enable this feature for either MRv1 or
Y ARN, set mapreduce.ifile.readahead to true (default). To further tune the performance, adjust the value of mapreduc
e.ifile.readahead.bytes. The default value is 4MB.

This section describes changes you can make at the job level.
Use the Distributed Cache to Transfer the Job JAR

Use the distributed cache to transfer the job JAR rather than using the JobConf(Class) constructor and the JobConf.
setJar() and JobConf.setJarByClass() methods.

To add JARs to the classpath, use -libjars  JAR1,JAR2. This copiesthe local JAR filesto HDFS and uses the
distributed cache mechanism to ensure they are available on the task nodes and added to the task classpath.

The advantage of this, over JobConf.setJar, isthat if the JAR ison atask node, it does not need to be copied again if
a second task from the same job runs on that node, though it will still need to be copied from the launch machine to
HDFS.

Note: -libjarsworks only if your MapReduce driver uses ToolRunner. If it does not, you would need to use
E the DistributedCache APIs (Cloudera does not recommend this).

For more information, seeitem 1 in the blog post How to Include Third-Party Librariesin Your MapReduce Job.

Changing the Logging Level on aJob (MRv1)

Y ou can change the logging level for an individual job. Y ou do this by setting the following propertiesin the job
configuration:

* mapreduce.map.log.level
« mapreduce.reduce.log.level

Valid values are NONE, INFO, WARN, DEBUG, TRACE, and ALL.
Example:

JobConf conf = new JobConf();

conf. set ("mapreduce. map. | og. | evel ", "DEBUG');
conf . set ("mapreduce. reduce. | og. |l evel ", "TRACE");

By default, the ext3 and ext4 filesystems reserve 5% space for use by the root user. This reserved space counts as
Non DFS Used.
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To view the reserved space use the tune2fs command:

# tune2fs -1 /dev/sdel | egrep "Bl ock size:|Reserved bl ock count"”
Reserved bl ock count: 36628312
Bl ock si ze: 4096

The Reserved block count is the number of ext3/ext4 filesystem blocks that are reserved. The block sizeisthesizein
bytes. In this example, 150 GB (139.72 Gigabytes) are reserved on this filesystem.

Cloudera recommends reducing the root user block reservation from 5% to 1% for the DataNode volumes. To set
reserved space to 1% with the tune2fs command:

# tune2fs -m 1 /dev/sdel

Guidelines for compression types.

»  GZIP compression uses more CPU resources than Snappy or LZO, but provides a higher compression ratio. GZip
is often agood choice for cold data, which is accessed infrequently. Snappy or LZO are a better choice for hot
data, which is accessed frequently.

e BZip2 can aso produce more compression than GZip for some types of files, at the cost of some speed when
compressing and decompressing. HBase does not support BZip2 compression.
«  Snappy often performs better than LZO. It is worth running tests to see if you detect a significant difference.

Hadoop File Formats Support

For security purposes, Cloudera Manager automatically logs out a user session after 30 minutes. Y ou can change this
session logout period.

1. Click AdministrationSettings.
2. Click CategorySecurity.
3. Edit the Session Timeout property.
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4. Enter aReason for change, and then click Save Changes to commit the changes.
When the timeout is one minute from triggering, the user sees the following message:

Due to inactivity, your current work session is about to expire. For your security,
Cloudera Manager sessions automatically end after 30 minutes of inactivity.

Your current session will expire in 1 minute.
Press any key or click anywhere to continue.

If the user does not click the mouse or press a key, the user islogged out of the session and the following message
appears.

Automatic Log Out Due to
Inactivity

You are now logged out of your account.

We hadn't heard from you for about 30 minute(s), so
for vour security Cloudera Manager automatically
logged you out of yvour account. Log back in below
to continue.

acdmin

aaaaa

Ramember me
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To start the Cloudera Manager Server:
sudo service cl oudera-scm server start

Y ou can stop (for example, to perform maintenance on its host) or restart the Cloudera Manager Server without
affecting the other services running on your cluster. Statistics data used by activity monitoring and service monitoring
will continue to be collected during the time the server is down.

To stop the Cloudera Manager Server:
sudo service cloudera-scmserver stop
To restart the Cloudera Manager Server:

sudo service cl oudera-scm server restart

From the Administration menu you can select options for configuring settings that affect how Cloudera Manager
interacts with your clusters.

The Settings page provides a number of categories as follows:

e Performance - Set the Cloudera Manager Agent heartbeat interval.

» Advanced - Enable API debugging and other advanced options.

« Monitoring - Set Agent health status parameters. For configuration instructions, see the topic Configuring
Cloudera Manager Agents.

e Security - Set TLS encryption settings to enable TL S encryption between the Cloudera Manager Server, Agents,
and clients. For configuration instructions, see Configuring TLS Encryption for Cloudera Manager Using Auto-
TLS. You can aso:

e Settherealm for Kerberos security and point to a custom keytab retrieval script.
» Specify session timeout and a"Remember M€" option.

» Portsand Addresses - Set ports for the Cloudera Manager Admin Console and Server. For configuration
instructions, see Configuring Cloudera Manager Server Ports on page 98.

» Other

« Enable Cloudera usage data collection For configuration instructions, see Managing Anonymous Usage Data
Collection.

* Set acustom header color and banner text for the Admin console.

« Set an"Information Assurance Policy” statement — this statement will be presented to every user before they
are allowed to access the login dialog box. The user must click "I Agree" in order to proceed to the login
dialog box.

» Disable/enable the auto-search for the Events panel at the bottom of a page.

e Support

« Configure diagnostic data collection properties. See Diagnostic Data Collection.
« Configure how to access Cloudera Manager help documentation.

« Externa Authentication - Specify the configuration to use LDAP, Active Directory, or an external program for
authentication.
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» Parcels- Configure settings for parcels, including the location of remote repositories that should be made
available for download, and other settings such as the frequency with which Cloudera Manager will check for new
parcels, limits on the number of downloads or concurrent distribution uploads. See Overview of Parcels on page
116 for more information.

» Network - Configure proxy server settings. See Configuring Network Settings for a Proxy Server on page 98.

e Custom Service Descriptors - Configure custom service descriptor properties for Cloudera Manager Add-on
Services.

Y ou can a'so configure the following:

o Alerts

e Users

« Kerberos
e License

See Managing Licenses on page 125.

» Language
Y ou can change the language of the Cloudera Manager Admin Console User Interface through the language
preference in your browser. Information on how to do this for the browsers supported by Cloudera Manager
is shown under the Administration page. Y ou can also change the language for the information provided with
activity and health events, and for alert email messages by selecting Language, selecting the language you want
from the drop-down list on this page, then clicking Save Changes.

Configuring Cloudera Manager Agents
Managing Anonymous Usage Data Collection
Diagnostic Data Collection

Alerts

Y ou can specify the ports used to access the Cloudera Manager Server using the Admin Console. Y ou can also
specify the port used by agents to connect to the Server.

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage

DataHub clusters.
1. Select AdministrationSettings.
2. Under the Ports and Addresses category, set the following options as described below:
HTTP Port for Admin Console Specify the HTTP port to use to access the Server using the Admin
Console.
HTTPS Port for Admin Console Specify the HTTPS port to use to access the Server using the Admin
Console.
Agent Port to connect to Server Specify the port for Agents to use to connect to the Server.
3. Click Save Changes.
4. Restart the Cloudera Manager Server.

How to configure a poxy server for connectionsto Cloudera Manager.
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Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

To configure a proxy server thorough which data is downloaded to and uploaded from the Cloudera Manager Server,
do the following:

1. Select AdministrationSettings.

2. Click the Network category.

3. Configure proxy properties.

4. Enter a Reason for change, and then click Save Changes to commit the changes.

Y ou can move the Cloudera Manager Server if either the Cloudera Manager database server or a current backup of
the Cloudera Manager database is available.

1. Identify anew host on which to install Cloudera Manager.

2. Install Cloudera Manager on a new host, using the method described in the topic Install the Cloudera Manager
Server Packages.

i Important:

The Cloudera Manager version on the destination host must match the version on the source host.
¢ Do not install the other components, such as CDH and databases.
3. Copy the entire contents of the /var/lib/cloudera-scm-server/ directory on the old host to that same path on the new
host. Ensure you preserve permissions and all file contents.

4, Copy the entire contents of the local parcel directory on the old host to that same path on the new host. Ensure
you preserve permissions and all file contents. (The default location is /opt/cloudera/parcel -repo but this can be
configured with the Local Parcel Repository Path configuration property, under AdministrationSettings.)

5. If the database server is not available:

a) Install the database packages on the host that will host the restored database. This could be the same host on
which you have just installed Cloudera Manager or it could be a different host. If you used the embedded
PostgreSQL database, install the PostgreSQL package as described in the topic Managing the Embedded
PostgreSQL Database. If you used an external MySQL, PostgreSQL, or Oracle database, reinstall the database
following the instructionsin Sep 4: Install and Configure Databases.

b) Restore the backed up databases to the new database installation.

6. Update /etc/cloudera-scm-server/db.properties with the database name, database instance name, username, and
password.

7. Do thefollowing on all cluster hosts:

a) In/etc/cloudera-scm-agent/config.ini, update the server_host property to the new hostname.

b) If you are replacing the Cloudera Manager database with a new database, and you are not using a backup of
the original Cloudera Manager database, delete the /var/lib/cloudera-scm-agent/cm_guid file.

¢) Restart the agent using the following command:

sudo service cloudera-scm agent restart

8. Stop the Cloudera Manager server on the source host by running the following command:

servi ce cl oudera-scm server stop

9. Copy any Custom Service Descriptor files for add-on services to the configured directory on the new Cloudera
Manager host. The directory path is configured by going to AdministrationSettings and editing the Local
Descriptor Repository Path property. The default value is/opt/cloudera/csd. See Add-on Services.
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10. Start the Cloudera Manager Server on the new (destination) host. Cloudera Manager should resume functioning as
it did before the failure. Because you restored the database from the backup, the server should accept the running
state of the Agents, meaning it will not terminate any running processes.

The process is similar with secure clusters, though filesin /etc/cloudera-scm-server must be restored in addition to
the database. See the Security documentation.

Cloudera Manager provides an embedded PostgreSQL database server for demonstration and proof of concept
deployments when creating a cluster. To remind users that this embedded database is not suitable for production,
Cloudera Manager displays the banner text: "Y ou are running Cloudera Manager in non-production mode, which uses
an embedded PostgreSQL database. Switch to using a supported externa database before moving into production.”

If, however, you have already used the embedded database, and you are unable to redeploy afresh cluster, then you
must migrate to an external PostgreSQL database.

Note: This procedure does not describe how to migrate to a database server other than PostgreSQL. Moving

B databases from one database server to a different type of database server isacomplex process that requires
modification of the schema and matching the data in the database tables to the new schema. It is strongly
recommended that you engage with Cloudera Professional Servicesif you wish to perform amigration to an
external database server other than PostgreSQL.

Before migrating the Cloudera Manager embedded PostgreSQL database to an external PostgreSQL database, ensure
that your setup meets the following conditions:

* The external PostgreSQL database server isrunning.

» The database server is configured to accept remote connections.

» The database server is configured to accept user logins using md>.

« No one has manually created any databases in the external database server for roles that will be migrated.

Note: Toview alist of databasesin the external database server (requires default superuser permission):

sudo -u postgres psql -I
» All health issues with your cluster have been resolved.
For details about configuring the database server, see the topic Configuring and Sarting the PostgreSQL Server.

Important: Only perform the steps in Configuring and Starting the PostgreSQL Server. Do not proceed with
the creation of databases as described in the subsequent section.

For large clusters, Cloudera recommends running your database server on a dedicated host. Engage Cloudera
Professional Services or a certified database administrator to correctly tune your external database server.

Before you can migrate to another database server, you must first identify the databases using the embedded database
server. When the Cloudera Manager Embedded Database server isinitialized, it creates the Cloudera M anager
database and databases for roles in the Management Services. The Installation Wizard (which runs automatically the
first time you log in to Cloudera Manager) or Add Service action for a cluster creates additional databases for roles
when run. It isin this context that you identify which roles are used in the embedded database server.
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1. Obtain and save the cloudera-scm superuser password from the embedded database server. Y ou will need this
password in subseguent steps:

head -1 /var/lib/cloudera-scm server-db/data/generated password.txt

2. Makealist of al servicesthat are using the embedded database server. Then, after determining which services are
not using the embedded database server, remove those services from the list. The scm database must remainin
your list. Use the following table as a guide:

Cloudera Manager Server scm scm

Cloudera Management Service Activity Monitor amon amon

Hive Hive Metastore Server hive hive

Hue Hue Server hue 7uu7uu7uhue
Cloudera Management Service Navigator Audit Server nav nav

Cloudera Management Service Navigator Metadata Server navms navms

Oozie Qozie Server 0ozie_oozie server oozie_oozie server
Cloudera Management Service Reports Manager rman rman

Sentry Sentry Server sentry sentry

3. Verify which roles are using the embedded database. Roles using the embedded database server aways use port
7432 (the default port for the embedded database) on the Cloudera Manager Server host.

For Cloudera Management Services:

a. Select Cloudera Management Service > Configuration, and type "7432" in the Search field.

b. Confirm that the hostname for the services being used is the same hostname used by the Cloudera Manager
Server.

Note:
E If any of the following fields contain the value "7432", then the service is using the embedded database:
e Activity Monitor
* Navigator Audit Server
* Navigator Metadata Server
e Reports Manager

For the Oozie Service:

a. Select Oozie service > Configuration, and type "7432" in the Search field.
b. Confirm that the hosthame is the Cloudera Manager Server.

For Hive, Hue, and Sentry Services:

a. Select the specific service > Configuration, and type "database host" in the Search field.
b. Confirm that the hosthame is the Cloudera Manager Server.

¢. Inthe Search field, type “ database port” and confirm that the port is 7432.

d. Repeat these steps for each of the services (Hive, Hue and Sentry).
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4. Verify the database namesin the embedded database server match the database names on your list (Step 2).
Databases that exist on the database server and not used by their roles do not need to be migrated. Thisstepisto

confirm that your list is correct.

Note: Do not add the postgres, template0, or templatel databases to your list. These are used only by the

PostgreSQL server.

psql -h I ocal host

-p 7432 -U cl oudera-scm -1

Password for user cloudera-scm <password>

Narme | Owner

| Access
_____ o m e e e e e e e - -
anon | anon
TF8 |
hi ve | hive
F8 |
hue | hue
. UTF8 |
nav | nav
UTF8 |
navns | navns
TF8 |
00zi e_00zi e_server | o0o0zi e_oozi e_server
F8 |
post gres | cloudera-scm
. UTF8 |
r man | rman
UTF8 |
scm | scm
TF8 |
sentry | sentry
F8 |
tenpl at e0 cl ouder a-scm
. UTF8 | =c/"cl oudera-scnt
tenpl atel | cloudera-scm
F8 | =c/"cl oudera-scni
(12 rows)

Li st of dat abases

| Encoding | Collate | Ctype
cdcoooooooo Fooccooocoooooo Fooocoooo
| UTF8 | en_US.UTF8 | en_US. U
| UTF8 | en_US.UTF8 | en_US. UT
| UTF8 | en_US.UTF8 | en_US

| UTF8 | en_US.UTF8 | en_US.

| UTF8 | en_US.UTF8 | en_US. U
| UTF8 | en_US. UTE8 | en_US. UT
| UTF8 | en_US.UTF8 | en_US

| UTF8 | en_US.UTF8 | en_US.

| UTF8 | en_US.UTF8 | en_US. U
| UTF8 | en_US.UTF8 | en_US. UT
| UTF8 | en_US.UTF8 | en_US

| UTF8 | en_US. UTE8 | en_US. UT

Y ou should now have alist of all roles and database names that use the embedded database server, and are ready to
proceed with the migration of databases from the embedded database server to the external PostgreSQL database

server.

Proceed to Step 2: Migrate Databases from the Embedded Database Server to the External PostgreSQL Database

Server.

After you identify the roles that use the embedded database server, you can migrate from the Cloudera Manager
embedded database server to the external PostgreSQL database server. When you migrate, you export the PostgreSQL
user roles from the embedded database, import the PostgreSQL user roles into the external database, import the
Cloudera Manager database on the external database server, and perform other tasks.
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Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

While performing this procedure, ensure that the Cloudera Manager Agents remain running on all hosts. Unless
otherwise specified, when prompted for a password use the cloudera-scm password.

Note: After completing this migration, you cannot delete the cloudera-scm postgres superuser unless you
E remove the access privileges for the migrated databases. Minimally, you should change the cloudera-scm pos
tgres superuser password.

1. In Cloudera Manager, stop the cluster services identified in the previous step as using the embedded database
server. Be sure to stop the Cloudera Management Service as well. Also be sure to stop any services with
dependencies on these services. The remaining CDH services will continue to run without downtime.

Note: If you do not stop the services from within Cloudera Manager before stopping Cloudera Manager
E Server from the command line, they will continue to run and maintain a network connection to the
embedded database server. If this occurs, then the embedded database server will ignore any command
line stop commands (Step 2) and require that you manually stop the process, which in turn causes the
services to crash instead of stopping cleanly.
2. Navigate to Hosts > All Hosts, and make note of the number of roles assigned to hosts. Also take note whether or
not they arein acommissioned state. Y ou will need thisinformation later to validate that your scm database was
migrated correctly.

3. Stop the Cloudera Manager Server. To stop the server:

sudo service cloudera-scmserver stop

4. Obtain and save the embedded database superuser password (you will need this password in subsequent steps)
from the generated password.txt file:

head -1 /var/lib/cloudera-scm server-db/data/generated_password.txt

5. Export the PostgreSQL user roles from the embedded database server to ensure the correct users, permissions, and
passwords are preserved for database access. Passwords are exported as an md5sum and are not visible in plain
text. To export the database user roles (you will need the cloudera-scm user password):

pg_dunpall -h local host -p 7432 -U cloudera-scm-v --roles-only -f "/var/
t np/ cl oudera_user _rol es. sql"

i Important:
If you see the version mismatch between the existing PostgreSQL Database server and the utilities of
the new external PostgreSQL Database server, then Cloudera recommends creating a symlink with the
related PostgreSQL utilities such as pg_dumpall, pg_dump, and pg_restoreto ensurethepg utility
commands work successfully.

Run the following command to create a symlink with the pg_dumpall utility:

sudo I n -sf /[usr/pgsql-<existing PostgreSQ Database server version>/
bi n/ pg_dunpal | /usr/bin/pg_dunpal |

6. Edit /var/tmp/cloudera_user_roles.sgl to remove any CREATE ROLE and ALTER ROLE commands for
databases not in your list. Leave the entries for cloudera-scm untouched, because this user roleis used during the
database import.
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7. Export the data from each of the databases on your list you created when you identified roles that use the
embedded database server:

pg_dunp -F ¢ -h local host -p 7432 -U cl oudera-scm [ dat abase_nane] > /var/
t np/ [ dat abase_nane] _db_backup- $(date +" %n %d- %) . dunp

Thefollowing is a sample data export command for the scm database:

pg_dunp -F ¢ -h local host -p 7432 -U cl oudera-scm scm > /var/tnp/scm db_
backup- $(dat e +%m %@- %) . dunp

Passwor d:

i Important:
If you see the version mismatch between the existing PostgreSQL Database server and the utilities of
the new external PostgreSQL Database server, then Cloudera recommends creating a symlink with the
related PostgreSQL utilities such as pg_dumpall, pg_dump, and pg_restoreto ensurethepg utility
commands work successfully.

Run the following command to create a symlink with the pg_dump utility:

sudo I n -sf /[usr/pgsql-<existing PostgreSQ Database server version>/
bi n/ pg_dunp /usr/bi n/ pg_dunp

8. Stop and disable the embedded database server:

servi ce cl oudera-scmserver-db stop
chkconfi g cl oudera-scm server-db of f

Confirm that the embedded database server is stopped:

netstat -at | grep 7432
9. Back up the Cloudera Manager Server database configuration file:

cp /etc/cloudera-scmserver/db. properties /etc/cloudera-scmserver/db. pr
operties. enmbedded

10. Copy thefile /var/tmp/cloudera user_roles.sgl and the database dump files from the embedded database server
host to /var/tmp on the external database server host:

cd /var/tnp
scp cl oudera_user_roles.sql *.dunp <user>@postgres-server>:/var/tnp
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11. Import the PostgreSQL user rolesinto the external database server.

The external PostgreSQL database server superuser password is required to import the user roles. If the superuser
role has been changed, you will be prompted for the username and password.

B Note: Only run the command that applies to your context; do not execute both commands.

« Toimport users when using the default PostgreSQL superuser role:

sudo -u postgres psql -f /var/tnp/cloudera user _roles. sql

« Toimport users when the superuser role has been changed:

psql -h <dat abase- host nane> -p <dat abase-port> -U <superuser> -f /var/tm
p/ cl ouder a_user _rol es. sql

For example:

psql -h pg-server.exanple.com-p 5432 -U postgres -f /var/tnp/cloudera_u
ser _rol es. sql

Password for user postgres

12. Import the Cloudera Manager database on the external server. First copy the database dump files from the
Cloudera Manager Server host to your external PostgreSQL database server, and then import the database data:

Note: To successfully run the pg_restore command, there must be an existing database on the database
server to complete the connection; the existing database will not be modified. If the -d <existing-databas
e> option is not included, then the pg_restore command will fail.

pg_restore -C -h <dat abase- host nane> -p <dat abase-port> -d <exi sti ng-dat
abase> -U cl oudera-scm -v <data-file>

Repeat thisimport for each database.

The following exampleis for the scm database:

pg_restore -C -h pg-server.exanpl e.com-p 5432 -d postgres -U cloudera-scm
-v /var/tnp/scmserver _db_backup-20180312. dunp

pg_restore: connecting to database for restore
Passwor d:

f Important:
If you see the version mismatch between the existing PostgreSQL Database server and the utilities of
the new external PostgreSQL Database server, then Cloudera recommends creating a symlink with the
related PostgreSQL utilities such as pg_dumpall, pg_dump, and pg_restoreto ensurethepg utility
commands work successfully.

Run the following command to create a symlink with the pg_restore utility:

sudo I n -sf /[usr/pgsql-<existing PostgreSQ Database server version>/
bi n/ pg _restore /usr/bin/pg restore

13. Update the Cloudera Manager Server database configuration file to use the external database server. Edit the /etc/
cloudera-scm-server/db.properties file as follows:
a) Update the com.cloudera.cmf.db.host value with the hostname and port number of the external database server.
b) Change the com.cloudera.cmf.db.setupType value from "EMBEDDED" to "EXTERNAL".
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14. Start the Cloudera Manager Server and confirm it is working:
servi ce cl oudera-scmserver start

Note that if you start the Cloudera Manager GUI at this point, it may take up to five minutes after executing the
start command before it becomes available.

In Cloudera Manager Server, navigate to Hosts > All Hosts and confirm the number of roles assigned to hosts
(this number should match what you found in Step 2); also confirm that they are in acommissioned state that
matches what you observed in Step 2.

15. Update the role configurations to use the external database hostname and port number. Only perform this task for
services where the database has been migrated.
« For Cloudera Management Services:

a. Select Cloudera Management Service > Configuration, and type "7432" in the Search field.
b. Change any database hostname properties from the embedded database to the external database hostname
and port number.
c. Click Save Changes.
» For the Oozie Service:

a. Select Oozie service > Configuration, and type "7432" in the Search field.
b. Change any database hostname properties from the embedded database to the external database hostname
and port number.
c. Click Save Changes.
» For Hive, Hue, and Sentry Services:

a. Select the specific service > Configuration, and type "database host" in the Search field.
b. Change the hosthame from the embedded database name to the external database hostname.
c. Click Save Changes.

16. Start the Cloudera Management Service and confirm that all management services are up and no health tests are
failing.

17. Start all Services viathe Cloudera Manager web Ul. This should start all services that were stopped for the
database migration. Confirm that all services are up and no health tests are failing.

18. On the embedded database server host, remove the embedded PostgreSQL database server:
a) Make abackup of the /var/lib/cloudera-scm-server-db/data directory:

tar czvf /var/tnp/enbedded_db_dat a_backup-$(date +"%n %-%").tgz /var/l
i b/ cl ouder a-scm server -db/ dat a

b) Remove the embedded database package:
For RHEL/SLES:

rpm --erase cl oudera-manager-server-db-2
For Debian/Ubuntu:

apt - get renove cl ouder a- manager - server - db- 2

¢) Deletethe /var/lib/cloudera-scm-server-db/data directory.

Cloudera Manager provides an embedded PostgreSQL database server for demonstration and proof of concept
deployments when creating a cluster. To remind users that this embedded database is not suitable for production,
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Cloudera Manager displays the banner text: "Y ou are running Cloudera Manager in non-production mode, which uses
an embedded PostgreSQL database. Switch to using a supported external database before moving into production.”

If you have aready used the embedded database, and you are unable to redeploy a fresh cluster, then you must
migrate to an external PostgreSQL database.

Note: You can migrate to an external MySQL or Oracle database only after successfully migrating from the
embedded PostgreSQL database server to the external PostgreSQL database server.

Before migrating from the Cloudera Manager external PostgreSQL database to an external MySQL/Oracle database,
ensure that your setup meets the following conditions:

« Configuration uses Cloudera Manager 5.15.0 or later on supported platforms.

* You must have avalid Cloudera Manager Enterprise license.

« |If Cloudera Manager is secured, then you must import Kerberos account manager credentials and regenerate them.

* You must have a destination host installed with the supported database of choice (MySQL or Oracle). For details
about installing and configuring MySQL for Cloudera, see the topic Install and Configure MySQL for Cloudera
Software. For details about installing and configuring Oracle for Cloudera, see the topic Install and Configure
Oracle Database Software for Cloudera Software.

» You have made configured target database hosts available.

* You have planned for cluster downtime during the migration process.

* You have aplan to follow service specific database migration instructions for services other than Cloudera
Manager. Refer to the appropriate service migration documentation for your cluster setup.

« No one has manually created any databases in the external database server for roles that will be migrated.

e All health issues with your cluster are resolved.

For large clusters, Cloudera recommends running your database server on a dedicated host. Engage Cloudera
Professional Services or a certified database administrator to correctly tune your external database server.

When you migrate from the Cloudera Manager external PostgreSQL database server to aMySQL or Oracle database
server, you export the Cloudera Manager configuration, prepare the target database for Cloudera Manager, and
complete other tasks.

Minimum Required Role: Operator (also provided by Configurator, Cluster Administrator, Limited Cluster
Administrator , and Full Administrator)

1. Migrate from the embedded PostgreSQL database server to an external PostgreSQL database server as described
in the topic Migrating from the Cloudera Manager Embedded PostgreSQL Database Server to an External
PostgreSQL Database.

Important: Migrating directly from the Cloudera Manager embedded PostgreSQL to aMySQL or Oracle
& database is not supported. Y ou must first migrate from the Cloudera Manager embedded PostgreSQL
database server to the external PostgreSQL database server. After performing this migration, you can use
this procedure to migrate from the external PostgreSQL database server to MySQL or Oracle database
servers.
2. Upgrade the Cloudera Manager enterprise license by navigating to Administration Licenses and installing a
valid Cloudera Manager license.
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1

f Important:
By default, Cloudera Manager redacts sensitive information from the exported configuration JSON file. If
you need the ability to restore the Cloudera Manager configuration, you must do one of the following:

« Disableredaction. The JSON file will contain al the configurations, including sensitive information
and can be used to restore the Cloudera Manager configuration.

* Replace the redacted information. The JSON will contain the word "REDACTED" where sensitive
information was redacted. Replace these values with the correct values before restoring the Cloudera
Manager configuration.

Perform the following steps to disable redaction by setting a VM parameter:
a) Log inthe Cloudera Manager server host using ssh.

b) Edit the /etc/default/cloudera-scm-server file by adding the following property (separate each property with a
space) to the line that begins with export CMF_JAVA_OPTS.

- Dcom cl ouder a. api . redact i on=f al se
For example:

export CMF_JAVA OPTS="- Xmx2G - Dcom cl ouder a. api . r edact i on=f al se"
¢) Restart Cloudera Manager Server:

sudo systencttl restart cloudera-scm server

Export your Cloudera Manager Configuration. First, get the latest supported APl version:

curl -u <adm n_user nane>: <adni n_password> "http://<cm server host>: 7180/
api / ver si on"

curl -u <adm n_user nane>: <adnmi n_password> "http://<cm server host>: 7180/
api / <api _version> /cni depl oyment” > <path_to_file>/ cm depl oynent.json

The following is an example of the API version command:

curl -u admin:admin "http://10.17.103.191: 7180/ api / v19/ cni depl oynment" > /
root/cm depl oynent . j son

: Important:
If you have Cloudera Manager with TLS for the Admin Console enabled, retrieve the certificate file and
use curl with the --cacert option:

curl --cacert <certificate file> -u adnmin:adnmin "https://<cm server _
host >: 7183/ api / ver si on"
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3. Preserve Cloudera Manager's GUID by running the following command on the Cloudera Manager server to create
a/etc/cloudera-scm-server/uuid file:

sudo -u postgres psql -qtAX scm-c "select GUD from CM VERSI ON' > uuid

Important: Confirm the name of your Cloudera Manager database in /etc/cloudera-scm-server/
db.properties.

Move the UUID file to Cloudera Manager server's /etc/cloudera-scm-server directory.

sudo nv uuid /etc/cloudera-scmserver/

4. Stop the cluster and the Cloudera Management services. For details, see Sarting, Siopping, Refreshing, and
Restarting a Cluster and Stopping the Cloudera Management Service.

5. Run the following command to stop the Cloudera Manager server:
sudo systentt!l stop cl oudera-scm server

6. Preparethe target database for Cloudera Manager. For details, see Install and Configure MySQL for Cloudera
Software or Install and Configure Oracle Database for Cloudera Software.

7. Run the following command to obtain the value of the GUID:
cat /etc/cloudera-scmserver/uuid
8. Insert the GUID returned from the previous command into MySQL or Oracle as follows:
a) Run thefollowing command to login to MySQL.:
sudo -u nysql -p <nanme_of cm dat abase>

b) Run the following command to login to Oracle:

sql pl us syst em@ ocal host
Enter password: [***password***]

¢) Run thefollowing command to update the GUID:

update cmversion set guid = "[***GUI D***]"’

9. The process directory (/var/run/cloudera-scm-agent/process/) must be cleaned out for al hosts with agents running
on them. The agent completes this cleanup with a server reboot. However, if a server reboot is not a viable option,
do the following steps to accomplish the same task.

a) Run thefollowing command on all hosts to stop the agent and supervisor:

sudo systentt!l stop cl oudera-scm agent

b) Run the following command to confirm that the agent and supervisor processes are stopped:

ps -ef | grep -i cnf-agent; ps -ef | grep -i supervisor

¢) Move the existing /var/run/cloudera-scm-agent/ directory:
mv /var/run/cl oudera-scm agent /var/run/cl oudera-scm agent - BU

The agent recreates the directory. Delete the backed-up copy after confirming that the migration was
successful.

d) Run thefollowing command on all hosts to start the agent and supervisor:

sudo systenct| start cl oudera-scm agent
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10. Run the following command to start the Cloudera Manager server:

sudo systentt!l start cloudera-scm server

11. Login to Cloudera Manager. Exit the installation wizard by clicking the product logo in the upper-left corner to
stop the wizard and return to the Cloudera Manager home page.

12. Run the following command to restore the Cloudera Manager configuration:

curl -H "Content-Type: application/json" --upload-file <path to file>/cm
-depl oynent . json -u <adm n_user nanme>: <adm n_password> "http://<cm server
_host >: 7180/ api / <api _ver si on>/ cnl depl oynent ?del et eCur r ent Depl oynent =t r ue"

The following example shows how to restore a Cloudera Manager configuration:

curl -H "Content-Type: application/json" --upload-file /root/cm deploymne
nt.json -u adnmin:admn "http://172.31.113. 146: 7180/ api / v19/ cni depl oynent ?
del et eCurr ent Depl oynent =t r ue"

13. Start the following: Cloudera Management Service, Host Monitor, and Services Monitor. Verify that all the
services in the Cloudera Management Service started and are Healthy. For details, see Sarting the Cloudera
Management Service and Sarting and Stopping Cloudera Management Service Roles.

14. Goto Home Status and select the cluster(s) that you previously stopped, and select Start from the Actions drop-
down menu.

Migrating from the Cloudera Manager Embedded PostgreSQL Database Server to an External PostgreSQL Database
Starting, Stopping, Refreshing, and Restarting a Cluster

Stopping the Cloudera M anagement Service

Install and Configure MySQL for Cloudera Software

Install and Configure Oracle Database for Cloudera Software

Starting the Cloudera Management Service

Starting and Stopping Cloudera Management Service Roles

Y ou can use the Cloudera Manager Server logs to troubleshoot problems with Cloudera Manager .

Logs

To help you troubleshoot problems, you can view the Cloudera Manager Server log. Y ou can view the logsin the
L ogs page or in specific pages for the log.

1. Intheleft menu, click DiagnosticsLogs.
2. Next to Sources, select the Cloudera Manager Server checkbox and desel ect the other options.
3. Adjust the search criteriaand click Search.

Y ou can also view the raw Cloudera Manager Server log by logging in to the Cloudera Manager Server host and view
the /var/log/cloudera-scm-server/cloudera-scm-server.log file.
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Y ou can set the location of the Cloudera Manager Server log.

1. Stop the Cloudera Manager Server:

sudo service cl oudera-scm server stop

2. Setthe CMF_VAR environment variable in /etc/default/cloudera-scm-server to the new parent directory:
export CMF_VAR=/ opt

3. Createlog/cloudera-scm_server and run directories in the new parent directory and set the owner and group of al
directoriesto cloudera-scm. For example, if the new parent directory is/opt/, do the following:

sudo su

cd /opt

nkdir | og

chown cl ouder a-scm cl ouder a-scm | og

nkdir /opt/|og/cl oudera-scm server

chown cl ouder a- scm cl ouder a- scm | og/ cl ouder a- scm ser ver
nkdir run

chown cl ouder a- scm cl oudera-scm run

4. Restart the Cloudera Manager Server:

sudo service cl oudera-scm server start

The Cloudera Manager Agent is a Cloudera Manager component that works with the Cloudera Manager Server to
manage the processes that map to role instances.

In a Cloudera Manager managed cluster, you can only start or stop role instance processes using Cloudera Manager.
Cloudera Manager uses an open source process management tool called supervisord, that starts processes, takes care
of redirecting log files, notifying of processfailure, setting the effective user 1D of the calling process to the right
user, and so on. Cloudera Manager supports automatically restarting a crashed process. It will also flag arole instance
with abad headlth flag if its process crashes repeatedly right after start up.

The Agent is started by init.d at start-up. It, in turn, contacts the Cloudera Manager Server and determines which
processes should be running. The Agent is monitored as part of Cloudera Manager's host monitoring. If the Agent
stops heartbeating, the host is marked as having bad health.

One of the Agent's main responsibilitiesis to start and stop processes. When the Agent detects a new process from the
Server heartbeat, the Agent creates adirectory for it in /var/run/cloudera-scm-agent and unpacks the configuration. It
then contacts supervisord, which starts the process.

Cloudera Manager Agent monitors file systems to report usage and free space. The following isalist of the supported
file system mount types:

¢ ext2
e ext3
e ext4
o xfs

o aufs
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e tmpfs

By modifying the parameter monitored_nodev_filesystem_types in the Cloudera Manager Agent's config.ini file,
you can also add NFS type mounts to the monitored list. For more information on this parameter, see Configuring
Cloudera Manager Agents.

Other file system types, especially auto-mounted file systems, or other network file systems, are not supported and
might prevent the operation of the Cloudera Manager Agent.

To enable Cloudera Manager to run scripts in subdirectories of /var/run/cloudera-scm-agent, (because /var/runis
mounted noexec in many Linux distributions), Cloudera Manager mounts atmpfs, named cm_processes, for process
subdirectories.

A tmpfs defaults to a max size of 50% of physical RAM but this space is not allocated until its used, and tmpfsis
paged out to swap if there is memory pressure.

The lifecycle actions of cmprocesses can be described by the following statements:

« Created when the Agent starts up for the first time with a new supervisord process.

« |f it aready exists without noexec, reused when the Agent is started using start and not recreated.
* Remounted if Agent is started using clean_restart.

« Unmounting and remounting cleans out the contents (since it is mounted as atmpfs).

«  Unmounted when the host is rebooted.

¢ Not unmounted when the Agent is stopped.

supervisord
tmpfs

To start Agents, the supervisord process, and all managed service processes, use the following command:
o Start

sudo systenct!l start cl oudera-scm agent

To stop or restart Agents while leaving the managed processes running, use one of the following commands:

« Stop

sudo systentt!l stop cl oudera-scm agent

¢ Restart

sudo systenct!l restart cl oudera-scm agent

Warning: The hard_stop and hard_restart commands stop all running managed service processes on the
host(s) where the command is run.
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To stop or restart Agents, the supervisord process, and all managed service processes, use one of the following
commands:

e Hard Stop
RHEL 7, RHEL 8, SLES 12, Ubuntu 18.04, Ubuntu 20.04 and later versions

sudo systenttl stop cl oudera-scm supervi sord. service
sudo systenttl stop cl oudera-scm agent

¢ Hard Restart
RHEL 7, RHEL 8, SLES 12, Ubuntu 18.04, Ubuntu 20.04 and later versions

sudo systenttl stop cl oudera-scm supervisord. service
sudo systenttl| restart cloudera-scm agent

Hard restart is useful for the following situations:

* You are upgrading Cloudera Manager and the supervisord code has changed between your current version and
the new one. To properly do this upgrade you need to restart supervisor too.

supervisord freezes and needs to be restarted.

Y ou want to clear out all running state pertaining to Cloudera Manager and managed services.

Checking Agent Status

To check the status of the Agent process, use the command:

sudo systentt!l status cl oudera-scm agent

Configuring Cloudera Manager Agents

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

Cloudera Manager Agents can be configured globally using properties you set in the Cloudera Manager Admin
Console and by setting propertiesin Agent configuration files.

Configuring Agent Heartbeat and Health Status Options

Y ou can configure the Cloudera Manager Agent heartbeat interval and timeouts to trigger changesin Agent health as
follows:

1. Select AdministrationSettings.
2. Under the Performance category, set the following option:

Property Description

Send Agent Heartbeat Every Theinterval in seconds between each heartbeat that is sent from Cloudera Manager Agents
to the Cloudera Manager Server.

Default: 15 sec.

3. Under the Monitoring category, set the following options:

Property Description

Set health status to Concerning if the Agent | The number of missed consecutive heartbeats after which a Concerning health statusis

heartbeats fail assigned to that Agent.

Defaullt: 5.
Set health status to Bad if the Agent The number of missed consecutive heartbeats after which a Bad health status is assigned to
heartbeats fail that Agent.

Default: 10.
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4. Click Save Changes.

Important: If you modify the parcel directory location, make sure that all hosts use the same location. Using
different locations on different hosts can cause unexpected problems.

To configure the location of distributed parcels:

1. Click Hostsin the top navigation bar.

A wbd

Click the Configuration tab.
Select CategoryParcels.
Configure the value of the Parcel Directory property. The setting of the parcel_dir property in the Cloudera

Manager Agent configuration file overrides this setting (see below).

o

Enter a Reason for change, and then click Save Changes to commit the changes.

6. Restart the Cloudera Manager Agent on al hosts.

The Cloudera Manager Agent supports different types of configuration options in the /etc/cloudera-scm-agent/config.i
ni file. Y ou must update the configuration on each host. After changing a property, restart the Agent:

sudo systenct|

[Generdl]

server_host, server_port, listening_port,
listening_hostname,  listening_ip

lib_dir

local_filesystem whitelist

log_file

max_collection_wait_seconds

restart cloudera-scm agent

Hostname and ports of the Cloudera Manager Server and Agent and | P address of
the Agent.

Also see Configuring Cloudera Manager Server Ports and Ports used by Cloudera
Manager.

The Cloudera Manager Agent configures its hostname automatically. Y ou

can also manually specify the hostname the Cloudera Manager Agent uses by
updating the listening_hostname property. To manually specify the IP address the
Cloudera Manager Agent uses, update the listening_ip property in the samefile.

To have a CNAME used throughout instead of the regular hostname, an
Agent can be configured to use listening_hosthame=CNAME. In this case,

the CNAME should resolve to the same | P address as the | P address of the
hostname on that machine. Users doing thiswill find that the host inspector
will report problems, but the CNAME will be used in al configurations where
that's appropriate. This practice is particularly useful for users who would like
clients to use namenode.MYCLUSTER.COMPANY.com instead of machinel
234 MYCLUSTER.COMPANY.com. In this case, namenode.MYCLUSTER
would be a CNAME for machinel234.MYCLUSTER, and the generated client
configurations (and internal configurations as well) would use the CNAME.

Directory to store Cloudera Manager Agent state that persists across instances of
the agent process and system reboots. The Agent UUID is stored here.

Default: /var/lib/cloudera-scm-agent.

Thelist of locdl filesystems that should always be monitored.
Default: ext2,ext3,ext4.
The path to the Agent log file. If the Agent is being started using the init.d script, /

var/log/cloudera-scm-agent/cloudera-scm-agent.out will also have a small amount
of output (from before logging is initialized).

Default: /var/log/cloudera-scm-agent/cloudera-scm-agent.log.

Maximum time to wait for all metric collectors to finish collecting data.
Default: 10 sec.
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Section Property Description

metrics_url_timeout_seconds Maximum time to wait when connecting to alocal rol€e's web server to fetch
metrics.
Default: 30 sec.

parcel_dir Directory to store unpacked parcels.

Default: /opt/cloudera/parcels.

This property overrides the setting in Cloudera Manager. To use the
recommended procedure, you must make sure that this property is commented out
in each host config.ini file.

supervisord_port The supervisord port. A change takes effect the next time supervisord is restarted
(not when the Agent is restarted).

Default: 19001.

task_metrics_timeout_seconds Maximum time to wait when connecting to alocal TaskTracker to fetch task
attempt data.

Default: 5 sec.

[Security] use_tlsverify_cert file, client_key file, | Security-related configuration.
client_keypw_file, client_cert_file See

»  Configuring TLS Encryption for Cloudera Manager and CDH Using Auto-
TLS

e Adding aHost to a Cluster on page 36

[Cloudera] mgmt_home Directory to store Cloudera Management Service files.
Default: /usr/share/cmf.

[JDBC] cloudera_mysqgl_connector_jar, cloude | Location of JDBC drivers.
ra_oracle_connector_jar, cloudera_ .
. ; Defaullt:
postgresgl_jdbc_jar

e MySQL - /usr/share/java/mysgl-connector-java.jar
e Oracle - /ust/share/javaloracle-connector-java.jar
*  PostgreSQL - /usr/share/cmf/lib/postgresgl-VERS ON-BUILD.jdbc4.jar

Related Information

Health Tests

Starting, Stopping, and Restarting Cloudera Manager Agents
CNAME

Managing the Cloudera Manager Agent Logs

To help you troubleshoot problems, you can view the Cloudera Manager Agent logs. Y ou can view the logsin the
Logs page or in specific pages for the logs.
Related Information

Configuring Cloudera Manager Agents

Viewing the Cloudera Manager Agent Logs
Use the procedure to view and search the logs from all Cloudera Manager agents managed by this instance of
Cloudera Manager.

Procedure

1. Intheleft menu, click DiagnosticsL ogs.

Click Select Sourcesto display the log source list.

Uncheck the All Sources checkbox.

Click » to the left of Cloudera Manager and select the Agent checkbox.
Click Search.

ISAE I N
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Y ou can also view the Cloudera Manager Agent log at /var/log/cloudera-scm-agent/cloudera-scm-agent.log on the
Agent hosts.

By default. the Cloudera Manager Agent log is stored in /var/log/cloudera-scm-agent/. If there is not enough spacein
that directory, you can change the location of thelog file.

1. Setthelog_file property in the Cloudera Manager Agent configuration file:

Il og file=/opt/log/cloudera-scmagent/cl oudera-scm agent. | og

2. Create log/cloudera-scm_agent directories and set the owner and group to cloudera-scm. For example, if thelog is
stored in /opt/log/cloudera-scm-agent, do the following:

sudo su

cd /opt

nkdir | og

chown cl ouder a-scm cl ouder a-scm | og

nkdir /opt/| og/cl oudera-scm agent

chown cl ouder a- scm cl ouder a- scm | og/ cl ouder a- scm agent

3. Restart the Agent:

sudo service cl oudera-scm agent restart

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

A parcel isabinary distribution format containing the program files, along with additional metadata used by
Cloudera Manager. The important differences between parcels and packages are:

» Parcelsare self-contained and installed in a versioned directory, which means that multiple versions of agiven
parcel can beinstalled side-by-side. Y ou can then designate one of these installed versions as the active one. With
packages, only one package can beinstalled at atime so thereis no distinction between what is installed and what
isactive.

e Parcelsarerequired for rolling upgrades.

* Youcaninstall parcels at any location in the filesystem. They are installed by default in /opt/cloudera/parcels. In
contrast, packages areinstalled in /ust/lib.

*  When you install from the Parcels page, Cloudera Manager automatically downloads, distributes, and activates
the correct parcel for the operating system running on each host in the cluster. All hosts that make up alogical
cluster must run on the same major OS release to be covered by Cloudera Support. Cloudera Manager must run
on the same major OS release as at |east one of the clusters it manages, to be covered by Cloudera Support. The
risk of issues caused by running different minor OS releases is considered lower than the risk of running different
major OS releases. Cloudera recommends running the same minor release cross-cluster, because it simplifiesissue
tracking and supportability.

Important: Cloudera Manager manages parcels without the need for users to manipulate parcelsin the
filesystem. Y ou might cause failures or unexpected behaviorsin your cluster if you perform any of the
following unsupported actions:

e Instaling parcels within custom RPM packages and saving them to the Cloudera Manager parcel
directory.

«  Downloading parcels and manually placing them in the Cloudera Manager parcel directory.

« Manually adding, modifying, or deleting files within the root parcels directory or its subdirectories.
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Parcels are available for CDH, Cloudera Runtime and for other managed services.

Because of their unique properties, parcels offer the following advantages over packages:

« Distribution of Cloudera Runtime as a single object - Instead of having a separate package for each component of
Cloudera Runtime, parcels are distributed as a single object. This makesit easier to distribute software to a cluster
that is not connected to the Internet.

e Interna consistency - All Cloudera Runtime components are matched, eliminating the possibility of installing
components from different versions.

e Installation outside of /usr - In some environments, Hadoop administrators do not have privilegesto install system
packages. With parcels, administrators can install to /opt, or anywhere else.

Note: With parcels, the path to the Cloudera Runtime libraries is /opt/cloudera/parcel S CDH/lib instead
IE of the usua /usr/lib. Do not link /usr/lib/ elements to parcel-deployed paths, because the links can cause
scripts that distinguish between the two paths to not work.

» Installation of Cloudera Runtime without sudo - Parcel installation is handled by the Cloudera Manager Agent
running as root, so you can install Cloudera Runtime without sudo.

» Decoupled distribution from activation - With side-by-side install capabilities, you can stage a new version of
Cloudera Runtime across the cluster before switching to it. This alows the most time-consuming part of an
upgrade to be done ahead of time without affecting cluster operations, thereby reducing downtime.

« Rolling upgrades - Using packages requires you to shut down the old process, upgrade the package, and then start
the new process. Errors can be difficult to recover from, and upgrading requires extensive integration with the
package management system to function seamlessly. With parcels, when anew version is staged side-by-side,
you can switch to a new minor version by simply changing which version of Cloudera Runtime is used when
restarting each process. Y ou can then perform upgrades with rolling restarts, in which service roles are restarted in
the correct order to switch to the new version with minimal service interruption. Y our cluster can continue to run
on the existing installed components while you stage a new version across your cluster, without impacting your
current operations. Major version upgrades (for example, CDH 5 to CDH 6) require full service restarts because
of substantial changes between the versions. Finally, you can upgrade individual parcels or multiple parcels at the
same time.

« Upgrade management - Cloudera Manager manages all the stepsin a CDH or Cloudera Runtime version upgrade.
With packages, Cloudera Manager only helps with initial installation.

« Additional components - Parcels are not limited to Cloudera Runtime. Add-on service parcels are also available.

e Compatibility with other distribution tools - Cloudera Manager works with other tools you use for download
and distribution, such as Puppet. Or, you can download the parcel to Cloudera Manager Server manualy if your
cluster has no Internet connectivity and then have Cloudera Manager distribute the parcel to the cluster.

To enable upgrades and additions with minimal disruption, parcels have following phases:

« Downloaded -The parcel softwareis copied to alocal parcel directory on the Cloudera Manager Server, where it
isavailable for distribution to other hostsin any of the clusters managed by this Cloudera Manager Server. You
can have multiple parcels for a product downloaded to your Cloudera Manager Server. After a parcel has been
downloaded to the Server, it isavailable for distribution on all clusters managed by the Server. A downloaded
parcel appears in the cluster-specific section for every cluster managed by this Cloudera Manager Server.

» Distributed - The parcel is copied to the cluster hosts, and components of the parcel are unpacked. Distributing a
parcel does not upgrade the components running on your cluster; the current services continue to run unchanged.
Y ou can have multiple parcels distributed on your cluster. Distributing parcels does not require Internet access;
the Cloudera Manager Agent on each cluster member downloads the parcels from the local parcel repository on
the Cloudera Manager Server.

» Activated - Links to the parcel components are created. Activation does not automatically stop the current services
or perform arestart. Y ou can restart services after activation, or the system administrator can determine when to
perform those operations.
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* InUse- The parcel components on the cluster hosts are in use when you start or restart the services that use those
components.

» Deactivated - The links to the parcel components are removed from the cluster hosts.
« Removed - The parcel components are removed from the cluster hosts.
» Deleted - The parcel isdeleted from the local parcel repository on the Cloudera Manager Server.

Cloudera Manager detects when new parcels are available. Y ou can configure Cloudera Manager to download and
distribute parcels automatically. .

The default location for the local parcel directory on the Cloudera Manager Server is /opt/cloudera/parcel-repo. To
change thislocation, follow the instructions in Configuring Cloudera Manager Server Parcel Settings on page 124.

The default location for the distributed parcels on managed hosts is /opt/cloudera/parcels. To change this location,
set the parcel_dir property in /etc/cloudera-scm-agent/config.ini file of the Cloudera Manager Agent and restart the
Cloudera Manager Agent or by following the instructions in Configuring the Host Parcel Directory on page 125.

Procedures for managing Parcels.

On the Parcels page in Cloudera Manager, you can manage parcel installation and activation and determine which
parcel versions are running across your clusters. The Parcels page displays alist of parcels managed by Cloudera
Manager. Cloudera Manager displays the name, version, and status of each parcel and provides available actions on
the parcel.

Cloudera Manager Agent employs the flood - BitTorrent file distribution daemon to distribute parcels.

When the number of hosts grows large, download of parcels takes place in a consistent manner. The BitTorrent file
distribution helps avoid choking Cloudera Manager with large number of download requests from agents.

The BitTorrent file distribution attempts to fetch pieces from all registered torrents either from its peers or from the
seed HTTP URL (if provided).

Minimum Required Role: Configurator (also provided by Cluster Administrator, Limited Cluster Administrator , and
Full Administrator)

Access the Parcel s page by doing one of the following:

» Click the parcel icon in the top navigation bar.
* Click the Hosts in the top navigation bar, then the Parcels tab.

Use the selectors on the left side of the console to filter the displayed parcels:

« Location selector - View only parcelsthat are available remotely, only parcels pertaining to a particular cluster, or
parcels pertaining to all clusters. When you access the Parcels page, the selector is set to Available Remotely.

« Error Status section of the Filters selector - Limit the list of displayed parcels by error status.

« Parcel Name section of the Filters selector - Limit the list of displayed parcels by parcel name.

» Status section of the Filters selector - Limit the list to parcels that have been distributed, parcels that have not been
distributed (Other), or al parcels.

When you download a parcel, it appearsin the list for each cluster managed by Cloudera Manager, indicating that the
parcel is available for distribution on those clusters. Only one copy of the downloaded parcel resides on the Cloudera
Manager Server. After you distribute the parcel, Cloudera Manager copies the parcel to the hosts in that cluster.

For example, if Cloudera Manager is managing two clusters, the rowsin the All Clusters page list the information
about the parcels on the two clusters. The Status column displays the current status of the parcels. The Version
column displays version information about the parcel. Click the information icon to view the release notes for
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the parcel. The last column shows actions you can perform on the parcels, such as download, distribute, delete,
deactivate, and remove from host.

TN 34 (RaE 2060

Parcels
ECS1.5.3-b272

Location
ACTUMULD

Filters Cleniden Runtire . -

PARCEL NAME Emibedded Containg: Serves 1.5.3:-5272-c4-1.5.3-b772 p0. 50031904 Distribistud, Activated

KAFKA
KEVTRUSTEE_SERVER
Kuou
SPARKZ

« STATUS ikl

[ a
COUMLLD
Cloudera Runtime 7.0.9-1,207.1.5,p0 44702451 Distributed, Activaied
Embedded Conthing Serviie
KAFKA

KEYTRUSTEE_SERVER

Kuou

SPARKI

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
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1. Gotothe Parcels page. In the Location selector, click CLUSTERNAME or Available Remotely. Parcelsthat are
available for download display the Available Remotely status and a Download button.

If the parcel you want is not shown here—for example, you want to upgrade to a version of CDH that is not the
most current version—you can make additional remote parcel repositories available. Y ou can also configure the
location of the local parcel repository and other settings. See Parcel Configuration Settings on page 123.

If aparcel version is not compatible with the Cloudera Manager version, then the parcel appears with ared error
message:

Cluster 1
Farcel Name Ver n Statu

Cloudera Runtime

Such parcels are also listed when you select the Error status in the Error Status section of the Filters selector.

2. Click the Download button of the parcel you want to download to your local repository. The status changesto
Downloading.

After aparcel has been downloaded, it is removed from the Available Remotely page.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Downloaded parcels can be distributed to the hosts in your cluster and made available for activation. Parcels are
downloaded to the Cloudera Manager Server, so with multiple clusters, the downloaded parcels are shown as
available to al clusters managed by the Cloudera Manager Server. However, you select distribution to a specific
cluster's hosts on a cluster-by-cluster basis.

1. From the Parcels page, in the Location selector, select the cluster where you want to distribute the parcel, or select
All Clusters. (Thefirst cluster in thelist is selected by default when you open the Parcels page.)

2. Click Distribute for the parcel you want to distribute. The status changes to Distributing. During distribution, you
can:

» Click the Details link in the Status column to view the Parcel Distribution Status page.

« Click Cancel to cancel the distribution. When the Distribute action completes, the button changes to Activate,
and you can click the Distributed status link to view the status page.

Distribution does not require Internet access; the Cloudera Manager Agent on each cluster member downloads the
parcel from the local parcel repository hosted on the Cloudera Manager Server.

If you have alarge number of hosts to which parcels must be distributed, you can control how many concurrent
uploads Cloudera Manager performs. See Parcel Configuration Settings on page 123.

To delete aparcel that is ready to be distributed, click the triangle at the right end of the Distribute button and select
Delete. This deletes the parcel from the local parcel repository.

Distributing parcelsto the hosts in the cluster does not affect the current running services.

Parcels that have been distributed to the hosts in a cluster are ready to be activated.

1. From the Parcels page, in the Location selector, choose CLUSTERNAME or All Clusters, and click the Activate
button for the parcel you want to activate. This updates Cloudera Manager to point to the new software, which
isready to run the next time aserviceisrestarted. A pop-up indicates which services must be restarted to use the
new parcel.
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2. Choose one of the following:

* Restart - Activate the parcel and restart services affected by the new parcel.

» Activate Only - Activethe parcel. Y ou can restart services at atime that is convenient. If you do not restart
services as part of the activation process, you must restart them at a later time. Until you restart services, the
current parcel continues to run.

3. Click OK.

Activating anew parcel also deactivates the previously active parcel for the product you just upgraded. However,
until you restart the services, the previously active parcel displays a status of Still in use because the services are
using that parcel, and you cannot remove the parcel until it is no longer being used.

If the parcel you activate updates the software for only a subset of services, even if you restart al of that subset, the
previously active parcel displays Still in use until you restart the remaining services. For example, if you are running
HDFS, YARN, Oozie, Hue, Impala, and Spark services, and you activate a parcel that updates only the Oozie service,
the pop-up that displays instructs you to restart only the Oozie and Hue services. Because the older parcel is till

in use by the HDFS, YARN, Impala, and Spark services, the parcel page shows that parcel as Still in use until you
restart these remaining services.

Sometimes additional upgrade steps may be required. In this case, instead of Activate, the button will say Upgrade.

Y ou can deactivate an active parcel; this updates Cloudera Manager to point to the previous software version, which
isready to run the next time a service is restarted. From the Parcels page, choose CLUSTERNAME or All Clustersin
the Location selector, and click the Deactivate button on an activated parcel.

To use the previous version of the software, restart your services.

Important: If you originally installed from parcels, and one version of the software isinstalled (that is,
no packages, and no previous parcels have been activated and started), when you attempt to restart after
deactivating the current version, your roles will be stopped and will not be able to restart.

From the Parcels page, in the Location selector, choose CLUSTERNAME or All Clusters, click the ” tothe right
of an Activate button, and select Remove from Hosts.

From the Parcels page, in the Location selector, choose CLUSTERNAME or All Clusters, and click the " tothe
right of a Distribute button, and select Delete.
War ning:

Note: Do not remove the Cloudera Runtime parcel entirely from Cloudera Manager unlessit isno longer in
use on any other cluster managed by this instance of Cloudera Manager. To remove a parcel from specific
managed hosts, select the Remove from Hosts option instead of the Delete option.

The default location of the parcel directory is/opt/cloudera/parcels. To relocate distributed parcelsto a different
directory, do the following:
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1. Stop all servicesin the cluster by performing the following steps:

a. o
On the Cloudera Manager home page, navigate to the Statustab, click ¢ to theright of the cluster name and
select Stop from the list view.

b. Click Stop.

c. Click Close.

Deactivate al in-use parcels.

Shut down the Cloudera Manager Agent on all hosts.

Move the existing parcels to the new location.

Configure the host parcel directory.

Start the Cloudera Manager Agents.

Activate the parcels.

Start all servicesin the cluster by performing the following steps:

© N UMW

a. M
On the Cloudera Manager home page, navigate to the Statustab, click ¢ to theright of the cluster name and
select Start from the list view.

b. Click Start.
c. Click Close.

If you experience an error while performing parcel operations, click the red 'X' icons on the parcel pageto display a
message that identifies the source of the error.

If aparcel is being distributed but never completes, make sure you have enough free space in the parcel download
directories, because Cloudera Manager will try to download and unpack parcels even if there is insufficient space.

The Parcel Usage page shows parcelsin current usein your clusters. In alarge deployment, this makesit easier to
keep track of different versionsinstalled across the cluster, especially if some hosts were not available when you
performed an installation or upgrade, or were added later. To display the Parcel Usage page:

1. Do one of the following:

» Click the parcel icon in the top navigation bar.
» Click Hosts in the top navigation bar and click the Parcels tab.
2. Click the Parcel Usage button.

This page only shows the usage of parcels, not components that were installed as packages. If you select a cluster
running packages, the cluster is not displayed, and instead you see a message indicating the cluster is not running
parcels.
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Parcel Usage

Hosts with Cloudera Runtime processes running
= EEEN

Cluster
‘ Cluster 1 v
Product
‘ Cloudera Runtime v

M Cloudera Runtime 7.1.9-1.cdh7.1.9.p0.44702451
(Active, 4)

] No Cloudera Runtime processes running on this host

mm Multiple product versions running on a single host

Y ou can view parcel usage by cluster or by product.

Y ou can also view just the hosts running only the active parcels, or just hosts running older parcels (not the currently
active parcels), or both.

The host map at the right shows each host in the cluster, with the status of the parcels on that host. If the host is
running the processes from the currently activated parcels, the host isindicated in blue. A black square indicates that
aparcel has been activated, but that all the running processes are from an earlier version of the software. This occurs,
for example, if you have not restarted a service or role after activating a new parcel. If you have individual hosts
running components installed as packages, the square is empty.

Move the cursor over the grid icon to see the rack to which the hosts are assigned. Hosts on different racks are
displayed in separate rows.

To view the exact versions of the software running on a given host, click the square representing the host. This
displaysthe parcel versionsinstalled on that host.

Parcel Usage

Hosts with Cloudera Runtime processes running

Cluster
= EEEN
Cluster 1 L
Procust Cloudera Runtime 7.1.9-1.cdh7 0.4470245
Cloudera Runtime
listor rvar ive Metastore Server & Sarye
B Cloudera Runtime 7  JobHistory Server  Kerberos Ticket Renewer Load Balancer Maste

(Active, 4) NameNode Oozie Server ResowceManager SecondaryNameNode

Other products in use by host

The pop-up lists the roles running on the selected host that are part of the listed parcel. Clicking arole opensthe
Cloudera Manager page for that role. It aso shows whether the parcel is active or not.

Y ou can configure where parcels are stored on the Cloudera Manager Server host, the URLs of parcel repositories,
the properties of a proxy server through which parcels are downloaded, and where parcels distributed to cluster hosts
are stored.
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Minimum Required Role: Cluster Administrator (also provided by Full Administrator)
1. Useone of the following methods to open the parcel settings page:
* Navigation bar

a. Click the parcel icon in the top navigation bar or click Hosts and click the Parcels tab.
b. Click the Configuration button.
* Menu

a. Select Administration Settings.
b. Select Category Parcels.
2. Specify aproperty:

» Local Parcel Repository Path defines the path on the Cloudera Manager Server host where downloaded parcels
are stored.

* Remote Parcel Repository URLsisalist of repositories that Cloudera Manager checks for parcels. Initialy this
points to the latest released CDH 5 and CDH 6repositories, but you can add your own repository locations to
the list. Use this mechanism to add Cloudera repositories that are not listed by default, such as older versions
of CDH. You can also use thisto add your own custom repositories. The locations of the Cloudera parcel
repositories are https://archive.cloudera.com/PRODUCT/parcel S VERSION | where PRODUCT is a product
name and VERSION is a specific product version, latest, or the substitution variable { latest_supported}. The
substitution variable appears after the parcel for the CDH version with the same major number as the Cloudera
Manager version to enable substitution of the latest supported maintenance version of CDH.

To add a parcel repository:

a. Inthe Remote Parcel Repository URLSsist, click the addition symbol to open an additional row.
b. Enter the path to the repository.
3. Click Save Changes.

Y ou can aso:

«  Set the frequency with which Cloudera Manager checks for new parcels.

» Configure aproxy to access to the remote repositories.

» Configure whether downloads and distribution of parcels should occur automatically when new ones are detected.
If automatic downloading and distribution are not enabled (the default), go to the Parcels page to initiate these
actions.

» Control which products can be downloaded if automatic downloading is enabled.

e Control whether to retain downloaded parcels.

« Control whether to retain old parcel versions and how many parcel versionsto retain

Y ou can tune the parcel distribution load on your network by configuring the bandwidth limits and the number of
concurrent uploads. The defaults are up to 50 MiB/s aggregate bandwidth and 50 concurrent parcel uploads.

» Theoretically, the concurrent upload count (Maximum Parcel Uploads) is unimportant if all hosts have the same
speed Ethernet. Fifty concurrent uploads is acceptable in most cases. However, if the server has more bandwidth
(for example, 10 GbE, and the normal hosts are using 1 GbE), then the count is important to maximize bandwidth.
It should be at least the difference in speeds (10x in this casg).

« Thebandwidth limit (Parcel Distribution Rate Limit) should be your Ethernet speed (in MiB/seconds) divided by
approximately 16. Y ou can use a higher limit if you have QoS configured to prevent starving other services, or if
you can accept the risk associated with higher bandwidth load.

To configure a proxy server thorough which data and parcels are downloaded to and uploaded from the Cloudera
Manager Server, do the following:

1. Select AdministrationSettings.
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2. Click the Network category.
3. Configure proxy properties.
4. Enter a Reason for change, and then click Save Changes to commit the changes.

Important: If you modify the parcel directory location, make sure that all hosts use the same location. Using
different locations on different hosts can cause unexpected problems.

To configure the location of distributed parcels:

1. Click Hostsin the top navigation bar.

Click the Configuration tab.

Select Category Parcels.

Configure the value of the Parcel Directory property. The setting of the parcel_dir property in the Cloudera
Manager agent configuration file overrides this setting.

Enter a Reason for change, and then click Save Changes to commit the changes.
6. Restart the Cloudera Manager Agent on al hosts.

AwD

o

Cloudera Manager uses a peer-to-peer service to efficiently distribute parcels to cluster hosts. The service is enabled
by default and is configured to run on port 7191. Y ou can change this port number, and you can disable peer-to-peer
distribution.

To modify peer-to-peer distribution of parcels:

1. Open ClouderaManager and select Hosts All Hosts Configuration .
2. Change the value of the P2P Parcel Distribution Port property to the new port number.

Set the value to 0 to disable peer-to-peer distribution of parcels.
3. Enter aReason for change, and then click Save Changes to commit the changes.

Y ou can configure how the Cloudera Manager agent manages permissions when reading Parcels. There are two
configuration parameters available and both are enabled by default.

e Create Users and Groups for Parcels.

This parameter determines whether Cloudera Manager creates users and groups for Parcels. This may not be
desired if custom users and groups are being used, or if they are created externally.

« Apply Permissions with respect to files installed by the parcels
This parameter determines whether Cloudera Manager applies permissions for filesinstalled by the parcels.

If you are using custom users and groups, or using LDAP-based users and groups, de-select the Create Users and
Groups for Parcels parameter and select the Apply Permissions with respect to files installed by the parcels parameter.

Note: Prior to Cloudera Manager version 7.7.1, there was only a single parameter, Create Users and Groups,
and Apply File Permissions for Parcels.

When you install Cloudera Manager, you can either upload your CDP Private Cloud Base license or select a 60-day
trial version.

CDP Private Cloud Base offers the following two types of licenses:
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¢ CDP Private Cloud Base Edition

When the license expires, you will no longer be able to access the Cloudera Manager Admin console to manage
your clusters until you upload avalid license. However, your clusters will continue to function, your data will
remain intact, and your jobs will keep running. To obtain a CDP Private Cloud Base licensg, fill in the Contact Us
form or call 866-843-7207

¢ CDP Private Cloud Base Edition Trial

The CDP Private Cloud Base Edition Trial isafree 60-day trial that does not require alicense file. When the 60-
day trial period expires, you will no longer be able to access the Cloudera Manager Admin console to manage
your clusters until you upload avalid license. However, your clusters will continue to function, your data will
remain intact, and your jobs will keep running.

Y ou can obtain a CDP Private Cloud Base license to regain access to the Admin Console. To obtain a CDP
Private Cloud Base license, fill in the Contact Us form or call 866-843-7207.

You can use atria license only once; when the 60-day trial period expires or you have ended the trial, you cannot
restart thetrial.

To access the license page, click AdministrationLicense.
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

If you have alicense installed, the license page indicates its status (for example, whether your license is currently
valid) and displays the license details: the license owner, the license key, the license start date, the expiration date,
and the deactivation date. Typically the expiration date is the same as the deactivation date, at which point the Admin
Consoleis no longer accessible. If the license expires, your clusters and data are unaffected.

If you are using the trial edition, the License page indicates when your license will expire. However, you can end the
trial at any time (prior to expiration) as follows:

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. Onthe License page, click End Trial.
2. Confirm that you want to end the trial.
3. Restart the Cloudera Management Service, HBase, HDFS, and Hive services to pick up configuration changes.

Y ou can upgrade your license from atrial license to a CDP Private Cloud Base license.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Purchase a CDP Private Cloud Base Edition license from Cloudera.

On the License page, click Update License.

Click the Select License File field.

Browse to the location of your license file, click the file, and click Open.

> w NP
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5. Click Upload.

Y ou can upload alicense file to renew a CDP Private Cloud Base license.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Download the license file and save it locally.
In Cloudera Manager, go to the Home page.
Select AdministrationLicense.

Click Update License.

Browse to the license file you downloaded.
Click Upload.

S O A

Access to Cloudera Manager featuresis controlled by user accounts that specify an authentication mechanism and one
or more user roles

User roles determine the tasks that an authenticated user can perform and the features visible to the user in the
Cloudera Manager Admin Console. In addition to the default user roles, you can create user roles that apply only to
specific clusters.

Documentation for Cloudera Manager administration and management tasks indicate user roles required to perform
the task.

Note: All possible user roles are available with Cloudera Enterprise. Cloudera Express provides Read-
Only and Full Administrator user roles only. When a Cloudera Enterprise Data Hub Edition trial license
expires, only users with Read-Only and Full Administrator roles can log in to Cloudera Manager. A Full
Administrator must change user accounts with other roles to Read-Only or Full Administrator before such
userscan log in.

To view your roles, perform the following step:

1. Inthe Cloudera Manager Admin Console, select <username>My Profile.

By default, Cloudera Manager ships with user roles that have privileges for al clusters managed by Cloudera
Manager. Y ou can create roles that are a combination of a default user role and privileges on a specific cluster. For
more information about this type of role, see User Roles with Privileges for a Cluster on page 128.

The following table describes the actions each user role can perform:
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Permitted Operations

Access all functionality that Cloudera Manager offers

Add and Remove Entity Tags

Administer Cloudera Navigator

Apply policies to redact sensitive data

Configure HDFS Encryption, administer Key Trustee Server, and manage encryption keys

Create clusters Y Y
Create replication policies and snapshot policies
Create, modify, and delete your own dashboards Y
Create, update, or delete external account configuration

Decommission hosts
Edit the configuration of services and roles
Enter and exit Maintenance Mode

=<

Import Cluster Template

<|=<|=<[=<|[=<
<
< |<|=<|<[<

Inspect Hosts
Manage Full Administrator accounts

Manage user accounts and configuration of external authentication

Recommission hosts, and decommission and recommission roles

See available hosts

Send Diagnostic Bundles
Start, stop, and restart KMS
Start, stop, and restart most clusters, services, and roles

< [<|=<|=<|<

Upgrade Clusters
View and perform parcels operations
View audit events Y

<<= |=<]=<|=<|=<
<

<

View data in Cloudera Manager
Historical Disk Usage By Directory Y
Directory Usage
File Browser

F
<|=<|=<|=<|=<]=<|=<|=<|=<|=x|=<|<|<|<|=<|<|=<|<|=<|=<|[<|<|<|<|<[<]|=<|< W’Ad'"inia;
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<
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In addition to the default user roles, you can create user roles that apply only to specific clusters. Creating this new
role is done by assigning a privilege for a specific cluster to adefault role. When a user account has multiple roles, the

privileges are the union of al theroles.

For exampl e, the user account milton has the Limited Operator role and Read-Only role with a scope of Cluster 1.
Additionally, milton has the Configurator role on Cluster 2.

On Cluster 1, milton can perform al the actions that a Limited Operator and Read-Only can.
On Cluster 2, milton can perform al the actions that a Configurator can.

The user account milton cannot perform these or any other actions on the other clusters that are managed by Cloudera
Manager because the account does not have any other roles.

Another user account, edith, has the Configurator role with privileges for al clusters. This means that edith can
perform the actions of the Configurator role on al clusters that Cloudera Manager manages since the scopeisal
clusters.

Y ou can assign privileges for a specific cluster to the following user roles:

e Cluster Administrator

e Configurator

e Limited Operator

*  Operator

e Read-Only

User rolesthat cannot be assigned privileges for a specific cluster apply to all clusters. For example, if edith hasthe
Key Administrator user role, she can perform the actions of a Key Administrator on all clusters.
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Watch the video to set up permissions for a specific cluster at https://youtu.be/9TxpgWaDA500

To create arole that has privileges for a specific cluster, perform the following steps:

1. Inthe Cloudera Manager Admin Console, navigate to AdministrationUsers & RolesRoles.
2. Click Add Role.
3. Specify the following:

Privilege: The user role and cluster you want to assign privilegesfor.

Users: The users you want to assign to this new role. Y ou can assign users now or at alater time.

LDAP Group/External Program Exit Codes/SAML Attributes SAML Script Exit Codes: The external mapping
you want to assign this new role to. Y ou can assign external mappings now or at alater time with the process
described in Mapping External Authentication to a Role on page 129.

Thisfield is based on your authentication mode and does not appear for local users.

Valid values for the External Program Exit Code and SAML Script Exit Code are between 0 and 127. You
defined what users you want to associate with theses values when you configure your external authentication.
For more information,

If you are upgrading to Cloudera Manager 6 from Cloudera Manager 5, existing mappings are imported from
Cloudera Manager 5. These imported mappings can be changed.

The following list describes the LDAP groups imported from Cloudera Manager 5:

e LDAP Full Administrator Groups

e LDAP User Administrator Groups

¢ LDAP Cluster Administrator Groups

» LDAP Replication Administrator Groups
* LDAP Configurator Groups

« LDAPKey Administrator Groups

« LDAP Navigator Administrator Groups

e LDAP Operator Groups

e LDAP Limited Operator Groups

e LDAP Auditor Groups

The following list describes the SAML and External Program codes imported from Cloudera Manager 5:
e 0O- Full Administrator

* 1-Read-Only
e 2- Limited Operator
e 3- Operator

e 4- Configurator

e 5- Cluster Administrator

e 6 - Replication Administrator
e 7-Navigator Administrator

e 8- User Administrator

e 9- Auditor

e 10- Key Administrator

e 11 - Dashboard User

4. Click Add.
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If you are using an external authentication, such asa SAML Script, you must map its information to Cloudera
Manager user roles. Before you can map arole though, make sure that it exists. If it does not exist, create it by
completing the steps described in Adding a User Role for a Specific Cluster on page 129.

Attention: If you do not map an External Authentication entity (such asan LDAP group) to arole, users that
belong to that group will default to no access.

For example, you are using a SAML Script and want to assign user accounts that correspond with exit code 15to a
Cluster Administrator role with privileges for a cluster named clusterl.

To accomplish this, perform the following steps in the Cloudera Manager Admin Console;

1. Navigateto AdministrationUsers & RolesRoles.

2. Based on your authentication method, select LDAP Groups, SAML Attributes, SAML Scripts, or External
Programs.

3. Click Add <authentication method> Mapping.

4. Fill in the value for your authentication method, such as SAML Script Exit Code, and select the role you want to
map to that value from the dropdown menu.

For SAML Scripts and External Programs, valid values are between 0 and 127.
5. Click Save.
6. Repeat this processfor all the roles you want to map.

If you are upgrading to Cloudera Manager 6 from Cloudera Manager 5, existing mappings are imported from
Cloudera Manager 5. These imported mappings can be changed.

The following list describes the LDAP groups imported from Cloudera Manager 5:

* LDAP Full Administrator Groups

e LDAP User Administrator Groups

e LDAP Cluster Administrator Groups

« LDAP Replication Administrator Groups
* LDAP Configurator Groups

* LDAPKey Administrator Groups

» LDAP Navigator Administrator Groups

* LDAP Operator Groups

e LDAPLimited Operator Groups

* LDAP Auditor Groups

The following list describes the SAML and External Program codes imported from Cloudera Manager 5:

e 0- Full Administrator

e 1-Read-Only

e 2- Limited Operator

e 3- Operator

* 4 - Configurator

e 5- Cluster Administrator

e 6 - Replication Administrator
e 7 - Navigator Administrator
e 8- User Administrator

e 9- Auditor

e 10- Key Administrator

e 11 - Dashboard User
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In addition to mapping groups, such as LDAP groups, to a user role, you can also assign individual usersto a user
role. If you do not assign arole, the local user defaults to no access. This means that the user cannot perform any
actions on the cluster.

To add a user account to arole, perform the following steps:

1. Inthe Cloudera Manager Admin Console, navigate to AdministrationUsers & RolesRoles.
2. Click Assign for the role you want to modify.

3. Specify the Users or <Authentication Method Vaue> groups you want to assign to the role.
4. Savethe changes.

Perform the following steps to remove a user account or external mapping from a user role:

1. Inthe Cloudera Manager Admin Console, navigate to AdministrationUsers & RolesRoles.
2. Click Assign for the role you want to modify.
3. Click the X for each user or external mapping you want to remove from the user role and click Save.

To remove arole with a specific privilege, you must first remove all the user accounts that have that role. Note that
you cannot remove the default roles that Cloudera Manager ships with.

The following steps describe how to remove users and then delete the role:

1. Inthe Cloudera Manager Admin Console, navigate to AdministrationUsers & RolesRoles.

2. Click Assign for the role you want to modify.

3. Click the X for each user or external mapping you want to remove from the user role and click Save.
4. Click Remove.

Minimum Required Role: User Administrator (also provided by Full Administrator) This feature is not available
when using Cloudera Manager to manage Data Hub clusters.

In some organizations, security policies may prohibit the use of the Full Administrator role. The Full Administrator
roleis created during Cloudera Manager installation, but you can remove it aslong as you have at least one remaining
user account with User Administrator privileges.

To remove the Full Administrator user role, perform the following steps.

1. Add at least one user account with User Administrator privileges, or ensure that at least one such user account
aready exists.

2. Ensurethat there isonly asingle user account with Full Administrator privileges.

3. Whilelogged in as the single remaining Full Administrator user, select your own user account and either delete it
or assign it anew user role.

Warning: After you delete the last Full Administrator account, you will be logged out immediately and will
not be able to log in unless you have access to another user account. Also, it will no longer be possible to
create or assign Full Administrators.

A conseguence of removing the Full Administrator role is that some tasks may require collaboration between two or
more users with different user roles. For example:

 |f the machine that the Cloudera Navigator roles are running on needs to be replaced, the Cluster Administrator
will want to move al the roles running on that machine to a different machine. The Cluster Administrator can
move any non-Navigator roles by deleting and re-adding them, but would need a Navigator Administrator to
perform the stop, delete, add, and start actions for the Cloudera Navigator roles.

e Inorder to take HDFS snapshots, snapshots must be enabled on the cluster by a Cluster Administrator, but the
snapshots themselves must be taken by a Replication Administrator.
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From the Administration tab you can select options for configuring settings that affect how Cloudera Manager
interacts with your clusters.

The Settings page provides a number of categories as follows:

« Performance - Set the Cloudera Manager Agent heartbeat interval.
« Advanced - Enable API debugging and other advanced options.
« Monitoring - Set Agent health status parameters.

e Security - Set TLS encryption settings to enable TL S encryption between the Cloudera Manager Server, Agents,
and clients. Y ou can aso:

» Set the realm for Kerberos security and point to a custom keytab retrieval script.

»  Specify session timeout and a"Remember Me" option.
» Portsand Addresses - Set ports for the Cloudera Manager Admin Console and Server.
e Other

« Enable Cloudera usage data collection.

e Set acustom header color and banner text for the Admin console.

* Setan "Information Assurance Policy" statement — this statement will be presented to every user before they
are allowed to access the login dialog box. The user must click "I Agree" in order to proceed to the login
dialog box.

« Disable/enable the auto-search for the Events panel at the bottom of a page.

e Support

« Configure diagnostic data collection properties.
« Configure how to access Cloudera Manager help files.

» External Authentication - Specify the configuration to use LDAP, Active Directory, or an external program for
authentication.

« Parces- Configure settings for parcels, including the location of remote repositories that should be made
available for download, and other settings such as the frequency with which Cloudera Manager will check for new
parcels, limits on the number of downloads or concurrent distribution uploads. See Parcels for more information.

¢ Network - Configure proxy server settings.
e Custom Service Descriptors - Configure custom service descriptor properties for Add-on services.

See Managing Alerts.

See Cloudera Manager User Accounts.

See Enabling Kerberos Authentication for Cloudera Runtime.

See Managing Licenses.
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Y ou can change the language of the Cloudera Manager Admin Console User Interface through the language
preference in your browser. Information on how to do this for the browsers supported by Cloudera Manager is shown
under the Administration page. Y ou can also change the language for the information provided with activity and
health events, and for alert email messages by selecting Language, selecting the language you want from the drop-
down list on this page, then clicking Save Changes.

See Designating a Replication Source.

The Cloudera Management Service is aset of roles used by Cloudera Manager to manage and monitor clusters.
The Cloudera Management Service implements various management features as a set of roles:

* Host Monitor - collects health and metric information about hosts

e Service Monitor - collects health and metric information about services and activity information from the YARN
and Impala services

« Event Server - aggregates relevant Hadoop events and makes them available for alerting and searching

« Alert Publisher - generates and delivers alerts for certain types of events

» Reports Manager - generates reports that provide an historical view into disk utilization by user, user group, and
directory, processing activities by user and Y ARN pool, and HBase tables and namespaces. Thisrole is not added
in Cloudera Express.

Y ou can view the status of the Cloudera Management Service by doing one of the following:

e Sdect Clusters Cloudera Management Service.
e Onthe HomeStatus tab, in Cloudera Management Service table, click the Cloudera Management Service link.

Cloudera Manager monitors the health of the services, roles, and hosts that are running in your clusters using health
tests. The Cloudera Management Service also provides health tests for its roles. Role-based health tests are enabled
by default. For example, a simple health test is whether there's enough disk spacein every NameNode data directory.
A more complicated health test may evaluate when the last checkpoint for HDFS was compared to a threshold or
whether a DataNode is connected to a NameNode. Some of these health tests also aggregate other health tests: in a
distributed system like HDFS, it's normal to have afew DataNodes down (assuming you've got dozens of hosts), so
we alow for setting thresholds on what percentage of hosts should color the entire service down.

Health tests can return one of three values: Good, Concerning, and Bad. A test returns Concerning health if the test
falls below awarning threshold. A test returns Bad if the test falls below a critical threshold. The overall health of a
service or role instance is aroll-up of its health tests. If any health test is Concerning (but none are Bad) the role's or
service's health is Concerning; if any health test is Bad, the service's or rol€'s health is Bad.

In the Cloudera Manager Admin Console, health tests results are indicated with colors: Good o , Concerning ©, and
st @

One common question is whether monitoring can be separated from configuration. One of the goals for monitoring
isto enable it without needing to do additional configuration and installing additional tools (for example, Nagios).
By having a deep model of the configuration, Cloudera Manager is able to know which directories to monitor, which
portsto use, and what credentials to use for those ports. Thistight coupling means that, when you install Cloudera
Manager all the monitoring is enabled.
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To perform monitoring, the Service Monitor and Host Monitor collects metrics. A metric is anumeric value,
associated with a name (for example, "CPU seconds”), an entity it appliesto ("host17"), and a timestamp. Most metric
collection is performed by the Agent. The Agent communicates with a supervised process, requests the metrics, and
forwards them to the Service Monitor. In most cases, thisis done once per minute.

A few special metrics are collected by the Service Monitor. For example, the Service Monitor hosts an HDFS canary,
which tries to write, read, and delete afile from HDFS at regular intervals, and measure whether it succeeded, and
how long it took. Once metrics are received, they're aggregated and stored.

Using the Charts page in the Cloudera Manager Admin Console, you can query and explore the metrics being
collected. Charts display time series, which are streams of metric data points for a specific entity. Each metric data
point contains a timestamp and the value of that metric at that timestamp.

Some metrics (for example, total_cpu_seconds) are counters, and the appropriate way to query them is to take their

rate over time, which iswhy alot of metrics queries contain the dtO function. For example, dtO(total_cpu_seconds).

(The dtO syntax is intended to remind you of derivatives. The O indicates that the rate of a monotonically increasing
counter should never have negative rates.)

An event isarecord that something of interest has occurred — a service's health has changed state, alog message (of
the appropriate severity) has been logged, and so on. Many events are enabled and configured by default.

An alertisan event that is considered especially noteworthy and is triggered by a selected event. Alerts are shown

with an badge when they appear in alist of events. Y ou can configure the Alert Publisher to send alert
notifications by email or by SNMP trap to atrap receiver.

A trigger is astatement that specifies an action to be taken when one or more specified conditions are met for a
service, role, role configuration group, or host. The conditions are expressed as a tsquery statement, and the action to
be taken is to change the health for the service, role, role configuration group, or host to either Concerning (yellow) or
Bad (red).

How to start the Cloudera Management Service.

Minimum Required Role: Limited Cluster Administrator (also provided by Full Administrator and Cluster
Administrator)

1. Do one of the following:

e a. Seect Clusters Cloudera Management Service.
b. Select ActionsStart.
< Onthe HomeStatus tab, click the options menu to the right of Cloudera Management Service and select Start.
2. Click Start to confirm. The Command Details window shows the progress of starting the roles.

When Command completed with N/N successful subcommands appears, the task is complete. Click Close.
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How to stop the Cloudera Management Service.

Minimum Required Role: Limited Cluster Administrator (also provided by Full Administrator and Cluster
Administrator)

1. Do one of the following:

 a Sdect Clusters Cloudera Management Service.
b. Select ActionsStop.
« Onthe HomeStatus tab, click the options menu to the right of Cloudera Management Service and select Stop.

2. Click Stop to confirm. The Command Details window shows the progress of stopping the roles.

When Command completed with N/N successful subcommands appears, the task is complete. Click Close.

How to restart the Cloudera Management Service.

Minimum Required Role: Limited Cluster Administrator (also provided by Full Administrator and Cluster
Administrator)

1. Do one of the following:

e a. Seect Clusters Cloudera Management Service.
b. Select ActionsRestart.

e Onthe HomeStatus tab, click the options menu to the right of Cloudera Management Service and select
Restart.

2. Click Restart to confirm. The Command Details window shows the progress of restarting the roles.

When Command completed with N/N successful subcommands appears, the task is complete. Click Close.

Minimum Required Role: Limited Cluster Administrator (also provided by Full Administrator and Cluster
Administrator)

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.
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1. Do one of the following:
e Sdect Clusters Cloudera Management Service.
* Onthe HomeStatus tab, in Cloudera Management Service table, click the Cloudera Management Service link.
2. Click the Instances tab.
3. Sdectarole
4. Do one of thefollowing:s

o Start: Select Actions for SelectedStart and click Start to confirm
« Stop: Select Actions for SelectedStop and click Stop to confirm.

When Command completed with N/N successful subcommands appears, the task is complete. Click Close.

Configuring database service limits lets you control the amount of retained monitoring data.

Minimum Required Role: Limited Cluster Administrator (also provided by Full Administrator and Cluster
Administrator)

Each Cloudera Management Service role maintains a database for retaining the data it monitors. These databases (as
well as the log files maintained by these services) can grow quite large. Limits on these data sets are configured when
you create the management services, but you can modify these parameters through the Configuration settingsin the
Cloudera Manager Admin Console. For example, the Event Server lets you set atotal number of eventsto store.

There are also settings for the logs that these various services create. Y ou can throttle how big the logs are allowed to
get and how many previous logsto retain.

1. Do one of the following:
e Sdect Clusters Cloudera Management Service .
« Onthe HomeStatus tab, in Cloudera Management Service table, click the Cloudera Management Service link.
2. Click the Configuration tab.
3. Select Scope and then one of the following.
e Host Monitor
e Service Monitor
4. Select CategoryLog Filesto view log file size properties.
5. Edit the appropriate properties.

To apply this configuration property to other role groups as needed, edit the value for the appropriate role group.
See.

6. Click Save Changes.

Data Storage for Monitoring Data
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Y ou can configure Cloudera Manager for high availability. This configuration provides failover capability in case an
instance of Cloudera Manager fails.

Note: Cloudera Manager high availability feature is only supported with CDP Private Cloud Base 7.1.8
E version or higher.

These steps configure Cloudera Manager into an highly available Active-Passive configuration. The Active-Passive
configuration supports only 2 hosts running Cloudera Manager along with an external load balancer. Load balancer
configuration defines the active vs passive hosts and active host serves all requests during normal operation. The load
balancer monitors both active and passive hosts and automatically diverts requests to the passive host if the active
host is unresponsive for a given (configured in the load balancer) period of time. If the active host becomes available
again, the load balancer automatically redirects the requests back to the active host. Cloudera Manager also internally
uses a priority parameter to decide which host will take the active role to process commands within the system and
which host will take over the passive role when both hosts boot up and become functional.
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Prerequisites for configuring Cloudera Manager for high availability
Prerequisites for configuring Cloudera Manager for high availability.

Important: If you are on an old Cloudera Manager high availability setup and planning to upgrade to
Cloudera Manager 7.7.1 or higher version then post Cloudera Manager upgrade, you must remove the old
Cloudera Manager high availability setup and set up a new high availability for Cloudera Manager 7.7.1 or
higher version as per the following instructions. The old Cloudera Manager high availability setup is not
supported with Cloudera Manager 7.7.1 or higher version.
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To configure high availability for Cloudera Manager, you must:

* Provide an separate host for each Cloudera Manager instance.

« Configure the database used by Cloudera Manager to run on adifferent host than the Cloudera Manager instances.
« Install and configure aload balancer to process requests to Cloudera Manager.

« |If you are expanding an existing deployment to use Cloudera Manager high availability:

« Backup the Cloudera Manager database. See Back Up the Cloudera Manager Databases./
« |If TLSisenabled, backup the certificates.

» Theload balancer must be configured to accept connection reguests (both TCP and HTTP) for Cloudera Manager
and redirect them to one of the Cloudera Manager instances. Consult the documentation for your load balancer for
setup and configuration procedures.

Cloudera recommends the HAProxy load balancer. See Sample Configuration Filesfor HAProxy on page 143.
e |f TLSisenabled for Cloudera Manager, configure the load balancer as follows:

« Theload balancer must be configured with its own TLS certificate.

» Theload balancer must be configured to terminate and re-establish TLS connections to the underlying
Cloudera Manager hosts on ports 7182 and 7183. TL S must be enabled on those ports.

» Theload balancer configuration for port 7182 must use the load balancer’ s certificate for mutual TLS
authentication.

e |fusing Auto-TLS, al Cloudera Manager Server hosts must also have the Cloudera Manager agent package
installed on them.

« |f using Kerberos Active Directory for user authentication, ensure that the Kerberos and LDAP client packages are
installed on all Cloudera Manager hosts.

There areimpacts and limitations you should be aware of when using Cloudera Manager in high-availablity mode.

For a cluster running with Cloudera Manager High Availability in Active-Passive, it has some known limitations that
you must be aware of.

¢ During the failover time (normally, afew seconds), any incoming API callswill be dropped because the load
balancer will not redirect any API call to the Passive server during that period.

» Some commands that work with files (e.g. GenerateCMCA) may fail if a Cloudera Manager Server failover
happens halfway. Those fileswill not be transferred during failover. Y ou should retry such commands manually.

* You cannot enable Secure Credential Storage if Cloudera Manager high availability has been configured.

» The QueueManager service should be manually restarted if it indicates stale configuration after you restart the
Cloudera Manger server after setting up High Availability.

« If the Active instance of Cloudera Manager server fails, and Cloudera Manager fails over to the Passive instance,
Parcels must be downloaded again to the Passive instance. (Required only when adding new hosts, or services.)

* You can see some instances of following errorsin server logs, which can be safely ignored:

ERRCR or g. hi ber nat e. engi ne. j 1dbc. bat ch. i nt ernal . Bat chi ngBat ch - HHHO0031
5:
Excepti on executing batch [org. hi bernate. Stal eSt at eExcepti on:

Bat ch update returned unexpected row count fromupdate [0]; actual row co
unt: 0; expected: 1; statenment executed:

» HiveReplication may fail if it occurs during a Cloudera Manager failover event. After the failover, subsequent
replications will succeed.
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For a cluster running with Cloudera Manager High Availability in Active-Passive, it may behave differently from a
non-HA Cluster in terms of success/failure/retry of operations.

If the Active Cloudera Manager server failswhile running commandsor API calls:

In general, “a server communication error warning” will pop up on the command processing Ul.
Once the Load Balancer redirects the traffic to the passive server, the warning will go away and the
command will continue running.

The failover time should be fairly short (the default for HAProxy is 4-6 seconds). However, during
that period, Cloudera Manager will fail to respond to any API call and does not retry failed AP
cals.

if the Active server isrunning while the Passive server fails

If the Passive server node fails, the load balancer should be aware of this by monitoring the health
check packets. Aslong asthe Active node is running, users will not be affected.

If both Active and Passive server s fail

The Cloudera Manager Admin Console will no longer be accessible since there is no functional
server running at this point.

Once a Cloudera Manager Server node has been repaired or replaced (either the Active or Passive
instance), the Load Balancer will start directing traffic to that node, and commands that werein
flight at the time of failure will be restarted.

Timetaken by failover from the Activeto Passive server instance
It depends on the health check settings of your load balancer. Take HAProxy as an example, by
default, three consecutive failed checks are needed to remove the server from the load balancing
rotation. Theinterval of each health check is normally 2 seconds. So it might take HaProxy 4-6
seconds to do the failover under a default setting.

Timetaken to fail back from the Passive server to the Active server
It can take up to 25 secondsto fail back from the Passive server to the Active server. During this
time the Cloudera Manager Admin Console returns a 404 error. This additional timeis taken by the
Cloudera Manager server to become operational.

On HA-mode compatible versions, the naming of the Cloudera Manager server entities has changed to distinguish
between multiple instances. This change will impact the customers that are upgrading from an earlier version.

In the earlier versions, the Cloudera Manager server name was cloudera_manager_server, which changed to CMSE
RVER:{ CLOUDERA MANAGER SERVER SHOST NAME}.Due to this name convention change, you will observein
the chart below that the Cloudera Manager server has a new name and color on the charts. Meanwhile, the metrics for
the old entity name are till available.

The cyan areain the chart represents the single Cloudera Manager server running in non-HA mode. The green and
purple areas represent the 2 Cloudera Manager servers with HA enabled.
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Cloudera Manager JYM Heap Memory Usage
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The metrics are till available with the old entity name (cloudera_manager_server) after an upgrade to an HA-
compatible version.

Thefilter for all Cloudera Manager server metrics has been changed. In the earlier versions this query has been used
to query cm_database size:

SELECT cm dat abase_si ze WHERE entityNane = "cl oudera_nmanager _server" AND cat
egory = CMSERVER
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Now in the predefined plots and chart library, this query is being used:

sel ect cm dat abase_si ze where category = CVSERVER

Stepsto install Cloudera Manager with high availability.

1. Provision an external database for use by Cloudera Manager.
2. Provision two hosts for Cloudera Manager.

3. Repeat the steps to install Cloudera Manager on each of the hosts to be used for Cloudera Manager high
availability. Skip these auto-TL S steps on the passive host. Do not start Cloudera Manager on any hosts until you
complete the following:

a. Configure both the active and passive Cloudera Manager instances to connect to the same database. Y ou
configure this by running the scm_prepare database.sh script on each Cloudera Manager host. Specify the
database host with the --host option.

b. 1. Oneach Cloudera Manager host, edit the following file: /etc/default/cloudera-scm-server
2. Findthelinethat beginswith export CMF_JAVA_OPTS and add the following parameter:

- Dcom cl ouder a. cnf . haMbde=t rue

3. Findthelinethat beginswith export CMF_SERVER_ARGS and insert the following inside the quotes:
--ha-priority <number>

The --ha-priority sets the priority of the server. The number has to be a non zero positive integer. The lower
the number is, the higher priority the server has. Thus, the active server should have a smaller “ha-priority”
number than the passive server. When the hardware of the previous running host gets replaced, make sure the
new active server aways has a higher priority (smaller ha-priority number) than the passive server. To start
with, the suggested values are * 10’ for the active server, and ‘20’ for the passive server. Increment by 10 for
each additional passive server.

For example:

export CMF_SERVER ARGS="--ha-priority 10"
export CMF_JAVA OPTS="- Xmx2G - XX: MaxPer nSi ze=256m - XX: +HeapDunpOnQut O
MenmoryError - XX: HeapDunpPat h=/tnp - Dcom cl ouder a. cnf . haMode=t r ue

c. Savethefile
4, Start oneinstance of Cloudera Manager and wait for the Cloudera Manager server to come online.
Start the Load Balancer.
6. Configure the Cloudera Manager Hostname Override:

o

a. Log in to the Cloudera Manager Admin Console, and go to Administration > Settings.
b. Select Ports and Addresses.
c. Set the Cloudera Manager Hostname Override parameter to contain the fully qualified domain name of the
load balancer.
7. 1f you have enabled TL S for Cloudera Manager, do the following:

a. Locatethe Verify Agent Hostname Against Certificate configuration parameter, and uncheck it. (Go to
Administration > Settings and search for this parameter.)

b. Ensurethat the CA certificate signing the load balancer’s TL S certificate is trusted by Cloudera Manager
server.

c. The CA certificate signing the load balancer’s TLS certificate must be specified in the file referenced by the
ClouderaManager TLS/SSL Trust Store File configuration parameter (Go to AdministrationSettings Security
and search for this parameter.)

8. Restart the active instance of Cloudera Manager Server.
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9. CM agentson al hosts must point to load balancer for communicating with CM servers.

If you are adding high availability to an existing set of hosts managed by Cloudera Manager, configure the
Cloudera Manager agents on all managed hosts with the fully-qualified domain name of the load balancer.

Note: If you are setting up a new cluster with new hosts, skip this step. On al existing Cloudera
Manager-managed hosts, change the following in the /etc/cloudera-scm-agent/config.ini file:

server _host =FULLY QUALI FI ED DOVAI N NAME OF THE LOAD BALANCER

If your host provisioning system automatically adds new hosts to Cloudera Manager without using the Cloudera
Manager Add Host wizard, ensure the above server_host line in the /etc/cloudera-scm-agent/config.ini is
configured with the fully-qualified domain name of the load balancer. This may be needed in systems using pre-
created host images.

10. If you have enabled TL S for Cloudera Manager, the CA certificate signing the load balancer’s TL S certificate
must be specified. On al Cloudera Manager-managed hosts, add the following to the /etc/cloudera-scm-agent/conf
ig.ini file:

verify cert file=LOAD BALANCER CA CERT. PEM

(Replace load_balancer_ca cert.pem with the file containing the certificate.)

11. Perform rotation of Auto-TL S certificates (See Rotate Auto-TL S Certificate Authority and Host Certificates) with
location parameter set to blank to store the certificates in DB instead of file system. Thisisimportant to ensure
that both the hosts are able to use the auto TL S certificates after rotation.

12. Restart the Cloudera Manager agents by running the following command on all managed hosts:

sudo service cl oudera-scm agent restart

13. Start the passive instance of the Cloudera Manager server.
14. Continue with cluster installation and wait for the new cluster to start up.

15. Verify that both Cloudera Manager hosts are showing good health in the Cloudera Manager Admin Console. (Go
to Hosts All Hosts to check the status of the hosts of the Cloudera Manager Servers.)

Primary/secondary node fails:

1. Set up anew Cloudera Manager server node as per above steps

2. Update the load balancer configuration to update the host name of replaced host.

3. Ensurethat the priority of active host remains higher (smaller value of the --ha-priority property) than the passive
host.

4. Ensure the Cloudera Manager server is running on the host before restarting load balancer.
5. Restart load balancer server.

Load Balancer fails

1. Set up anew load balancer using the existing configuration.
2. Ensure that the load balancer endpoint remains the same as it is configured in the Cloudera Manager server and
agents.

Y ou can use the supplied configuration files to configure the HAProxy load balancer for deployments with and
without TLS or as a guide when using a different type of load balancer.

HAProxy is an open source load balancer. It can be used as aload balancer in front of the Cloudera Manager hosts.
Other load balancers may be used instead of HAProxy.
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Below is are samples of an haproxy.config file, one for deployments where TLS s enabled, and a second samlple
without TLS. If you choose a different type of load balancer, use this configuration file as a guide for configuring the
load balancer.

In the files below, <cert.pem> refers to a PEM-encoded file containing a concatenation of the load balancer’s
certificate and corresponding private key. Ensure that the private key does not have a passphrase. HAProxy does not
support private keys protected with a passphrase.

Replace <cm_host_1> and <cm_host_2> with the actual DNS names of the Cloudera Manager server hosts. The
passive server isindicated by the use of the backup keyword in the server definition line, as used in the file below.

# _____________________________________________________________________
# commpn defaults that all the 'listen' and 'backend' sections wll
# use if not designated in their block
o
defaul ts
ti meout http-request 10s
ti meout queue 1m
ti meout connect 10s
timeout client 10m
ti meout server 10m
#timeout http-keep-alive 10s
ti meout check 10s
maxconn 3000

# enable admi n stats at :8000/ haproxy?stats
listen adnin

bi nd *: 8000

stats enabl e

gl obal
|l og /dev/log | ocal0
| og | ocal host locall notice
maxconn 2000
daenon

defaul ts
| og gl obal
node tcp
option tcpl og
option dont! ognul
retries 3
ti meout connect 5000
ti meout client 50000
ti meout server 50000

frontend http-in
bind *:7183 ssl crt <cert. penr
defaul t _backend cnservers

backend cnservers
node tcp
option tcpl og
option | og-health-checks
option redispatch
| og gl obal
bal ance roundr obi n
ti meout connect 10s
ti meout server 1m
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# active server

server cml <CM HOST_1>: 7183 check ssl verify none crt <cert.penp

# passive server

server cn2 <CM HOST 2>: 7183 check backup ssl verify none crt <cert.penp

frontend agents
bind *:7182 ssl crt <cert.penp
default _backend foragents

backend foragents
node tcp
option tcpl og
option | og-health-checks
option redispatch
| og gl obal
bal ance roundrobi n
ti meout connect 10s
ti meout server 1m
server cml <CM HOST_1>: 7182 check ssl verify none crt <cert.penp
server cn2 <CM HOST 2>: 7182 check backup ssl verify none crt <cert.penp

defaul ts
ti meout http-request 10s
ti meout queue 1m
ti meout connect 10s
timeout client 10m
ti meout server 10m
#ti meout http-keep-alive 10s
ti meout check 10s
maxconn 3000

# enable admin stats at :8000/ haproxy?stats
listen adm n

bi nd *: 8000

stats enabl e

gl obal

log /dev/log localO

| og | ocal host locall notice

maxconn 2000

daenon
defaul ts

| og gl obal

node tcp

option tcpl og

option dontl ognul

retries 3

ti meout connect 5000

ti meout client 50000

ti meout server 50000
frontend http-in

bind *:7180

default _backend cnservers
backend cnservers

node tcp

option tcpl og

option | og-health-checks

option redispatch
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| og gl obal

bal ance roundrobi n

ti meout connect 10s

ti meout server 1m

server cml <cm host 1>: 7180 check

server cnm2 <cm host_2>: 7180 check backup
frontend agents

bind *:7182

default _backend foragents

backend foragents
node tcp
option tcpl og
option | og-health-checks
option redispatch
| og gl obal
bal ance roundrobi n
ti meout connect 10s
ti meout server 1m
server cml <cm host _1>: 7182 check
server cn2 <cm host 2>: 7182 check backup

Y ou can configure Cloudera Manager to encrypt sensitive information stored in the Cloudera Manager database by
configuring a Credential Storage Provider (CSP).

i Important: Thisfeatureisin technical preview and should not be used in a production environment.

Cloudera Manager stores avariety of sensitive information required for normal operations. This sensitive information
is stored in plain text, either in the Cloudera Manager database or on disk.

Y ou can configure Cloudera Manager to encrypt these sensitive values by configuring a Secure Credential Store that
stores an encryption key to encrypt and decrypt sensitive information that are then stored in encrypted form only in
the Cloudera Manager database. The following types of sensitive information can be encrypted:

« Configuration parameters containing usernames and passwords (except for those needed for Cloudera Manager to
access the CSP).

» Kerberos keytabs
Y ou can choose from the following types of Secure Credential Store:

* None - Sensitive information is not encrypted in the Cloudera Manager database.

e Vault—You caninstal and configure an external Vault, located on a different host, if desired. Cloudera
recommends Vault from Hashicorp.

« Embedded — The credentials are stored on disk, on the Cloudera Manager server host that is protected by file
permissions. Thistypeis less secure than using a Vault, but is easier to set up and manage.

There are currently the following limitations:

» Sensitiveinformation that was written to the database before the CSP is enabled will not be encrypted
automatically. If you change any sensitive information, it will be encrypted.

Y ou can regenerate K erberos credentials, which will then be encrypted. To regenerate the credentials, go to
Administration SecurityKerberos.
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e Auto-TLSkeys are not encrypted.

* Norotation of encryption keys.

e The CSP Keystore Password, CSP Truststore Password and CM Truststore Password are not encrypted, as they
are needed to connect to the CSP.

« After you set the CSP type using the Cloudera Manager Admin Console, you cannot change the Storage Provider
type to another type or to None. To change the type, you must first disable the CSP and then configure a new
type using the Cloudera Manager Admin Console. See Disabling or changing the Credential Storage Provider
(Technical Preview) on page 148.

» The Cloudera Manager High Availability configuration is currently not supported with the Cloudera M anager
Secure Credential Provider.

Steps to configure Cloudera Manager to encrypt sensitive information stored in the Cloudera Manager database by
configuring a Credential Storage Provider (CSP).

i Important: Thisfeatureisin technical preview and should not be used in a production environment.

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

IMPORTANT — You must complete al of the steps below, including uploading the certificates, before the final step
to restart the Cloudera Manager server. Failure to do so will mean that you will not be able to restart the Cloudera
Manager server.

1. If you are using the Vault, install and configure the Vault on a host with network connectivity to the Cloudera
Manager server:
a) Install and configure the Vault from Hashicorp.
b) Configure TLS.
¢) Enablethe Vault secrets engine at a path that will be dedicated to Cloudera Manager’s use. Any Vault secrets
engine is supported. See https://www.vaultproject.io/docs/secrets for more information. For example, the
following enables a kv type secrets engine at path cm-secrets/:

vault cmsecrets enabl e -pat h=secret kv

d) A certificate authentication method must be configured at the path certs/certl. Thisis how Cloudera Manager
will authenticate with Vault. The method must have a policy that allows Create/Update/List/Read/Delete at
the applicable secrets path. See https://www.vaultproject.io/docs/auth/cert for more information on certificate
authentication and https://www.vaultproject.io/docs/concepts/policies for more information on vault policies.

Example setup:

vault auth enable cert 1
vault wite auth/cert/certs/certl display_name=exanpl e polici es=exanpl e-
policy certificate=@our-ca-cert.pem

Example policy:

path "cmsecrets/*"
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capabilities = ["create", "read", "update", "list", "delete"]

€) The Vault must be unsealed by the user whenever Cloudera Manager is running. See https.//
www.vaultproject.io/docs/concepts/seal for instructions on unsealing Vault.

2. Configure the Secure Credential Store in Cloudera Manager:

a) Open the Cloudera Manager Admin Console.
b) Go to AdministrationSettings and select the Security category.
¢) Select the Credential Storage Provider Type. Choose one of the following:

* None - Sensitive information is not encrypted in the Cloudera Manager database.

« Vault-You caninstal and configure an externa Vault, located on a different host, if desired. Cloudera
recommends Vault from Hashicorp.

« Embedded — The credentials are stored on disk, on the Cloudera Manager server host that is protected by
file permissions. Thistypeisless secure than using a Vault, but is easier to set up and manage.

Important: After you configure the CSP, do not select the None option to disable the CSP. See
Disabling or changing the Credential Storage Provider (Technical Preview) on page 148.

3. If you selected Vault, configure the following parameters:

* Credential Storage Provider Address — enter the URL of the host where the Vault isinstalled.

e Secrets Store Path — the path, on the host where the Vault isinstalled where credentials are written. The
directory specified here must not be used for anything else.

e Credential Storage Provider Storage Path — the location on the Cloudera Manager server host where
certificates for the Vault are stored. Y ou can keep the default location of /opt/cloudera/csp-data or change it if
needed.

4. Upload the following certificates, by copying them to the Cloudera Manager server host to the directory specified
with the Credential Storage Provider Storage Path parameter, using the exact file name shown below, or you

can use the Cloudera Manager API to upload the certificates using the CspResource endpoint. (Y ou can use the

Cloudera Manager API Explorer to do this. Go to SupportAPI Explorer .

Certificate authority csp-ca.pem
Client certificate csp-client.pem
Client key csp-client.key

5. Restart the Cloudera Manager Server:
f Important: Do not restart the Cloudera Manager server if you have not completed all of the above steps.

sudo service cl oudera-scm server restart

Sensitive information is now encrypted in the Cloudera Manager database.

Follow the steps in this topic to disable the Credential Storage Provider (CSP) or change its type.
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f Important: Thisfeatureisin technical preview and should not be used in a production environment.

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

To change the CSP type, disable the Credential Storage Provider using the steps below, then configure anew CSP
using the new type.

Log in to the Cloudera Manager Admin Console.

Open the Cloudera Manager API Explorer. Go to SupportAPI Explorer.
L ocate the /cm/commands/disableCSP endpoint.

Click Try it out.

Click Execute.

If you want to enable a different type of CSP, see Configuring a Secure Credential Storage Provider for Cloudera
Manager (Technical Preview) on page 147.

o 0k~ wDdPE

The Credentia Storage Provider is disabled and the credentials and configurations stored in the CSP are decrypted.

Resource management helps ensure predictable behavior by defining the impact of different services on cluster
resources.

Use resource management to:

e Guarantee completion in areasonable time frame for critical workloads.
» Support reasonable cluster scheduling between groups of users based on fair allocation of resources per group.
* Prevent users from depriving other users access to the cluster.

Statically allocating resources using cgroups is configurable through a single static service pool wizard. Y ou allocate
services as a percentage of total resources, and the wizard configures the cgroups.

For example, the following figure illustrates static pools for HBase, HDFS, Impala, and Y ARN servicesthat are
respectively assigned 20%, 30%, 20%, and 30% of cluster resources.
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Service Pools

Impala Resource Pools
20%

Y ou can dynamically apportion resources that are statically allocated to Y ARN and Impala by using dynamic
resource pools.

Depending on the version of Cloudera Runtime you are using, dynamic resource poolsin Cloudera Manager support
the following scenarios:

* YARN - YARN manages the virtual cores, memory, running applications, maximum resources for undeclared
children (for parent pools), and scheduling policy for each pool. In the preceding diagram, three dynamic resource
pools—Dev, Product, and Mktg with weights 3, 2, and 1 respectively—are defined for Y ARN. If an application
starts and is assigned to the Product pool, and other applications are using the Dev and Mktg pools, the Product
resource pool receives 30% x 2/6 (or 10%) of the total cluster resources. If no applications are using the Dev and
Mktg pools, the Y ARN Product pool is alocated 30% of the cluster resources.

» Impala- Impaamanages memory for pools running queries and limits the number of running and queued queries
in each pool.

Static Service Pools

Satic service poolsisolate the servicesin your cluster from one another, so that load on one service has a bounded
impact on other services.

Services are allocated a static percentage of total resources—CPU, memory, and I/O weight—which are not shared
with other services. When you configure static service pools, Cloudera Manager computes recommended memory,
CPU, and I/O configurations for the worker roles of the services that correspond to the percentage assigned to each
service. Static service pools are implemented per role group within a cluster, using Linux control groups (cgroups)
and cooperative memory limits (for example, Java maximum heap sizes). Static service pools can be used to control
access to resources by HBase, HDFS, Impala, MapReduce, Solr, Spark, Y ARN, and add-on services. Static service
pools are not enabled by default.

E Note:

1/0 alocation only works when short-circuit reads are enabled.

« 1/O dlocation does not handle write side I/O because cgroups in the Linux kernel do not currently support
buffered writes.
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Select ClustersCLUSTER NAMEStatic Service Pools. If the cluster hasaY ARN service, the Static Service Pools
Status tab displays and shows whether resource management is enabled for the cluster, and the currently configured
service pools.

To enable and configure static service pools, you enter the percentage of resources to allocate to each service and then
restart the cluster.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. Select ClustersCLUSTER NAMEStatic Service Pools.

2. Click the Configuration tab.
The Step 1 of 4: Basic Allocation Setup page displays. In each field in the basic allocation table, enter the
percentage of resources to give to each service. The total must add up to 100%.

3. Click Continue to proceed.
Step 2: Review Changes - The allocation of resources for each resource type and role displays with the new values
aswell asthe values previously in effect. The values for each role are set by role group; if there is more than one
role group for agiven role type (for example, for RegionServers or DataNodes) then resources will be allocated
separately for the hosts in each role group.

4, Take note of changed settings. If you have previously customized these settings, check these over carefully:
* Click the » to theright of each percentage to display the alocations for asingle service. Click > to the right of

the Total (100%) to view al the allocations in a single page.
« Click the Back button to go to the previous page and change your alocations.

5. When you are satisfied with the allocations, click Continue.
The Step 3 of 4: Restart Services page displays.

6. To apply the new allocation percentages, click Restart Now to restart the cluster. To skip this step, click Restart
Later. If HDFS High Availability is enabled, you will have the option to choose arolling restart.

7. Step 4 of 4: Progress displays the status of the restart commands. Click Finished after the restart commands
complete.

After you enable static service pools, there are three additional tasks:

8. Delete everything under the local directory path on NodeManager hosts. The local directory path is configurable,
and can be verified in Cloudera Manager with YARN Configuration NodeManager Local Directories .

9. Enable cgroups for resource management. Y ou can enable cgroups in Cloudera Manager with Y arn Configuration
Use CGroups for Resource Management .

10. If you are using the optional Impala scratch directory, delete al filesin the Impala scratch directory. The directory
path is configurable, and can be verified in Cloudera Manager with Impala Configuration Impala Daemon Scratch
Directories.

To disable static service pools, disable cgroup-based resource management for all hostsin al clusters.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

1. Inthe main navigation bar, click Hosts.
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Click the Configuration tab.

Select ScopeResource Management.

Clear the Enable Cgroup-based Resource Management property.
Click Save Changes.

Restart all services.

o 0k~ WD

Static resource management is disabled, but the percentages you set when you configured the pools, and all the
changed settings (for example, heap sizes), are retained by the services. The percentages and settings will also be used
when you re-enable static service poals. If you want to revert to the settings you had before static service pools were
enabled, follow the proceduresin Viewing and Reverting Configuration Changes.

Cloudera Manager can use Linux Control Groups (cgroups) to manage cluster resources.

Minimum Required Role: Full Administrator. This feature is not available when using Cloudera Manager to manage
Data Hub clusters.

Cloudera Manager supports the Linux control groups (cgroups) kernel feature. With cgroups, administrators can
impose per-resource restrictions and limits on services and roles. This provides the ahility to allocate resources using
cgroups to enable isolation of compute frameworks from one another. Y ou configure resource allocations by setting
Service configuration properties for cluster services and roles.

If you have configured cgroupsin the Linux environment for your cluster hosts, you can choose to use those custom
cgroupsinstead of the default cgroup configurations provided by Cloudera Manager. Y ou cannot mix these Cloudera
Manager-managed cgroups with custom cgroups managed in your Linux environment.

Enabling Linux Control Groups (cgroups) using Cloudera Manager.

Y ou can configure Cloudera Manager to use Linux Control Groups (cgroups) to manage cluster resources. After
enabling cgroups for Resource management, you use Service configuration properties to allocate resources by CPU
shares, I/O, and memory.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Cgroups-based resource management can be enabled for all hosts, or on a per-host basis.

1. Click Hosts Host Configuration.
2. Click CategoryResource Management.
3. Select the Enable Cgroup-based Resource Management parameter.
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4. To enable Cgroups only on specific hosts:

a) Click the Add Host Overrideslink.
The Add Host Overrides page displays.
b) Select the hosts where you want to enable Cgroups.
c) Click the Add button.
The Host Configuration page displays.
d) De-select the All Hosts option in the Enable Cgroup-based Resource Management configuration.
€) Click Save Changes.
5. Restart all roles on the host(s).

6. To configure the default Cloudera Manager resource parameters, see Configuring Resource Parameters on page
153. If you are using Custom Cgroups to allocate resources, you configure those resource parametersin the
Linux environment.

Limitations

« Role group and role instance override cgroup-based resource management parameters must be saved one at atime.
Otherwise some of the changes that should be reflected dynamically will be ignored.

e Therole group abstraction is an imperfect fit for resource management parameters, where the goal is often to
take a numeric value for a host resource and distribute it amongst running roles. The role group represents a
"horizontal" dlice: the same role across a set of hosts. However, the cluster is often viewed in terms of "vertical"
slices, each being a combination of worker roles (such as TaskTracker, DataNode, RegionServer, Impala Daemon,
and so on). Nothing in Cloudera Manager guarantees that these disparate horizontal slices are "aligned" (meaning,
that the role assignment is identical across hosts). If they are unaligned, some of the role group vaues will be
incorrect on unaligned hosts. For example a host whose role groups have been configured with memory limits but
that's missing arole will probably have unassigned memory.

After enabling cgroups, you can restrict and limit the resource consumption of roles (or role groups) on a per-resource
basis.

Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

All of these parameters can be found in the Cloudera Manager Admin Console, under the Resource M anagement
category. To change resource allocations:

1. Inthe Cloudera Manager Admin Console, go to the service where you want to configure resources.

2. Click the Configuration tab.

3. Select CategoryResource Management.

4, Locate the configuration parameters that begin with "Cgroup™. Y ou can specify resource alocations for each type
of resource (CPU, memory, etc.) for al roles of the service using these parameters, or you can specify different
alocations for each role by clicking the Edit Individual Values link. Edit any of the following parameters:

e CPU Shares - The more CPU shares given to arole, the larger its share of the CPU when under contention.
Until processes on the host (including both roles managed by Cloudera Manager and other system processes)
are contending for al of the CPUs, thiswill have no effect. When there is contention, those processes with
higher CPU shares will be given more CPU time. The effect is linear: a process with 4 CPU shares will be
given roughly twice as much CPU time as a process with 2 CPU shares.

Updates to this parameter are dynamically reflected in the running role.
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1/O Weight - The greater the 1/0 weight, the higher priority will be given to 1/O regquests made by the role
when 1/O is under contention (either by roles managed by Cloudera Manager or by other system processes).

This only affects read requests; write requests remain unprioritized. The Linux 1/O scheduler controls when
buffered writes are flushed to disk, based on time and quantity thresholds. It continually flushes buffered
writes from multiple sources, not certain prioritized processes.

Updates to this parameter are dynamically reflected in the running role.

Memory Soft Limit - When the limit is reached, the kernel will reclaim pages charged to the processif
and only if the host is facing memory pressure. If reclaiming fails, the kernel may stop the process. Both
anonymous as well as page cache pages contribute to the limit.

After updating this parameter, you must restart the role for changes to take effect.

Memory Hard Limit - When arol€e's resident set size (RSS) exceeds the value of this parameter, the kernel

will swap out some of the role's memory. If it isunableto do so, it will stop the process. The kernel measures
memory consumption in amanner that does not necessarily match what the top or ps report for RSS, so expect
that thislimit is a rough approximation.

After updating this parameter, you must restart the role for changes to take effect.

5. Click Save Changes.
6. Restart the service or roles where you changed values.

See Restarting a Cloudera Runtime Service on page 80 or Starting, Stopping, and Restarting Role Instances on
page 63.

Suppose you have MapReduce deployed in production and want to roll out Impala without affecting production
MapReduce jobs. For simplicity, we will make the following assumptions:

» The cluster is using homogenous hardware

» Each worker host has two cores

« Each worker host has 8 GB of RAM

» Each worker host is running a DataNode, TaskTracker, and an Impala Daemon
« Eachroletypeisinasinglerole group

« Cgroups-based resource management has been enabled on all hosts

CPU

Memory

110

1. Leave DataNode and TaskTracker role group CPU shares at 1024.
Set Impala Daemon role group's CPU shares to 256.

3. The TaskTracker role group should be configured with a Maximum Number of Simultaneous Map Tasks of 2 and
aMaximum Number of Simultaneous Reduce Tasks of 1. Thisyields an upper bound of three MapReduce tasks at
any given time; thisis an important detail for memory sizing.

N

Set Impala Daemon role group memory limit to 1024 MB.

Leave DataNode maximum Java heap size at 1 GB.

Leave TaskTracker maximum Java heap sizeat 1 GB.

Leave MapReduce Child Java Maximum Heap Size for Gateway at 1 GB.

Leave cgroups hard memory limits alone. We'll rely on "cooperative" memory limits exclusively, asthey yield a
nicer user experience than the cgroups-based hard memory limits.

a s wDn e

=

Leave DataNode and TaskTracker role group I/O weight at 500.
2. Impala Daemon role group I/O weight is set to 125.

When you're done with configuration, restart all services for these changes to take effect. The results are;

1. When MapReduce jobs are running, al Impala queries together will consume up to afifth of the cluster's CPU
resources.

2. Individua Impala Daemons will not consume more than 1 GB of RAM. If thisfigure is exceeded, new queries
will be cancelled.
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3. DataNodes and TaskTrackers can consume up to 1 GB of RAM each.

4. We expect up to 3 MapReduce tasks at a given time, each with a maximum heap size of 1 GB of RAM. That's up
to 3 GB for MapReduce tasks.

5. Theremainder of each host's available RAM (6 GB) isreserved for other host processes.

6. When MapReduce jobs are running, read requests issued by Impala queries will receive afifth of the priority of
either HDFS read requests or MapReduce read requests.

Cgroups are afeature of the Linux kernel, and as such, support depends on the host's Linux distribution and version as
shown in the following tables. If a distribution lacks support for a given parameter, changes to the parameter have no
effect.

The exact level of support can be found in the Cloudera Manager Agent log file, shortly after the Agent has started. In
thelog file, look for an entry like this:

Found cgroups capabilities: {

"has_nenory': True,

"default _nmermory_linit_in_bytes': 9223372036854775807,
"witabl e_cgroup_dot _procs': True,

"has_cpu': True,

"default bl kio _weight': 1000,

"default _cpu_shares': 1024,

"has_bl ki o': True}

The has_cpu and similar entries correspond directly to support for the CPU, 1/O, and memory parameters.

Instead of using the default Cloudera Manager cgroups for resource management, you can configure Custom
Cgroups. Y ou must configure these cgroups in the Linux environments of your cluster hosts before enabling Custom
Cgroups in Cloudera Manager. Y ou can configure Custom cgroups for al or selected roles of a service.

Important: When you configure a custom cgroup for any service or role, al of the other cgroup

& configurations managed by Cloudera Manager are ignored. Y ou cannot choose to only override asingle
cgroup subsystem. Any subsystems not defined in the custom cgroup configuration parameter will be set to
the operating system defaullt.

1. If you have not already enabled cgroups, enable Resource Management with Control Groups. See Enabling
Resource Management with Control Groups on page 152.

In the Cloudera Manager Admin Console, go to the service where you want to enable custom cgroups.
Click the Configuration tab.

Select CategoryResource Management.

L ocate the Custom Control Group Resources (overrides Cgroup settings) configuration parameter.

ISAE I N
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6. To configure cgroups for al roles of the service:

a) Enter the names of the pre-configured cgroups you want to apply to the service. Separate the cgroup names
using asingle space. Use the following format:

<SUBSYSTEM>: <PATH>
or
<SUBSYSTEM>, <SUBSYSTEM>, ...:<PATH>

Thisisthe same format used to launch processes from the Linux command line using the cgexec command.

For example, to enable a CPU control group:

cpu: myCgr oup

For more information, see the documentation for your operating system.
b) Click Save Changes.
c) Restart the service. See Restarting a Cloudera Runtime Service on page 80.
7. To enable a custom cgroup for one or more roles of this service:
a) Click the Edit Individual Values link.
A text box for each role of this service displays.

b) Enter the names of the pre-configured cgroups you want to apply to each role using the format described in the
previous step.

¢) Restart each role where you configured a custom cgroup. See Starting, Stopping, and Restarting Role Instances
on page 63.

The Service Monitor and Host Monitor roles in the Cloudera Management Service store time series data, health data,
and Impala query and Y ARN application metadata.

The Service Monitor stores time series data and health data, Impala query metadata, and Y ARN application metadata.

By default, the datais stored in /var/lib/cloudera-service-monitor/ on the Service Monitor host. Y ou can change this
by modifying the Service Monitor Storage Directory configuration (firehose.storage.base.directory). To change this
configuration on an active system, see Moving Monitoring Data on an Active Cluster.

Y ou can control how much disk space to reserve for the different classes of data the Service Monitor stores by
changing the following configuration options:

« Time-series metrics and health data - Time-Series Storage (firehose time series storage bytes- 10 GB defaullt,
10 GB minimum)

e Impaaquery metadata - Impala Storage (firehose impala_storage bytes- 1 GB default)

*  YARN application metadata - YARN Storage (firehose yarn_storage bytes- 1 GB default)

For information about how metric datais stored in Cloudera Manager and how storage limits impact data retention,
see Data Granularity and Time-Series Metric Data.

The default values are small, so you should examine disk usage after several days of activity to determine how much
space is needed.

The Host Monitor stores time series data and health data.
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By default, the datais stored in /var/lib/cloudera-host-monitor/ on the Host Monitor host. Y ou can change this by
modifying the Host Monitor Storage Directory configuration. To change this configuration on an active system,
follow the procedure in Moving Monitoring Data on an Active Cluster.

Y ou can control how much disk space to reserve for Host Monitor data by changing the following configuration
option:

» Time-series metrics and health data: Time Series Storage (firehose_time_series_storage bytes - 10 GB default, 10
GB minimum)

For information about how metric datais stored in Cloudera Manager and how storage limits impact data retention,
see Data Granularity and Time-Series Metric Data.

The default valueis small, so you should examine disk usage after several days of activity to determine how much
space they need. The Charts Library tab on the Cloudera Management Service page shows the current disk space
consumed and its rate of growth, categorized by the type of data stored. For example, you can compare the space
consumed by raw metric data to daily summaries of that data.

The Cloudera Management Service page shows the current disk space consumed and its rate of growth, categorized
by the type of data stored. For example, you can compare the space consumed by raw metric data to daily summaries
of that data.

1. Select ClustersCloudera Management Service.
2. Click the Charts Library tab.

The Service Monitor and Host Monitor store time-series metric datain a variety of ways.

When the datais received, it iswritten as-is to the metric store. Over time, the raw datais summarized to and stored
at various data granularities. For example, after ten minutes, a summary point iswritten containing the average of the
metric over the period as well as the minimum, the maximum, the standard deviation, and a variety of other statistics.
This processis summarized to produce hourly, six-hourly, daily, and weekly summaries. This data summarization
procedure applies only to metric data. When the Impala query and Y ARN application monitoring storage limit is
reached, the oldest stored records are deleted.

The Service Monitor and Host Monitor internally manage the amount of overall storage space dedicated to each data
granularity level. When the limit for alevel isreached, the oldest data points at that level are deleted. Metric data for
that time period remains available at the lower granularity levels. For example, when an hourly point for a particular
time is deleted to free up space, adaily point still exists covering that hour. Because each of these data granularities
consumes significantly less storage than the previous summary level, lower granularity levels can be retained for
longer periods of time. With the recommended amount of storage, weekly points can often be retained indefinitely.

Some features, such as adetailed display of health results, depend on the presence of raw data. Cluster utilization
reports depend on hourly data being available for the selected time range. Charts built from weekly data might show a
large gap between the last data point and the current time, as the next data point is not available yet. Other granularity
levels may exhibit asimilar gap, due in part to delays in the summarization process. These gaps may coincide with
another one on the other side of the chart if metric history istoo short to cover the selected time range. Health history
is maintained by the event store dictated by its retention policies.

Y ou can change where monitoring datais stored on a cluster.

1. Stop the Service Monitor or Host Monitor.
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2. Saveyour old monitoring data and then copy the current directory to the new directory (optional).

3. Update the Storage Directory configuration option (firehose.storage.base.directory) on the corresponding role
configuration page.
4, Start the Service Monitor or Host Monitor.

For the best performance, and especially for alarge cluster, Host Monitor and Service Monitor storage directories
should have their own dedicated spindles. In most cases, that provides sufficient performance, but you can divide
your data further if needed. Y ou cannot configure this directly with Cloudera Manager; instead, you must use
symbolic links.

For example, if al your Service Monitor datais located in /data/1/service_monitor, and you want to separate your
Impala data from your time series data, you could do the following:

1. Stop the Service Monitor.

2. Movethe original Impala datain /data/1/service_monitor/impaato the new directory, for example /data/2/impa
la_data.

3. Create asymbolic link from /data/1/service_monitor/impalato /data/2/impala_data with the following command:
In -s /data/2/inpala data /data/1l/service_nonitor/inpala

4. Start the Service Monitor.

Y ou can configure Java heap size and non-Java memory size. The memory recommended for these configuration
options depends on the number of hosts in the cluster, the services running on the cluster, and the number of
monitored entities.

Monitored entities are the objects monitored by the Service Monitor or Host Monitor. As the number of hosts and
services increases, the number of monitored entities also increases.

Aspects of your deployment, workload, and data storage that further increase the number of monitored entities
include, without limitation: role instances, Kudu tablet replicas, Kafka producers, and monitored directories.

In addition to the memory configured, the Host Monitor and Service Monitor use the Linux page cache. Memory
available for page caching on the Host Monitor and Service Monitor hosts improves performance.

To configure memory allocations, determine how many entities are being monitored and then consult the tables below
for required and recommended memory configurations.

To determine the number of entities being monitored:

1. Go to ClustersCloudera Management Service.
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2.

Locate the chart with the title Cloudera Management Service Monitored Entities.

The number of monitored entities for the Host Monitor and Service Monitor displays at the bottom of the chart.
In the following example, the Host Monitor has 46 monitored entities and the Service Monitor has 230 monitored
entities.

Cloudera Management Service Monitored Ent...

200 |

]
[TH]
[= 1001
il
0 B i
12:45 01 PM
m Host Monitor (night.. )] 46 | = Service Monitor (n...] 230

Use the number of monitored entities for the Host Monitor to determine its memory requirements and
recommendations in the tables bel ow.

Use the number of monitored entities for the Service Monitor to determine its memory regquirements and
recommendations in the tables below.

Clusters with HDFS, YARN, or Impaa

Use the recommendationsin this table for clusters where the only services having worker roles are HDFS, YARN,
or Impala.

Number of Monitored Entities = Number of Hosts Required Java Heap Size Recommended Non-Java Heap
Size

0-2,000 0-100 3GB 18GB
2,000-4,000 100-200 45GB 18GB
4,000-8,000 200-400 45GB 36 GB
8,000-16,000 400-800 75GB 36 GB
16,000-20,000 800-1,000 105GB 36 GB

Clusterswith HBase, Solr, Kafka, or Kudu

Use the recommendations when services such as HBase, Solr, Kafka, or Kudu are deployed in the cluster. These
services typically have larger quantities of monitored entities.

Number of Monitored Entities | Number of Hosts Required Java Heap Size Recommended Non-Java Heap
Size

0-30,000 0-100 6 GB 36 GB
30,000-60,000 100-200 9GB 36 GB
60,000-120,000 200-400 10.5GB 36 GB
120,000-240,000 400-800 24 GB 60 GB

Additional tuning

Exact memory requirements on a given cluster are determined by numerous factors, and might change over time.
Following the steps on this page again from time to time, or configuring limits higher than the recommendations
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herein, might become advisable (or necessary). Y ou might notice different symptoms regarding the operation of
Service Monitor or Host Monitor when thisis the case:

* The Pause Duration health test shows Concerning or Bad status.

* Monitoring performance is unsatisfactory in any way.

» Logsfrequently indicate pauses longer than 1000-2000 ms detected by JymPauseM onitor, except when the
message includesno GCs  detected.

Important: Always verify that the above message is present in the logs before taking further action. If
the vmPauseMonitor lines indicate no GCs detected, or they are absent altogether, the root causeislikely
unrelated to memory allocation.

If the recommended settings do not yield satisfactory results, Cloudera recommends using the values from

the next row down until the problem is resolved. If this does not happen even with the highest recommended
values, further increase is possible with no known limits other than the physical memory in the host. Set non-Java
memory size to 100-150% of the Java heap size in this case.

i Important: Using G1GC is strongly recommended for medium to large heap sizes.

If you have selected IAM authentication, no additional steps are needed. If you are not using |AM authentication, use
one of the following three options to provide Amazon S3 credentialsto clients.

Note: This method of specifying AWS credentials to clients does not completely distribute secrets securely
because the credential s are not encrypted. Use caution when operating in a multi-tenant environment.

Programmatic
Specify the credentials in the configuration for the job. This option is most useful for Spark jobs.

Make a modified copy of the configuration files
Make a copy of the configuration files and add the S3 credentials:

1. For YARN and MapReduce jobs, copy the contents of the /etc/hadoop/conf directory to alocal
working directory under the home directory of the host where you will submit the job. For Spark
jobs, copy /etc/spark/conf to alocal directory under the home directory of the host where you
will submit the job.

2. Set the permissions for the configuration files appropriately for your environment and ensure
that unauthorized users cannot access sensitive configurationsin these files.

3. Add the following to the core-site.xml file within the <configuration> element:

<property>

<name>f s. s3a. access. key</ nane>

<val ue>AMAZON S3 ACCESS KEY</val ue>
</ property>

<property>

<name>f s. s3a. secret . key</ nane>

<val ue>AMAZON S3 SECRET KEY</val ue>
</ property>
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4. Reference these versions of the configuration files when submitting jobs by running the
following command:

* YARN or MapReduce:

export HADOOP_CONF_DI R=PATH TO LOCAL CONFI GURATI ON DI RECTORY
*  Spark:
export SPARK_CONF_DI R=PATH TO LOCAL CONFI GURATI ON DI RECTORY

Note: If you update the client configuration files from Cloudera Manager, you must
E repeat these steps to use the new configurations.

Reference the managed configuration filesand add AWS credentials

This option allows you to continue to use the configuration files managed by Cloudera Manager.

If you deploy new configuration files, the new values are included by reference in your copy of the
configuration files while also maintaining a version of the configuration that contains the Amazon
S3 credentials:

Create alocal directory under your home directory.

Copy the configuration files from /etc/hadoop/conf to the new directory.

Set the permissions for the configuration files appropriately for your environment.
Edit each configuration file:

AwDNE

a. Remove al elements within the <configuration> element.
b. Add an XML <include> element within the <configuration> element to reference the
configuration files managed by Cloudera Manager. For example:

<i ncl ude xm ns="http://wwm. w3. or g/ 2001/ Xl ncl ude"
href ="/ et ¢/ hadoop/ conf/ hdf s-site. xm ">
<fal | back />
</incl ude>

5. Add the following to the core-site.xml file within the <configuration> element:

<property>
<name>f s. s3a. access. key</ nane>
<val ue>AMAZON S3 ACCESS KEY</val ue>
</ property>
<property>
<name>f s. s3a. secret . key</ nane>

<val ue>AMAZON S3 SECRET KEY</val ue>
</ property>

6. Reference these versions of the configuration files when submitting jobs by running the
following command:

*  YARN or MapReduce:
export HADOOP_CONF_DI R=PATH TO LOCAL CONFI GURATI ON DI RECTORY
*  Spark:
export SPARK CONF_DI R=PATH TO LOCAL CONFI GURATI ON DI RECTORY
Example core-site.xml file:

<?xm version="1.0"?>
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<?xm -styl esheet type="text/xsl" href="configuration.xsl"?>
<confi guration>
<i nclude xm ns="http://ww. w3. org/ 2001/ XI ncl ude"
href ="/ et ¢/ hadoop/ conf/core-site. xm ">
<fal | back />
</incl ude>

<property>

<name>f s. s3a. access. key</ nane>

<val ue>AMAZON S3 ACCESS KEY</val ue>
</ property>

<property>
<name>f s. s3a. secret . key</ nane>
<val ue>AMAZON S3 SECRET KEY</val ue>
</ property>
</ configuration>

By default, files are still placed on the local HDFS and not on S3 if the protocol is not specified in the URI. When
you have added the Amazon S3 service, use one of the following options to construct the URIs to reference when
submitting jobs:

Amazon S3:

s3a: / / BUCKET_NAME/ PATH
« HDFS:

hdf s: / / PATH
or

/ PATH

Accessing Data Stored in Amazon S3 through Spark
Impalawith Amazon S3

Writing data to Amazon S3 is subject to limitations of the s3a OutputStream implementation, which buffers the entire
file to disk before uploading it to S3. This can cause the upload to proceed very slowly and can require alarge amount
of temporary disk space on local disks.

Y ou can configure a cluster to use the Fast Upload feature. This feature implements several performance
improvements and has tunable parameters for buffering to disk (the default) or to memory, tuning the number of
threads, and for specifying the disk directories used for buffering.
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To enable Fast Upload for clusters managed by Cloudera Manager:

1. Gotothe HDFS service.

2. Click the Configuration tab.

3. Search for "core-site.xml" and locate the Cluster-wide Advanced Configuration Snippet (Safety Valve) for core-
sitexml property.

4. Add the fs.s3a.fast.upload property and set it to true.

5. Set any additional tuning properties in the Cluster-wide Advanced Configuration Snippet (Safety Valve) for core-
site.xml configuration properties.

6. Click Save Changes.

Cloudera Manager will indicate that there are stal e services and which services need to be restarted.

Setting an Advanced Configuration Snippet for a Cluster
Restarting a Cloudera Runtime Service

Minimum Required Role: User Administrator (also provided by Full Administrator) This feature is not available
when using Cloudera Manager to manage Data Hub clusters.

Data written to Amazon S3 bucketsis subject to the "eventual consistency" guarantee provided by Amazon Web
Services (AWS), which means that data written to S3 may not be immediately available for queries and listing
operations. This can cause failuresin multi-step ETL workflows, where data from a previous step is not available to
the next step. The S3Guard feature guarantees a consistent view of data stored in Amazon S3 by storing additional
metadata in atable residing in an Amazon DynamoDB instance. Depending on the workload, this additional metadata
store may also improve performance for Hive, Spark, and Impalajobs.

All processes that modify the S3 bucket that S3Guard is enabled for must use S3Guard. Since S3Guard works by
logging metadata changes to an external database, modifying the bucket outside of S3Guard will cause the S3 data
and the S3Guard database to go out of sync. This can cause issues such as S3A/S3Guard thinking that files are or are
not present despite the bucket having different data.

To enable S3Guard, you set up an Amazon DynamoDB database from Amazon Web Services. Amazon charges an
hourly rate for this service based on the capacity you provision.

When the data stored in S3 eventually becomes consistent (usually within 24 hours or less), the S3Guard metadata
isno longer required and you can periodically prune the S3Guard metadata stored in the DynamoDB to clear older
entries. Pruning can also reduce costs associated with the DynamoDB.

To configure S3Guard in your cluster, you must provide the following:

* Credentiasfor the Amazon S3 bucket.

* Aninstance of Amazon DynamoDB database provisioned from Amazon Web Services.
» Theconfigured region for the DynamoDB database.

e A cluster managed by Cloudera Manager.

Amazon charges for the amount of data stored in the DynamoDB and the bandwidth used for reads and writes to the
database. To optimize costs and improve performance, you can remove stale metadata from the DynamoDB table by
running the Prune command. Generally, data written to S3 becomes consistent after 24 hours or less, meaning that
you only need to maintain metadatain DynamoDB for about one day. Y ou can monitor the usage of DynamoDB
using AWS tools to determine how often and when to prune the table.
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Running the Prune command removes all metadata that is older than the age you specify with the S3Guard Metadata
Pruning Age property in the S3Guard configuration. Y ou can run this command from the Cloudera Manager Admin
Console, or you can create a script to run the Prune command automatically using the Cloudera Manager API.
Clouderarecommends that you run that script using a Linux cron job or other scheduling mechanism to regularly
prune the metadata.

Related Information
Amazon DynamoDB Pricing
Amazon S3

Amazon DynamoDB
Amazon DynamoDB: Configured Regions
Monitoring Tools for Amazon DynamoDB

Configuring S3Guard for Cluster Access to S3

Procedure

1. Specify the AWS credentials for the Amazon S3 instance where you want to enable S3Guard.

2.

Add anew AWS credential.
After adding the credential,

a. Goto Administratiol
b. Locate the credentia

the Edit S3Guard dialog box displays.

Use an existing AWS credential:

n AWS Credentials .
you want to use and click Actions Edit S3Guard .

The Edit S3Guard dialog box displays.

Select Enable S3Guard.

3. Edit the following S3Guard configuration properties:

Table 3: S3Guard Configur

ation Properties

Property Description

Automatically Create S3Guard
Metadata Table

(fs.s3a.s3guard.ddb.table.create)
APl Name:
s3guard_table auto_create

When Yesis selected, the DynamoDB table that stores the S3Guard metadata is automatically
created if it does not exist.

When No is selected and the table does not exist, running the Prune command, queries, or other jobs
on S3 will fail.

S3Guard Metadata Table Name
(fs.s3a.s3guard.ddb.table)
APl Name: s3guard_table_name

The name of the DynamoDB table that stores the S3Guard metadata.
By default, the table is named s3guard-metadata.

S3Guard Metadata Region Name
(fs.s3a.s3guard.ddb.region)
APl Name: s3guard_region

The DynamoDB region to connect to for access to the S3Guard metadata. Set this property to avalid
region.

Expand the Advanced section to confi

gure the following properties:

S3Guard Metadata Pruning Age
(fs.s3a.s3guard.cli.prune.age)
API Name: s3guard_cache_prune_

Maximum age for S3Guard metadata. \WWhenever the Prune command runs, entries in the S3Guard
metadata cache older than this age will be deleted.

Y ou can enter this value in milliseconds, seconds, minutes, hours, or days.

age ms
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Property Description

S3Guard Metadata Table Read Provisioned throughput requirements, in capacity units, for read operations from the DynamoDB
Capacity table used for the S3Guard metadata. This value is only used when creating a new DynamoDB table.
(fs.s3a.s3guard.ddb.table.capacity.re After the tableis created, you can monitor the throughput and adjust the read capacity using the

ad) DynamoDB AWS Management Console.

API Name: s3guard_table_capaci

ty_read

S3Guard Metadata Table Write Provisioned throughput requirements, in capacity units, for write operations to the DynamoDB table
Capacity used for the S3Guard metadata. This value is only used when creating a new DynamoDB table. After

(fs.s3a.s3guard.ddb.table.capacity.wr the tableis created, you can monitor the throughput and adjust the write capacity as needed using the
ite) DynamoDB AWS Management Console.

API Name: s3guard_table_capaci
ty_write

4, Click Save.

The Connect to Amazon Web Services dialog box displays.

5. To enable cluster access to S3 using the S3 Connector Service, click the Enable for CLUSTER NAME link in the
Cluster Accessto S3 section.
Follow the prompts to add the S3 Connector Service.

E Note: S3Guard is not supported for Cloud Backup and Restore and Cloudera Navigator Accessto S3.

Related Information

AWS Credentids

Amazon DynamoDB: Configured Regions
DynamoDB AWS Management Console
Provisioned Throughput

Editing the S3Guard Configuration

Procedure
To edit or disable the S3Guard configuration:

1. Click Administration AWS Credentials.

2. Locatethe credential associated with the S3Guard configuration and click Actions Edit S3Guard .
The Edit S3Guard dialog box displays.

3. Edit the S3Guard configuration. (To disable S3Guard for this credential, uncheck Enable S3Guard.)
4. Click Save.

Running the Prune Command Using Cloudera Manager Admin Console

Before you begin
Minimum Required Role: Cluster Administrator (also provided by Full Administrator)

Procedure
To prune the S3Guard metadata in the DynamoDB table using the Cloudera Manager Admin Console;

1. Goto Administration AWS Credentials .
2. Locate the credential associated with the S3 dataand click Actions Run S3 Guard Prune Command .
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Cloudera recommends that you automate running the Prune command by creating a script that uses the Cloudera
Manager API to run the command. Y ou can run the command using a REST command, a Python script, or Java class.
Configure the script using the Linux cron command or another scheduling mechanism to run on aregular schedule.

REST

See the Rest APl documentation.

Y ou can run the Prune command by issuing the following REST request:
curl -X POST -u USERNAME: PASSWORD

' CLOUDERA_MANAGER_SERVER URL: PORT_NUMBER/ api / vAPI _VERSI ON_NUMBER/ ext er na
| Account s/ account / CREDENTI AL_NAME/ conmands/ S3Guar dPr une'

For example, the following reguest runs the S3Guard prune command on the data associated with the johnsmith
credentia. The response from Cloudera Manager is also displayed (within the curly brackets):

curl -X POST -u admin:admin "http://clusterhost-1.gce. nyconpany. com 7180/ api
/ v16/ ext er nal Account s/ account/j ohnsni t h/ commands/ S3Guar dPr une'

{
"id" . 322,
"nane" : "S3GuardPrune",
"startTine" : "2017-03-20T23: 35:55. 4537",
"active" : true,
"“children" : {
"items" : [ {
"id" . 323,
"nane" : "Host S3Guar dPrune",
"startTine" : "2017-03-20T23:35:55.777Z",
"active" : true,
"host Ref" :
"hostld" : "ff988al5-3749-4178-b167-a60b15f 91653"
}
Python

Y ou can a'so use a Python script to run the Prune command. See the aws.py link under Related Information for the
code and usage instructions.

Java
See the Javadoc.

Rest APl Documentation
aws.py
Javadoc

Configure your MapReduce jobs to read and write to Amazon S3 using a custom password for an HDFS Credstore.
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1. Copy the contents of the /etc/hadoop/conf directory to alocal working directory on the host where you will submit
the MapReduce job. Use the --dereference option when copying the file so that symlinks are correctly resolved.
For example:

cp -r --dereference /etc/hadoop/conf ~/ My _CUSTOM CONFI G DI RECTORY

2. Change the permissions of the directory so that only you have access:
chnod go-wx -R MyY_CUSTOM CONFI G_DI RECTORY/
If you see the following message, you can ignoreit:

cp: cannot open " /etc/hadoop/ conf/contai ner-executor.cfg' for reading: P
erm ssi on deni ed

3. Add the following to the copy of the core-site.xml filein the working directory:

<property>
<name>hadoop. security. credenti al . provi der. pat h</ name>
<val ue>j ceks: // hdf s/ user/ USERNAVE/ awscr eds. j ceks</ val ue>
</ property>

4, Specify acustom Credstore by running the following command on the client host:

export HADOOP_CREDSTORE_PASSWORD=YOUR_CUSTOM KEYSTORE_PASSWORD

5. Intheworking directory, edit the mapred-site.xml file:
a) Add thefollowing properties:

<property>

<name>yar n. app. mapr educe. am env</ name>

<val ue>HADOOP_CREDSTORE_PASSWORD=YOUR_CUSTOM KEYSTORE_PASSWORD</ val ue>
</ property>

<property>

<name>mapr ed. chi | d. env</ nane>

<val ue>HADOOP_CREDSTORE_PASSWORD=YOUR_CUSTOM KEYSTORE_PASSWORD</ val ue>
</ property>

b) Add yarn.app.mapreduce.am.env and mapred.child.env to the comma-separated list of values of the mapreduc
e.job.redacted-properties property. For example (new values shown bold):

<property>

<name>mapr educe. j ob. r edact ed- properti es</ name>

<val ue>fs. s3a. access. key, fs. s3a. secret
. key, yarn. app. mapr educe. am env, mapr ed. chi | d. env</ val ue>
</ property>

6. Set the environment variable to point to your working directory:

export HADOOP_CONF_DI R=~/ PATH_TO WORKI NG_DI RECTORY

7. Create the Credstore by running the following commands:

hadoop credential create fs.s3a.access. key
hadoop credential create fs.s3a.secret. key

Y ou will be prompted to enter the access key and secret key.
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8. List the credentials to make sure they were created correctly by running the following command:

hadoop credential |ist

9. Submit your job. For example:

e Is

hdfs dfs -1s s3a://S3_BUCKET/
o distcp

hadoop di stcp HDFS PATH s3a:// S3_BUCKET/ S3_PATH
 teragen (package-based installations)

hadoop jar /usr/lib/hadoop- mapreduce/ hadoop- mapr educe- exanpl es.jar terag
en 100 s3a:// S3_BUCKET/teragen_t est

» teragen (parcel-based installations)

hadoop jar /opt/cl ouderal parcel s/ CDH |i b/ hadoop- mapr educe/ hadoop- napr edu
ce-exanpl es.jar teragen 100 s3a://S3 _BUCKET/teragen_test

Sqoop supports dataimport from RDBMS into Amazon S3.
Ij Note: Sqoop import is supported only into the S3A (s3a:// protocol) filesystem.

Y ou must authenticate to an S3 bucket using Amazon Web Service credentials. There are three ways to pass these
credentials:

» Provide them in the configuration file or files manually.

« Provide them on the sgoop command line.

» Reference a credential storeto "hide" sensitive data, so that they do not appear in the console output, configuration
file or log files.

Amazon S3 Block Filesystem URI example:
s3a://bucket_name/path/to/file

S3 credentials can be provided in a configuration file (for example, core-sitexml):

<property>
<name>f s. s3a. access. key</ nane>
<val ue>. .. </val ue>

</ property>

<property>
<nanme>f s. s3a. secret . key</ nane>
<val ue>. .. </val ue>

</ property>

Y ou can also set up the configurations through Cloudera Manager by adding the configurations to the appropriate
Advanced Configuration Snippet property.
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Credentials can be provided through the command line:

sqoop i nport -Dfs.s3a.access. key=... -Dfs.s3a.secret.key=... --target-dir s3
a://

For example:

sqoop inport -Dfs.s3a.access. key=$ACCES_KEY - Df s. s3a. secr et . key=$SECRET_KEY
--connect $CONN - -usernane $USER - - password $PWD --table $TABLENAME - -t ar get
-dir s3a://exanpl e-bucket/target-directory

Note: Entering sensitive data on the command line isinherently insecure. The data entered can be accessed
IE inlog files and other artifacts. Cloudera recommends that you use a credential provider to store credentials.

Y ou can run the sgoop command without entering the access key and secret key on the command line. This prevents
these credentials from being exposed in the console output, log files, configuration files, and other artifacts. Running
the command this way requires that you provision a credential store to securely store the access key and secret key.
The credentia storefile issaved in HDFS.

B Note: Using aCredential Provider does not work with MapReduce vl (MRV1).

To provision credentialsin a credential store:

1. Provision the credentials by running the following commands:

hadoop credential create fs.s3a.access. key -val ue ACCESS KEY -provider j
ceks: // hdf s/ PATH TO CREDENTI AL_STORE_FI LE
hadoop credential create fs.s3a.secret.key -value SECRET_KEY -provider |j
ceks: // hdf s/ PATH TO_CREDENTI AL_STORE_FI LE

For example:

hadoop credential create fs.s3a.access. key -val ue foobar -provider jceks
://hdf s/ user/alicel hone/ keyst ores/ aws. j ceks
hadoop credential create fs.s3a.secret.key -value barfoo -provider jceks
:// hdf s/ user/alicel hone/ keyst ores/ aws. j ceks

Y ou can omit the -value option and its value. When the option is omitted, the command will prompt the user to
enter the value.

2. Copy the contents of the /etc/hadoop/conf directory to aworking directory.

3. Add thefollowing to the core-site.xml file in the working directory:

<property>

<name>hadoop. security. credenti al . provi der. pat h</ name>

<val ue>j ceks: // hdf s/ PATH TO CREDENTI AL_STORE_FI LE</ val ue>
</ property>

4. Setthe HADOOP_CONF _DIR environment variable to the location of the working directory:
export HADOOP_CONF_DI R=PATH_TO WORKI NG_DI RECTORY

After completing these steps, you can run the sgoop command using the following syntax:
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Import into atarget directory in an Amazon S3 bucket while credentials are stored in a credential store file and its
path is set in the core-site.xml.

sqoop inport --connect $CONN --usernane $USER --password $PWD - -t
abl e $TABLENAME - -target-dir S3A: //EXAMPLE- BUCKET/ TARGET- DI RECTORY

Y ou can aso reference the credentia store on the command line, without having to enter it in a copy of the core-
site.xml file. Y ou also do not have to set avalue for HADOOP_CONF_DIR. Use the following syntax:

Import into atarget directory in an Amazon S3 bucket while credentials are stored in a credential storefile and its
path is passed on the command line.

sqoop i nport -Dhadoop. security.credential.provider. path=jceks://hdfspath-to-
credential -store-file --connect $CONN --username $USER --password $PWD --t
abl e $TABLENAME - -target-dir S3A://EXAMPLE- BUCKET/ TARGET- DI RECTORY

Credential Management (A pache Software Foundation)

The --target-dir option must be set to the target location in the S3 bucket to import data from RDBM S into an S3
bucket.

Example command: Import data into atarget directory in an Amazon S3 bucket.

sqoop inport --connect $CONN --usernane $USER --password $PWD - -t
abl e $STABLENAME --target-dir S3A://EXAVPLE- BUCKET/ TARGET- DI RECTORY

Datafrom RDBMS can be imported into S3 as Sequence or Avro file format too.

Parquet import into S3 is aso supported if the Parquet Hadoop API based implementation is used, meaning that the --
parquet-configurator-implementation option is set to hadoop.

Example command: Import datainto atarget directory in an Amazon S3 bucket as Parquet file.

sgoop i nport --connect $CONN --usernane $USER --password $PWD --t
abl e $TABLENAME - -target-dir S3A://EXAMPLE- BUCKET/ TARCGET- DI RECTORY - - as- pa
rquetfile --parquet-configurator-inplenentati on HADOOP

The --temporary-rootdir option must be set to point to alocation in the S3 bucket to import datainto an S3 bucket in
incremental mode.

When importing datainto a target directory in an Amazon S3 bucket in incremental append mode, the location of the
temporary root directory must be in the same bucket as the directory. For example: s3a://example-bucket/temporary-r
ootdir or s3a://example-bucket/target-directory/temporary-rootdir.

Example command: Import data into atarget directory in an Amazon S3 bucket in incremental append mode.
sqoop inport --connect $CONN --usernane $USER --password $PWD - -t
abl e $TABLE_NAME --target-dir S3A://EXAMPLE- BUCKET/ TARGET- DI RECTORY --i ncre

nent al append --check-col utm $CHECK COLUMN - -1 ast-val ue $LAST VALUE - -t enpo
rary-rootdir S3A:// EXAMPLE- BUCKET/ TEMPORARY- ROOTDI R

Datafrom RDBMS can be imported into S3 in incremental append mode as Sequence or Avro file format. too
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Parquet import into S3 in incremental append mode is also supported if the Parquet Hadoop API based
implementation is used, meaning that the --parquet-configurator-implementation option is set to hadoop.

Example command: Import datainto atarget directory in an Amazon S3 bucket in incremental append mode as
Parquet file.

sqoop inport --connect $CONN --usernanme $USER --password $PWD - -t

abl e $TABLE NAME --target-dir S3A://EXAMPLE- BUCKET/ TARGET- DI RECTORY --incre
nment al append --check-col um $CHECK _COLUWN - -1 ast-val ue $LAST_VALUE --tenpo
rary-rootdir S3A://EXAVPLE- BUCKET/ TEMPORARY- ROOTDI R --as-parquetfile --parq
uet - confi gurat or-i npl enent ati on HADOOP

When importing datainto a target directory in an Amazon S3 bucket in incremental lastmodified mode, the location
of the temporary root directory must be in the same bucket and in the same directory as the target directory. For
example: s3a://example-bucket/temporary-rootdir in case of s3a://example-bucket/target-directory.

Example command: Import data into atarget directory in an Amazon S3 bucket in incremental lastmodified mode.

sqoop inport --connect $CONN --usernane $USER --password $PVD - -t
abl e $TABLE_NAME --target-dir S3A://EXAMPLE- BUCKET/ TARGET- DI RECTORY --incre
nental |astnodified --check-col um $CHECK COLUWN - - ner ge- key $MERGE_KEY - -

| ast - val ue $LAST_VALUE --tenporary-rootdir S3A://EXAMPLE- BUCKET/ TEMPORARY-
ROOTDI R

Parquet import into S3 in incremental lastmodified mode is supported if the Parquet Hadoop API based
implementation is used, meaning that the --parquet-configurator-implementation option is set to hadoop.

Example command: Import data into atarget directory in an Amazon S3 bucket in incremental lastmodified mode as
Parquet file.

sqoop inport --connect $CONN --usernane $USER --password $PVWD - -t
abl e $TABLE_NAME --target-dir S3A://EXAMPLE- BUCKET/ TARGET- DI RECTORY --incre
nental |astnodified --check-col um $CHECK COLUWN - - ner ge- key $MERGE_KEY - -

| ast-val ue $LAST _VALUE --tenporary-rootdir S3A://EXAMPLE- BUCKET/ TEMPORARY-
ROOTDI R

--as-parquetfile --parquet-configurator-inplenmentati on HADOOP

The AWS credentials must be set in the Hive configuration file (hive-site.xml) to import data from RDBMS into
an external Hive table backed by S3. The configuration file can be edited manually or by using the advanced
configuration snippets.

Both --target-dir and --external-table-dir options have to be set. The --external-table-dir has to point to the Hive table
location in the S3 bucket.

Pargquet import into an external Hive table backed by S3 is supported if the Parquet Hadoop API based
implementation is used, meaning that the --parquet-configurator-implementation option is set to hadoop.

Create an externa Hive table backed by S3 using HiveServer2:

sqoop inport --connect $CONN --usernane $USER --password $PVD - -t

abl e $TABLE NAME --hive-inport --create-hive-table --hs2-url $HS2 URL --h
s2-user $HS2 USER - - hs2- keytab $HS2_KEYTAB - - hi ve-tabl e $H VE_TABLE_NAME - -t
arget-dir S3A:// EXAMPLE- BUCKET/ TARGET- DI RECTORY --external -table-dir S3A://
EXAMPLE- BUCKET/ EXTERNAL- DI RECTORY
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Create and external Hive table backed by S3 using Hive CL1:

sqoop inport --connect $CONN --usernanme $USER --password $PWD

--tabl e $TABLE NAME - - hive-inport --create-hive-table --hive-ta
ble $H VE TABLE NAME --target-dir S3A://EXAMPLE- BUCKET/ TARCGET- DI RECTORY --e
xternal -tabl e-dir S3A:// EXAVPLE- BUCKET/ EXTERNAL- DI RECTORY

Create an external Hive table backed by S3 as Parquet file using Hive CLI:

sqoop i nport --connect $CONN --usernane $USER --password $PWD
--tabl e $TABLE_NAME --hive-inport --create-hive-table --hive-ta
bl e $H VE_TABLE_NAME --target-dir S3A://EXAVPLE- BUCKET/ TARGET- DI RECTORY --e
xternal -tabl e-dir S3A:// EXAVPLE- BUCKET/ EXTERNAL- DI RECTORY - - as- parquetfile
- - par quet - confi gur at or-i npl enment ati on HADOOP

Import datainto an external Hive table backed by S3 using HiveServer2:

sqoop inport --connect $CONN --usernanme $USER --password $PWD - -t

abl e $TABLE_NAME - - hi ve-inport --hs2-url $HS2 URL --hs2-user $HS2_USER --h
s2-keytab $HS2_KEYTAB --target-dir S3A://EXAMPLE- BUCKET/ TARGET- DI RECTCRY --e
xternal -tabl e-dir S3A:// EXAVPLE- BUCKET/ EXTERNAL- DI RECTORY

Import data into an external Hive table backed by S3 using Hive CLI:

sqoop i nport --connect $CONN --usernanme $USER --password $PVD - -t
abl e $TABLE_NAME --hive-inmport --target-dir S3A://EXAMPLE- BUCKET/ TARGET-
DI RECTORY --external -tabl e-dir S3A://EXAMPLE- BUCKET/ EXTERNAL- DI RECTORY

Import datainto an external Hive table backed by S3 as Parquet file using Hive CLI:

sqoop inport --connect $CONN --usernane $USER --password $PWD - -t

abl e $TABLE_NAME --hive-inport --target-dir s3a://exanpl e-bucket/target-dire
ctory --external -table-dir S3A://EXAMPLE- BUCKET/ EXTERNAL- DI RECTORY - - as- pa
rquetfile --parquet-configurator-inplenentati on HADOOP

The properties that enable S3Guard can be set through command line during Sgoop import.
Example command:

Import datainto atarget directory in Amazon S3 bucket and enable S3Guard.

sqoop i nport -Dfs.s3a.netadat astore.inpl=org. apache. hadoop. fs. s3a. s3guard. Dy

nanoDBMet adat aSt ore - Df s. s3a. s3guar d. ddb. r egi on=$BUCKET_REGQ ON - Df s. s3a. s3

guard. ddb. tabl e. create=true --connect $CONN --username $USER --password $PVD
--tabl e $TABLENAME --target-dir S3A://EXAMPLE- BUCKET/ TARGET- DI RECTORY

Cloudera Manager API Documentation

These topics focused on Microsoft ADLS from the core Cloudera Enterprise documentation library can help you
deploy, configure, manage, and secure clustersin the cloud. They are listed by broad category:
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Note the following limitations:

* ADLSis not supported as the default filesystem. Do not set the default file system property (fs.defaultFS) to an
abfss:// URI. You can use ADLS as secondary filesystem while HDFS remains the primary filesystem.

» Hadoop Kerberos authentication is supported, but it is separate from the Azure user used for ADL S authentication.

« Directory and file names should not end with a period. Paths that end in periods can cause inconsistent behavior,
including the period disappearing. For more information, see HADOOP-15860.

Related Information
Inserting data into a Hive table created on Microsoft ADL S fails with an AzureADA uthenticator exception

Configuring OAuth in Data Hub

To connect a DataHub cluster to ADL S Gen2 with OAuth, you must configure the Hadoop Credential Provider or core
-sitexml directly. Although configuring core-site.xml is convenient, it is insecure since the contents of core-site.xml
are not encrypted. For this reason, Cloudera recommends using a credential provider.

Before you start, ensure that you have configured OAuth for Azure.

Configuring OAuth with core-site.xml

Before you begin

Configuring your OAuth credentials in core-site.xml isinsecure. Cloudera recommends that you only use this method
for development environments or other environments where security is not a concern.

Perform the following steps to connect your cluster to ADLS Gen2:

Procedure

1. Inthe Cloudera Manager Admin Console, search for the following property: Cluster-wide Advanced
Configuration Snippet (Safety Valve) for core-sitexml. .

2. Add the following properties and values:

Table 4: OAuth Properties

Name Value

fs.azure.account.auth.type OAuth

fs.azure.account.oauth.provider.type org.apache.hadoop.fs.azurebfs.oauth2.ClientCredsT okenProvider

fs.azure.account.oauth2.client.endpoint Provide your tenant | D: https://login.microsoftonline.com/
<TENANT_|D>/oauth2/token

fs.azure.account.oauth2.client.id Provide your <CLIENT_ID>

fs.azure.account.oauth2.client.secret Provide your <CLIENT_SECRET>

What to do next
In addition, you can also provide account-specific keys. To do this, you need to add the following suffix to the key:

. <ACCOUNT>. df s. cor e. wi ndows. net

Configuring OAuth with the Hadoop CredentialProvider
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A more secure way to store your OAuth credentials is with the Hadoop Credential Provider. When you submit a
jab, reference the Credential Provider, which then supplies the OAuth information. Unlike the core-site.xml, the
credentials are not stored in plain text.

The following steps describe how to create a credential provider and how to reference it when submitting jobs:

1. Create a password for the Hadoop Credential Provider and export it to the environment:

export HADOOP_CREDSTORE_PASSWORD=PASSWORD

2. Provision the credentials by running the following commands:

hadoop credential create dfs.adls.oauth2.client.id -provider jceks://hdfs/
user/ USER_NAME/ adl s2keyfil e.jceks -value CLIENT ID

hadoop credential create dfs. adls.oauth2.credential -provider jceks://h

df s/ user/ USER_NAME/ adl s2keyfil e.jceks -val ue CLI ENT SECRET

hadoop credential create dfs.adls.oauth2.refresh.url -provider jceks://
hdf s/ user/ USER_NAME/ adl s2keyfil e.jceks -val ue REFRESH URL

Y ou can omit the -value option and its value and the command will prompt the user to enter the value.

For more details on the hadoop credential command, see Credential Management (Apache Software Foundation).
3. Export the password to the environment:

export HADOOP_CREDSTORE PASSWORD=passwor d

4. Reference the credential provider on the command line when you submit a job:

hadoop <COMVAND>

- Ddf s. adl s. oaut h2. access. t oken. provi der.type=C i ent Credential \

- Dhadoop. security. credenti al . provi der. pat h=j ceks: // hdf s/ user/ USER_NAM
E/ adl s-cred. jceks \

abfs[s]://<file_systemr@account nane>. df s. core. wi ndows. net/ <pat h>/
<fil e_name>

For ADLS Gen2, TLSis enabled by default using the Javaimplementation of TLS. For better performance, you can
use the built-in OpenSSL implementation of TLS.

Perform the following steps to use the built-in OpenSSL implementation of TLS:

1. Verify thelocation of the OpenSSL libraries on the hosts with the following command:

whereis |ibssl

2. Inthe Cloudera Manager Admin Console, search for the following property: Gateway Client Environment
Advanced Configuration Snippet (Safety Valve) for hadoop-env.sh.
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3. Add the following parameter to the property:

HADOOP_CPTS="-Dorg.wi | df | y. openssl . path=<path to OpenSSL |ibrari es> ${HA
DOOP_CPTS}"

For example, if the OpenSSL libraries arein /usr/lib64, add the following parameter:

HADOOP_OPTS="-Dorg. wi | df | y. openssl . pat h=/usr/1i b64 ${HADOOP_OPTS}"

4. Savethe change.

5. Search for the following property: HDFS Client Environment Advanced Configuration Snippet (Safety Valve) for
hadoop-env.sh

6. Add the following parameter to the property:

HADOOP_CPTS="-Dorg. wi | df | y. openssl . pat h=<PATH TO OPENSSL LI BRARI ES> ${ HADO
OP_OPTS}H"

For example, if the OpenSSL libraries arein /usr/lib64, add the following parameter:

HADOOP_OPTS="-Dorg. wi | df | y. openssl . pat h=/usr/|i b64 ${HADOOP_OPTS}"

7. Savethe change.

8. Restart the stale services.

9. Deploy the client configurations.

10. Verify that you configured built-in TLS acceleration successfully by running the following command from any
host in the cluster:

hadoop fs -1s abfss://<container>@account >. df s. core. wi ndows. net/
A message similar to the following should appear:

org.wi | dfl y. openssl . SSL init
I NFO WFOPENSSL0002 OpenSSL Version OpenSSL 1.0.1e-fips 11 Feb 2013

The message may differ dlightly depending on your operating system and OpenSSL version.

Microsoft Azure Data Lake Store (ADLS) isa cloud object store designed for use as a hyper-scale repository for big
data analytic workloads. ADLS acts as a persistent storage layer for CDH clusters running on Azure.

There are two generations of ADLS, Genl and Gen2. Y ou can use Apache Sgoop with both generations of ADLSto
efficiently transfer bulk data between these file systems and structured datastores such as relational databases. For
more information on ADLS Gen 1 and Gen 2, see:

* Microsoft ADLS Genl documentation
¢ Microsoft ADLS Gen2 documentation

Y ou can use Sgoop to import data from any relational database that has a JDBC adaptor such as SQL Server,
MySQL, and others, to the ADL Sfile system.

Ij Note: Sgoop export from the Azure files systems is not supported.

The major benefits of using Sqoop to move data are:

* |t leverages RDBMS metadata to get the column data types
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» It ensures fault-tolerant and type-safe data handling
* Itenablesparallel and efficient data movement

The configuration procedure presumes that you have aready set up an Azure account, and have configured an ADLS
Genl store or ADLS Gen2 storage account and container. See the following resources for information:

¢ Microsoft ADLS Genl documentation
* Microsoft ADLS Gen2 documentation
» Hadoop Azure Data L ake Support

To connect acluster to ADL S with OAuth, you must configure the Hadoop Credential Provider or core-site.xml
directly. Although configuring the core-site.xml is convenient, it isinsecure, because the contents of core-site.xml
configuration file are not encrypted. For this reason, Cloudera recommends using a credential provider. For more
information, see Configuring OAuthin CDH .

Y ou can also pass the credentials by providing them on the Sqoop command line as part of the import command.

sqoop i nport

-Df s. azure. account . aut h. type=. ..

- Df s. azure. account . oaut h. provi der. type=. ..

- Df s. azur e. account . oaut h2. cl i ent. endpoi nt=. ..
-Df s. azure. account. ocauth2.client.id=...

-Df s. azure. account . coaut h2. cli ent. secret=...

For example:

sqoop i nport

-Df s. azure. account . oaut h2. cl i ent. endpoi nt=https://| ogin. m crosoftonline

. conl $STENANT _| ¥ oaut h2/ t oken

-Df s. azure. account . oaut h2. cli ent.i d=$CLI ENT_I| D

- Df s. azure. account. oaut h2. cli ent. secret =$CLI ENT_SECRET

- Df s. azure. account . aut h. t ype=QAut h

- Df s. azure. account . oaut h. provi der. t ype=or g. apache. hadoop. f s. azur ebf s. oaut h2.
Cli ent CredsTokenProvi der

To import datainto ADL S from diverse data sources, such as arelational database, enter the Sqoop import command
on the command line of your cluster. Make sure that you specify the Sqoop connection to the data source you want to
import.

If you want to enter a password for the data source, use the -P option in the connection string. If you want to specify a
file where the password is stored, use the --password-file option.

sqoop i nport

-Df s. azure. account . aut h. type=. ..

- Df s. azure. account . oaut h. provi der. type=. ..

-Df s. azure. account . oaut h2. cl i ent. endpoi nt=. ..

-Df s. azure. account. coauth2.client.id=...

-Df s. azure. account . oaut h2. cli ent. secret=. ..

--connect... --username... --password... --table... --target-dir... --split-

by. ..

ABFS example:

sqoop i nport
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- Df s. azur e. account . oaut h2. cl i ent. endpoi nt=https://Iogin. nm crosoftonline

. com $TENANT | DY oaut h2/ t oken

-Df s. azure. account . oaut h2. cli ent.i d=$CLI ENT_| D

-Df s. azure. account . oaut h2. cl i ent. secr et =$CLI ENT_SECRET

-Df s. azure. account . aut h. t ype=QAut h

- Df s. azur e. account . oaut h. provi der. t ype=or g. apache. hadoop. f s. azur ebf s. oaut h2.
Cl i ent Cr edsTokenPr ovi der

--connect $CONN - -usernane $USER --password $PWD --tabl e $TABLENAME --targe
t-dir abfs://$CONTAI NERSACCOUNT. df s. cor e. wi ndows. net / $TARGET- DI RECTORY - -s
plit-by $COLUWMN_NAVE

ADLS example:

sqoop i nport
-Df s. adl . caut h2. refresh. url =https://1 ogi n. wi ndows. net/ $TENANT | Y oaut h2/ t oke

n
-Dfs. adl . oaut h2. client.id=$CLI ENT_I D

-Df s. adl . oaut h2. credenti al =$CLI ENT_SECRET

- Df s. adl . oaut h2. access. t oken. provi der.type=Cl i ent Credenti al

--connect $CONN --usernane $USER --password $PWD --tabl e $TABLENAME - -t arge
t-dir adl://$TARCGET- ADDRESS/ $TARCGET- DI RECTORY --split-by $COLUMN NAME
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