Cloudera Manager 7.10.1

Security Troubleshooting for Cloudera

Manager

Date published: 2020-11-30
Date modified: 2023-01-03

CLOUD=RA

https://docs.cloudera.com/


https://docs.cloudera.com/

© Cloudera Inc. 2025. All rights reserved.

The documentation is and contains Cloudera proprietary information protected by copyright and other intellectual property
rights. No license under copyright or any other intellectual property right is granted herein.

Unless otherwise noted, scripts and sample code are licensed under the Apache License, Version 2.0.

Copyright information for Cloudera software may be found within the documentation accompanying each component in a
particular release.

Cloudera software includes software from various open source or other third party projects, and may be released under the
Apache Software License 2.0 (“ASLv2"), the Affero General Public License version 3 (AGPLV3), or other license terms.
Other software included may be released under the terms of alternative open source licenses. Please review the license and
notice files accompanying the software for additional licensing information.

Please visit the Cloudera software product page for more information on Cloudera software. For more information on
Cloudera support services, please visit either the Support or Sales page. Feel free to contact us directly to discuss your
specific needs.

Cloudera reserves the right to change any products at any time, and without notice. Cloudera assumes no responsibility nor
liahility arising from the use of products, except as expressly agreed to in writing by Cloudera.

Cloudera, Cloudera Altus, HUE, Impala, Clouderalmpala, and other Cloudera marks are registered or unregistered
trademarks in the United States and other countries. All other trademarks are the property of their respective owners.

Disclaimer: EXCEPT ASEXPRESSLY PROVIDED IN A WRITTEN AGREEMENT WITH CLOUDERA,

CLOUDERA DOESNOT MAKE NOR GIVE ANY REPRESENTATION, WARRANTY, NOR COVENANT OF

ANY KIND, WHETHER EXPRESS OR IMPLIED, IN CONNECTION WITH CLOUDERA TECHNOLOGY OR
RELATED SUPPORT PROVIDED IN CONNECTION THEREWITH. CLOUDERA DOES NOT WARRANT THAT
CLOUDERA PRODUCTS NOR SOFTWARE WILL OPERATE UNINTERRUPTED NOR THAT IT WILL BE

FREE FROM DEFECTS NOR ERRORS, THAT IT WILL PROTECT YOUR DATA FROM LOSS, CORRUPTION
NOR UNAVAILABILITY, NOR THAT IT WILL MEET ALL OF CUSTOMER’' S BUSINESS REQUIREMENTS.
WITHOUT LIMITING THE FOREGOING, AND TO THE MAXIMUM EXTENT PERMITTED BY APPLICABLE
LAW, CLOUDERA EXPRESSLY DISCLAIMSANY AND ALL IMPLIED WARRANTIES, INCLUDING, BUT NOT
LIMITED TO IMPLIED WARRANTIES OF MERCHANTABILITY, QUALITY, NON-INFRINGEMENT, TITLE, AND
FITNESS FOR A PARTICULAR PURPOSE AND ANY REPRESENTATION, WARRANTY, OR COVENANT BASED
ON COURSE OF DEALING OR USAGE IN TRADE.



Cloudera Manager | Contents | iii

Troubleshooting SECUNItY ISSUES.......cccviceeiiieiee e see et nnee e 4
Error Messages and Various Failures..........ccceecveieeiieecie e 4
Ranger RM S field issues - HDFS latency.......cccovveeieiiceesie e 14
Authentication and KerberoS | SSUES..........ocuvecieiiriieie e 15
HDFS ENCryption [SSUES.......cccieiiieiiie e citeeste ettt ee et esnee s ae e s e e sneeenre e 24
Key Trustee KM S ENCryption [SSUES........cccoveeiieinieeiieesie e esiee e esiee e sniee e 26
Troubleshooting TLS/SSL Issuesin Cloudera Manager........cccocvecveveeccieenennne, 27
YARN, MRV, and LinuX OS SECUTItY......cceevieririeiesesieseesee e eeesee e 29

TaskCONTOllEr ENfor COUES (MRVL)....occcc..vvversesevevsesssssssssssssssssssssssesssssssssssesssssssssssssssssssssssesssssssssssessss 30

ContainerExecutor Error CodeS (YARN)......cii e vises e sieeete sttt sttt s sa e e se e e esaese s e snesresnesnens 32



Cloudera Manager Troubleshooting Security |ssues

Security-related issues can manifest in various ways and can be associated with various sources, including Kerberos
authentication, HDFS encryption, and TLS/SSL (datain transit encryption). This section includes error messages and
troubleshooting for common issues and some architectural details about some of the underlying components.

For information about Sentry troubleshooting, see "Troubleshooting Sentry".

Getting Started: Operational database cluster

How to resolve or work around issues that present the listed symptoms and possible causes.

Symptom: contentSummary callsin HDFS locking for tens or hundreds of seconds. The locking effectively makes
HDFS unusable in the worst cases. In the least impact cases, the call locking negatively impacts performance.

Possible cause: These calls are blocked in Ranger code when performing a recursive permission check.
Steps to resolve:

1. Goto Cloudera Manager Configuration Configuration Search

2. In Configuration Search, type HDFS Service Advanced Configuration Snippet (Safety Valve) for ranger-hdfs-
security.xml .

In HDFS Service Advanced Configuration Snippet (Safety Valve) for ranger-hdfs-security.xml, click + (Add).
In Name, type ranger.optimize-subaccess-authorization.

In Value, typetrue.

Click Save Changes(CTRL+S).

o 0 A~ w
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Symptom: Cluster previously configured without Kerberos authentication may fail to run jobs for certain users on
certain TaskTrackers (MRv1) or NodeManagers (Y ARN) after enabling Kerberos for the cluster. Errors may display
in the TaskTracker or NodeManager logs. The following example errors are from TaskTracker on MRv1:

10/ 11/ 03 01: 29: 55 I NFO mapred. Jobd ient: Task Id :

_m 000011 0, Status : FAILED

attenpt _201011021321_0004

Error initializing attenpt_201011021321_0004_m 000011 _O:
java.io. | OException: org.apache. hadoop. util. Shel | $Exi t CodeExcepti on:
at org. apache. hadoop. mapr ed. Li nuxTaskControl | er. runCommand(Li nuxTaskCont r

ol l er.java: 212)

at org. apache. hadoop. mapr ed. Li nuxTaskController.initializeUser(Li nuxTaskCont

roller.java: 442)

at org. apache. hadoop. mapr educe. server.tasktracker. Localizer.initializeUserD

i rs(Localizer.java: 272)

at org. apache. hadoop. mapr ed. TaskTr acker. | ocal i zeJob( TaskTr acker. java: 963)
at org. apache. hadoop. mapr ed. TaskTr acker. st art NewTask( TaskTr acker . j ava: 2209)
at org. apache. hadoop. mapr ed. TaskTr acker $TaskLauncher. run( TaskTr acker.j ava:

2174)

Caused by: org.apache. hadoop. util. Shel | $Exi t CodeExcepti on:

at org. apache. hadoop. util. Shell.runComuand( Shel | . java: 250)

at org. apache. hadoop. util. Shell.run(Shell.java: 177)

at org.apache. hadoop. uti |l . Shel | $Shel | CommandExecut or . execut e( Shel | . j ava: 370)
at org. apache. hadoop. mapr ed. Li nuxTaskControl | er. runCommand(Li huxTaskContr ol

| er.java: 203)
. 5 nore

Possible cause: The issue is caused by legacy content in directories for TaskTracker and NodeManager that may exist
after configuring Kerberos authentication for a cluster that previoudly did not use Kerberos. The sequence of events

leading to thisissue is as follows:

1. Cluster that had not been configured for Kerberos authentication was used to run jobs, which created local user
directory (or directories) on each TaskTracker or NodeManager host.
2. Cluster was then configured to use Kerberos authentication.
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3. Userstry running jobs on the newly secured cluster but local user directories on TaskTrackers or NodeM anagers
are owned by the wrong user or have overly-permissive permissions.

These directories should have been cleaned up at the time K erberos authentication was enabled for the cluster.

Stepsto resolve: Delete mapred.local.dir or yarn.nodemanager.local-dirs directories across the cluster for affected
users.

Symptom: Login failure occurs when attempting to start the NameNode. With debugging enabled on the cluster, the
following KrbException messages may display:

Caused by: KrbException: Integrity check on decrypted field failed (31) - PR
EAUTH_FAI LED} }

Caused by: KrbException: Identifier does not match expected val ue (906)

Possible cause: Thisissue may be due to incorrect configuration for AES-256. By default, certain operating systems
—CentOS/Red Hat Enterprise Linux 5.6 (and higher), Ubuntu—use AES-256 encryption which requiresinstalling the
"Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy Fil€" on all hosts (see "JCE Policy File
for AES-256 Encryption” for details), or disabling AES-256 support in the kdc.conf or krb5.com (see "Disable JCE
Policy Filefor AES-256 Encryption” for details).

Stepsto resolve: KrbException 31 and KrbException 906 can be caused by various issues, but the most likely cause
isincorrectly configured AES-256 encryption. Resolving the issue should start by determining the type of encryption
configured for the cluster.

To verify the type of encryption configured for the cluster:

1. Onthelocal KDC host, type this command to create atest principal:

kadm n -q "addprinc test"

2. Onacluster host, type this command to start a Kerberos session as test:

kinit test

3. Onacluster host, type this command to view the encryption typein use:
klist -e
If AES-256 is being used, output such as the following displays:

Ti cket cache: FILE: /tnp/krb5cc_0
Default principal: test@CM
Valid starting Expi res Servi ce princi pal
05/19/11 13:25:04 05/20/11 13:25:04 krbt gt/ SCMaBCM
Et ype (skey, tkt): AES-256 CTS node with 96-bit SHA-1 HVAC, AES-256
CTS node with 96-bit SHA-1 HVAC

To remove AES-256 encryption from the Kerberos configuration files:

* Remove aes256-cts:normal from the supported_enctypesfield of the kdc.conf or krb5.conf file.
» After changing the configuration, restart the KDC and the kadmin servers.
e Change TGT principal (krbtgt/REALM@REALM) and other principal passwords as needed.
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* Inthe[realms] section of the kdc.conf file, for the realm associated with HADOOP.LOCALDOMAIN, add (or
replace if it exists already) the following variable:

supported_enctypes = des3-hnmac-shal: normal arcfour-hmac: normal des- hrmac-
shal: normal des-cbc-nd5: normal des-cbc-crc: nornmal des-cbc-crc:v4 des-cbce-
crc: af s3

» Recreate the hdfs keytab file and mapred keytab file using the instructions in "Managing Kerberos credentials
using Cloudera Manager".

Symptom: The NameNode keytab file does not have an AES-256 entry but the client tickets do. The NameNode starts
but clients cannot connect to it. The error message does not specify "AES256" but rather contains enctype code "18."

Possible cause: Issue related to AES-256 encryption and the JCE library.

Stepsto resolve: Verify that Java Cryptography Extension (JCE) Unlimited Strength Jurisdiction Policy Fileis
installed (see "JCE Policy File for AES-256 Encryption™ for instructions) or remove aes256-cts:normal from the supp
orted_enctypes field of the kdc.conf or krb5.conf file, as detailed above.

Symptom: After enabling cross-realm trust, authenticating as a principal in the local realm lets you successfully run
Hadoop commands, but authenticating as a principal in the remote realm does not.

Possible cause: Thisissueis often due to principals in the two realms having different encryption types or different
passwords for the cross-realm principal in each realm. Because the local and remote realm each issue their own
TGTs, the local commands run but the service ticket needed for the local and remote realms to communicate cannot
be granted.

Stepsto resolve: Add the cross-realm krbtgt principal and its encryption typesto the MIT KDC server using kadmin.|
ocal or kadmin as appropriate (local access vs. remote):

kadm n: addprinc -e "ENC_TYPE_LI ST" krbtgt/LOCAL- REALM EXAMPLE. COM@VAI N- RE
ALM COVPANY. COM

Specify the types of encryption supported by the cross-realm principa (krbtgt), for example, AES, DES, or RCA4.
Multiple encryption types can be specified in the ENC_TYPE_LIST aslong as one of the encryption types matches
that of the tickets granted by the KDC in the remote realm. For example:

kadnmi n: addprinc -e "aes256-cts: normal rc4-hmac: nornmal des3- hnmac-shal: nor ma
| " krbtgt/LOCAL- REALM EXAMPLE. COM@VAI N- REALM COVPANY. COM

Symptom: Users attempt to authenticate but message such as the following displays:

13/01/15 17:44: 48 DEBUG i pc. Client: Exception encountered while connecting t

o the server : javax.security.sasl.Sasl Excepti on:

GSS initiate failed [ Caused by GSSException: No valid credentials provided
(Mechanismlevel: Fail to create credential.

(63) - No service creds)]

Possible cause: Ticket message may be too large for the UDP protocol (which is used by SASL by default).

Stepsto resolve: Force Kerberosto use TCP instead of UDP by adding the following parameter to libdefaultsin the
krb5.conf file on the clients where the problem is occurring:

[1ibdefaul ts]
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udp_preference limt =1

Configure krb5.conf through Cloudera Manager, this will automatically get added to krb5.conf.

Note:

IE When sending a message to the KDC, the library will try using TCP before UDP if the size of the ticket
message is larger than the setting specified for the udp_preference _limit property. If the ticket messageis
smaller than udp_preference _limit setting, then UDP will be tried before TCP. Regardless of the size, both
protocols will betried if the first attempt fails.

Symptom : After configuring usersync with LDAP using TLS, unable to fetch new users/groupsin Ranger. The
usersync logs show the following error:

2022-08-09 09: 08: 48, 719 ERROR or g. apache. ranger. | dapusersync. process. LdapUse
r G oupBui | der: LdapUser G- oupBui | der. get G oups() failed with exception:

j avax. nani ng. Conmuni cati onException: sinple bind failed: |dap.etrade.com
636

[ Root exception is javax.net.ssl.SSLException: java.lang.Runti neExcepti on:
Unexpected error: java.security.lnvalidAl gorithnParaneterException: the tru
st Anchors paraneter nust be non-enpty]; renaining nanme 'ou=G oup, dc=etrade, d
c=coni

Possible Cause :

» Thetruststore file does not exist, or is not configured. If CM Ranger Configuration Ranger Usersync TLS/SSL
Trust Store File is not set, the truststore will fall back into usersync's JAVA cacerts.

» The configured truststore does not have 'read' permissions for application user.
Steps to Resolve:

« Specify avalid path to atruststore file in JKS format.
« Provideread permissionsto "others" at the OS level to the truststore. Thisway, the "ranger" user will be able to
read the truststore;

# cd <truststore | ocation>
# chnod 444 <truststore>

Symptom: Usersync start fails with the following NullPointerException due to missing config properties.

2020-12-04 12: 26: 45,868 ERROR or g. apache. ranger. aut henti cati on. Uni xAut henti c
ationService: ERROR Service: UnixAuthenticationService

j ava. | ang. Nul | Poi nt er Excepti on

at java.security. Provider$ServiceKey. <init>(Provider.java: 872)

at java.security.Provider$ServiceKey. <init>(Provider.java: 865)

at java.security. Provider. get Service(Provider.java: 1039)

at sun.security.jca.ProviderlList.getService(ProviderlList.java: 332)

at sun.security.jca.Getlnstance. getlnstance(Getlnstance.java: 157)

at java.security. Security.getlnpl (Security.java: 695)

at java.security. KeyStore. getlnstance(KeyStore.java: 848)

at org. apache. ranger. aut henti cati on. Uni xAut henti cati onServi ce. start Servi c
e( Uni xAut hent i cati onServi ce. j ava: 245)

at org. apache. ranger. aut henti cati on. Uni xAut henti cati onServi ce. run( Uni xAut
henti cati onService.java: 122)

at org. apache. ranger. aut henti cati on. Uni xAut hent i cati onSer vi ce. mai n( Uni xAut
henti cati onService. java: 107)

—
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2020-12- 04 12: 26: 45,872 | NFO or g. apache. ranger. aut henti cati on. Uni xAut henti c
ationService: Service: UnixAuthenticationService - STOPPED.

Possible Cause:
Thisissueis caused due to missing keystore/ truststore type in user sync configs.

In CDP-7.1.5+ deployments, Ranger.truststore.file.type and ranger.keystore.file.type properties are set to jks by
default. All prior versions do not have these properties defined in ranger-ugsync-sitexml. Due to CDPD-17769
(CLDR Internal), the default keystores/ trust store file types are not used anymore, but taken from these properties.

Steps to Resolve: If you encounter thisissue while starting or /restarting the usersync process, verify if the following
properties exist in ranger-ugsync-site.xml and set these propertiesif missing.

CDP Clusters:

# grep -iE "ranger.truststore.file.type|ranger. keystore.file.type" /run/clou
der a- scm agent/ process/ *-ranger - RANGER _USERSYNC/ conf / r anger - ugsync-si te. xn
-Al

HDP Clusters:

# grep -iE "ranger.truststore.file.type|ranger. keystore.file.type" /etc/rang
er/usersync/ conf/ranger-ugsync-site. xm -Al

To set the properties, do the following steps:

1. Goto Cloudera Manager Ranger Configurations Ranger Usersync Advanced Configuration Snippet (Safety
Valve) for conf/ranger-ugsync-site.xml
2. Add thefollowing properties:

* ranger.truststore file.type=jks
* ranger.keystorefile.type=jks

1. Goto Ambari Ranger Configs Advanced Custom ranger-ugsync-site
2. Add thefollowing properties:

* ranger.truststore file.type=jks
* ranger.keystorefiletype=jks

Symptom: Multiple valid requests to K erberos protected services are identified as replay attempts when they are not.
The following exception shows up in the logs for one or more of the Hadoop daemons:

2013-02-28 22:49: 03,152 INFO ipc. Server (Server.java: doRead(571)) - |PC Ser
ver |listener on 8020: readAndProcess threw exception javax.security.sasl. Sas
| Exception: GSS initiate failed [Caused by GSSException: Failure unspecified
at GSS-API |evel (Mechanisml

j avax. security. sasl. Sasl Exception: GSS initiate failed [ Caused by GSSExce
ption: Failure unspecified at GSS-API | evel (Mechanismlevel: Request is ar
eplay (34))] _

at com sun. security. sasl.gsskerb. GssKrb5Server. eval uat eResponse( Gss
Kr b5Server. java: 159)

at org. apache. hadoop. i pc. Server $Connect i on. sasl ReadAndPr ocess( Serve
r.java: 1040)

at org.apache. hadoop. i pc. Server $Connecti on. readAndProcess(Server.ja
va: 1213)
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at org. apache. hadoop. i pc. Server $Li st ener . doRead( Ser ver. j ava: 566)

at org. apache. hadoop. i pc. Server $Li st ener $Reader . run( Server. j ava: 363)
Caused by: GSSException: Failure unspecified at GSS-API |evel (Mechanism
| evel : Request is a replay (34))

at sun.security.jgss. krb5. Krb5Cont ext . accept SecCont ext ( Kr b5Cont ext .

j ava: 741)

at sun.security.jgss. GSSCont ext | npl . accept SecCont ext ( GSSCont ext | np
| .java: 323)

at sun.security.jgss. GSSCont ext | npl . accept SecCont ext ( GSSCont ext | npl .
j ava: 267)

at com sun. security. sasl.gsskerb. GssKrb5Server. eval uat eResponse( Gs
sKrb5Server. java: 137)

... 4 nore
Caused by: KrbException: Request is a replay (34)

at sun. security. krb5. KrbApReq. aut henti cat e( Kr bApReq. j ava: 300)

at sun. security. krb5. KrbApReq. <i ni t >(Kr bApReq. j ava: 134)

at sun.security.jgss. krb5.1nitSecContext Token. <i nit>(InitSecContext
Token. j ava: 79)

at sun. security.jgss. krb5. Krb5Cont ext . accept SecCont ext ( Kr b5Cont ex
t.java: 724)

. 7 nore

Thisissue can also manifest as poor performance for clients of the cluster, including dropped connections, timeouts
attempting to make RPC calls, and so on.

Possible cause: Kerberos uses a second-resol ution timestamp to protect against replay attacks (where an attacker can
record network traffic, and play back recorded requests later to gain elevated privileges). That is, incoming requests
are cached by Kerberos for alittle while, and if there are similar requests within afew seconds, Kerberos will be able
to detect them asreplay attack attempts (see "MIT Kerberos replay cache” for more information).

However, if there are multiple valid K erberos requests coming in at the same time, these may also be misjudged as
attacks for the following reasons:

e Multiple servicesin the cluster are using the same Kerberos principal. All secure clients that run on multiple
machines should use unique Kerberos principal s for each machine. For example, rather than connecting asa
service principal myservice@EXAMPLE.COM, services should have per-host principals such as myservice/ho
st123.example.com@EXAMPLE.COM.

« Clocks not synchronized: All hosts should run NTP so that clocks are kept in sync between clients and servers.

Stepsto resolve;

While having different principals for each service, and clocks in sync hel ps mitigate the issue, there are, however,
cases where even if all of the above are implemented, the problem still persists. In such a case, disabling the cache
(and the replay protection as a consequence), will allow parallel requests to succeed. This compromise between
usahility and security can be applied by setting the KRBSRCACHETY PE environment variable to none.

Note that the KRB5SRCACHETY PE is not automatically detected by Java applications. For Java-based components:

» Ensurethat the cluster runson JDK 8.
» Todisablethe replay cache, add -Dsun.security.krb5.rcache=none to the Java Opts/Arguments of the targeted
JVM. For example, HiveServer2 or the Sentry service.

Symptom: One or more of the cluster services failsto start. For example, the DataNode fails to start. Error messages
in the log files may display the following error messages:

Exception in secureMin

java.l ang. ExceptionlnlnitializerError

at javax. crypto. KeyGener at or . next Spi ( KeyCGener at or. j ava: 324)
at javax.crypto. KeyGenerator. <init>(KeyGenerator.java: 157)

10
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Caused by: java.lang. SecurityException: The jurisdiction policy files are
not signed by a trusted signer!

at javax.crypto.JarVerifier.verifyPolicySigned(JarVerifier.java: 289)

at javax.crypto.JceSecurity.| oadPolicies(JceSecurity.java: 316)

at javax.crypto.JceSecurity.setupJdurisdictionPolicies(JceSecurity.java: 261)

Possible cause: Thisis another example of a mismatch for AES-256 encryption. Services cannot start when the
version of the JCE policy file does not match the version of Javainstalled on a node because the cryptographic
signatures for the JCE policy files cannot be verified, resulting in the message shown above.

» Check that the encryption types are matched between your KDC and krb5.conf on all hosts.

Solution: If you are using AES-256, follow the instructions at " JCE Policy File for AES-256 Encryption” to
deploy the JCE policy file on al hosts.

* Services cannot start
Solution: Download the correct JCE policy files for the version of Javayou are running:

« Java8
» Java7
e Java6 [Legacy information]

Download and unpack the zip file. Copy the two JAR files to the $JAVA_HOME/jre/lib/security directory on each
node within the cluster.

Symptom: In asecure, unwired, CDP cluster, the following WARN message appearsin Kafka operationa logs:

kaf ka- br oker-i p- 10- 97- 85- 106. cl oudera. site. | og

2019-07-14 08: 32: 56,001 WARN or g. apache. hadoop. security. Shel | BasedUni xG o

upsMappi ng: unable to return groups for user rangertagsync

Parti al G oupNameExcepti on The user nanme 'rangertagsync' is not found. id:
rangertagsync: no such user

i d: rangertagsync: no such user

at org. apache. hadoop. security. Shel | BasedUni xGr oupsMappi ng. resol ve
Parti al G oupNanes( Shel | BasedUni xGr oupsMappi ng. j ava: 294)

at org. apache. hadoop. security. Shel | BasedUni xG oupsMappi ng. get Uni xG o
ups( Shel | BasedUni xG oupsMappi ng. j ava: 207)

at org. apache. hadoop. security. Shel | BasedUni xGr oupsMappi ng. get G oup
s( Shel | BasedUni xGr oupsMappi ng. j ava: 97)

at org.apache. hadoop. security. G oups$G oupCachelLoader. f et chG oupL
i st (G oups.java: 387)

at org. apache. hadoop. security. G oups$G oupCachelLoader. | oad( G oups
.java: 321)
Possible Cause: User rangertagsync does not exist.

Stepsto resolve: Asan OS-level rangertagsync user is not required for any feature / functionality to work, manually
adding an OS-level user = rangertagsync on al broker nodes seems to resolve the issue.

Note:

These harnml ess nmessages result froma known i ssue and are not expected
to cause functionality issues. You can ignore these warni ng nessages.

Incorrect permission Java exception (java.io.l OException)

11
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Symptom: An incorrect permission error displays when trying to run ajob:

java.io. | OException: Incorrect perm ssion for
[ var/ f ol der s/ B3/ B3d2v Cnd F+nm\ VPBBOWEE+++TI / - Tnp-/ t npYTi | 84/ df s/ dat a/ dat al,
expected: rwxr-xr-x, while actual: rwxrwxr-x

at org. apache. hadoop. util . Di skChecker. checkPerni ssi on(D skChecker.
j ava: 107)

at org. apache. hadoop. util . D skChecker. nkdi rsWt hExi st sAndPer m ssi on
Check( Di skChecker.java: 144)

at org. apache. hadoop. util . Di skChecker.checkDi r (D skChecker.java: 160)

at org. apache. hadoop. hdf s. server. dat anode. Dat aNode. nakel nst ance( Dat aN
ode. j ava: 1484)

at org. apache. hadoop. hdf s. server. dat anode. Dat aNode. i nst anti at eDat a
Node( Dat aNode. j ava: 1432)

at org. apache. hadoop. hdf s. server. dat anode. Dat aNode. i nst ant i at eDat aNo
de( Dat aNode. j ava: 1408)

at org. apache. hadoop. hdf s. M ni DFSCl ust er. st art Dat aNodes(M ni DFSC u
ster.java: 418)

Possible cause: The daemon has umask 0002 rather than 0022.

Steps to resolve: Make sure that the umask for hdfs and mapred is 0022.
MapReduce (MRv1) Errors

These error messages are associated with MapReduce only (not YARN).
Jobs won't run and cannot access files in mapred.local.dir

Symptom: The TaskTracker log contains the following error message:

WARN or g. apache. hadoop. mapr ed. TaskTracker: Exception while |ocalization java
.i0.1OException: Job initialization failed (1)

Possible cause:
Stepsto resolve:

1. Add the mapred user to the mapred and hadoop groups on al hosts.
2. Restart all TaskTrackers.

Jobs cannot run and TaskTracker cannot create local mapred directory

Symptom: The TaskTracker log contains the following error message:

11/ 08/ 17 14: 44: 06 | NFO nmapred. TaskController: main : user is atm
11/ 08/ 17 14: 44: 06 | NFO mapred. TaskController: Failed to create directory /v
ar/ | og/ hadoop/ cache/ mapr ed/ mapred/ | ocal 1/t askTracker/atm - No such file or d
irectory
11/ 08/ 17 14: 44: 06 WARN napred. TaskTracker: Exception while |ocalization jav
a.io.lOexception: Job initialization failed (20)

at org.apache. hadoop. mapr ed. Li nuxTaskControl l er.initializeJob(Linux
TaskControl | er.java: 191)

at org. apache. hadoop. mapr ed. TaskTr acker $4. run( TaskTr acker. j ava: 1199)

at java.security. AccessControl |l er.doPrivil eged(Native Met hod)

at javax.security. auth. Subj ect. doAs(Subj ect.java: 396)

at org. apache. hadoop. security. User G oupl nf ormati on. doAs( User G oupl
nf ormation. j ava: 1127)

at org. apache. hadoop. mapr ed. TaskTracker.initializeJob(TaskTracker
java: 1174)
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at org. apache. hadoop. mapr ed. TaskTracker. | ocal i zeJob( TaskTr acker . j
ava: 1089)

at org. apache. hadoop. mapr ed. TaskTr acker. st art NewTask( TaskTr acker . j
ava: 2257)

at org. apache. hadoop. mapr ed. TaskTr acker $TaskLauncher . run( TaskTr ack
er.java: 2221)
Caused by: org.apache. hadoop. util. Shel | $Exi t CodeExcepti on

at org. apache. hadoop. util . Shell.runComuand( Shel | . java: 255)

at org. apache. hadoop. util. Shell.run(Shell.java: 182)

at org.apache. hadoop. uti | . Shel | $Shel | ConmandExecut or . execut e( Shel | . j
ava: 375)

at org. apache. hadoop. mapr ed. Li nuxTaskControl l er.initializeJob(Linux
TaskControl | er.java: 184)

8 nore

Possible cause: Mismatch of mapred.local.dir values specified in mapred-sitexml and taskcontroller.cfg. These values
should be the same.

Stepsto resolve: Verify that the setting for mapred.local.dir is the same in both mapred-site.xml and taskcontroller.c
fg, and reconfigure if necessary.

Jobs cannot run and TaskTracker cannot create Hadoop logs directory

Symptom: The TaskTracker log contains an error message similar to the following:

11/08/ 17 14:48: 23 | NFO napred. TaskController: Failed to create directory /ho
me/ at ni sr ¢/ cl ouder a/ hadoop/ bui | d/ hadoop- 0. 23. 2- cdh3ul- SNAPSHOT/ | ogs1/ user| og
s/job_ 201108171441 0004 - No such file or directory
11/08/17 14:48: 23 WARN nmapr ed. TaskTracker: Exception while |ocalization java
.1 0.1 OException: Job initialization failed (255)

at org. apache. hadoop. mapr ed. Li nuxTaskControll er.initializedob(Linux
TaskControl |l er.java: 191)

at org. apache. hadoop. mapr ed. TaskTracker $4. run( TaskTr acker. j ava: 1199)

at java.security. AccessControll er.doPrivil eged(Native Method)

at javax.security. auth. Subj ect. doAs( Subj ect . java: 396)

at org. apache. hadoop. security. User G oupl nf ormat i on. doAs( User G- oup
nf ormation. j ava: 1127)

at org. apache. hadoop. mapr ed. TaskTracker.initializeJob(TaskTracker.

java: 1174)

at org. apache. hadoop. mapr ed. TaskTr acker. | ocal i zeJob( TaskTr acker. j
ava: 1089)

at org. apache. hadoop. mapr ed. TaskTr acker. st art NewTask( TaskTr acker . j
ava: 2257)

at org.apache. hadoop. mapr ed. TaskTr acker $TaskLauncher. run( TaskTr ack
er.java: 2221)
Caused by: org.apache. hadoop. util. Shel | $Exi t CodeExcepti on

at org. apache. hadoop. util . Shell.runComuand( Shel | . java: 255)

at org.apache. hadoop. util. Shell.run(Shell.java: 182)

at org. apache. hadoop. util. Shel | $Shel | ConmandExecut or . execut e( Shel | . j
ava: 375)

at org. apache. hadoop. mapr ed. Li nuxTaskControll er.initializeJob(Linux
TaskControl |l er.java: 184)

8 nore

Possible cause: Misconfiguration issue.

Stepsto resolve: In MRv1, the default value specified for hadoop.log.dir in mapred-site.xml is /var/log/hadoop-0.20-
mapreduce. The path must be owned and be writable by the mapred user. If you change the default value specified for
hadoop.log.dir, make sure the value isidentical in mapred-site.xml and taskcontroller.cfg. If the values are different,
the error message above is returned.

Getting Started: Operational database cluster
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Cloudera Manager Ranger RMSfield issues - HDFS latency

Step 2: Install JCE policy filesfor AES-256 encryption
Managing Kerberos credentials using Cloudera Manager
JCE 8 download

JCE 7 download

JCE 6 download

MIT Kerberos replay cache

Ranger RM S customers may experience intermittent high RPC queue and processing time.

When Apache Ranger (Ranger) Resource Mapping Server (RMYS) is enabled, customers may intermittently encounter
high Remote Procedure Call (RPC) queue time in the Hadoop Distributed File System (HDFS) NameNode, which
resultsin jobs requiring more time than usual to finish. Thisis caused by the process of the Ranger HDFS plugin

that needs to evaluate applicable Apache Hive (Hive) policiesin addition to a set of HDFS policies for each HDFS
location authorization. The evaluation process may cause access authorization latency of an additional 10-20 ms
under heavy load, which in turn causes high NameNode RPC time.

Components Affected:

HDFS
Ranger RMS
Hive
Products Affected:
CDP Private Cloud Base
Releases Affected:
CDP Private Cloud Base 7.1.7 Service Pack (SP) 1 Cumulative Hotfix (CHF) 1 and higher versions
CDP Private Cloud Base 7.1.7 SP2 CHF4 and lower versions
CDP Private Cloud Base 7.1.8 CHF5 and lower versions

When Ranger RM S is enabled and alarge number of access requests are made to the Ranger plugin in HDFS, it may
take more than 10 msto evaluate the access. If Ranger takes more than 10 msto evaluate access in the middle of
awrite lock, all other callswill be blocked. This leadsto slow response during the read/write operations on HDFS
location, and increases the NameNode RPC queue time and processing time.

Asaworkaround, add HDFS policies to authorize access for users and groups with heavy workloads, and configure
RMS to skip chained plugin evaluation for these users and groups by performing the following steps:

1. Create HDFS policies in Ranger Admin Web Ul for the identified heavy users by referring to the existing Hive
policies. Please contact support for help on identifying users with heavy workloads.
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2. To skip evaluation of Hive policies for the identified users or groups, go to Cloudera Manager HDFS
Configurations Safety Valve (ranger-hdfs-security.xml) , and add the following properties:

» ranger.plugin.hdfs.whitelisted.users=hive,impal a,testuserl,testuser2
 ranger.plugin.hdfs.whitelisted.groups=groupl,group?2
3. Restart the HDFS service, and observe the performance.

Troubleshooting sections for specific issues that involve authentication and Kerberos.

Clusters that use Kerberos for authentication have several possible sources of potential issues, including:

» Failure of the Key Distribution Center (KDC)
e Missing Kerberos or OS packages or libraries
 Incorrect mapping of Kerberos REALMs for cross-realm authentication

These are just some examples, but they can prevent users and services from authenticating and can interfere with the
cluster's ability to run and process workloads. The first step whenever an issue emergesisto try to isolate the source
of the actual issue, by answering basic questions such as these;

» Istheissuealocal issueor aglobal issue? That is, are all usersfailing to authenticate, or is the issue specificto a
single user?
» Istheissue specific to asingle service, or are all services problematic? and so on.

If all users and multiple services are affected—and if the cluster has not worked at al after integrating with Kerberos
for authentication—step through all settings for the Kerberos configuration files, as outlined in the section below,
"Auditing the Kerberos Configuration™.

Note: All nodesin any given cluster configured for Kerberos must use the same configuration settingsin the
E filesthat are distributed throughout the cluster.

Clouderarecommends verifying the Kerberos configuration whenever issues arise, especially after initialy
completing the integration process.

« Verify that al /etc/hosts files conform to Cloudera Manager's installation requirements (" Cloudera Enterprise
Requirements and Supported Versions").

» Verify forward and reverse name resolution for al cluster hosts and for the MIT KDC or Active Directory KDC
hosts.

« Verify that al required Kerberos server and workstation packages ("Enabling K erberos Authentication for CDH")
have been installed and are the correct versions for the OS running on the host systems.

« Verify that the hadoop.security.auth_to local property in the core-site.xml has proper mappings for all trusted
Kerberos realms, including HDFS trusted realms, for all services on the cluster that use Kerberos.

» Verify your Kerberos configuration by comparing to the " Sample Kerberos Configuration Files' shown below
(see"/etc/krb5.conf") and "/var/kerberos/krbSkdc/kdce.conf").

* Review the configuration of al the KDC, REALM, and domain hosts referenced in the krb5.conf and kdc.conf
files. The KDC host in particular, is a common point-of-failure and you may have to begin troubleshooting
there. Ensure that the REALM set in krb5.conf has the correct hostname listed for the KDC. For cross-realm
authentication, see "Reviewing Service Ticket Credentialsin Cross-Realm Deployments'.

« Usewhether the services using Kerberos are running and responding properly with kinit/klist ("User
Authentication with and Without Keytab ).
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« Attempt to authenticate to Cloudera Manager using cluster service credentials specific to the issue or affected
service. Examine the issued credentialsif you are able to successfully authenticate with the service keytab.

» Useklist to list the principal s present within a service keytab to ensure each service has one.

» Enabling debugging ("Enabling Debugging for the Authentication Process") using either the command line or
Cloudera Manager.

The kinit command line tool is used to authenticate a user, service, system, or deviceto aKDC. The most basic
exampleisauser authenticating to Kerberos with a username (principal) and password. In the following example, the
first attempt uses awrong password, followed by a second successful attempt.

[alice@ostl ~]$ kinit alice@EST. ORG LAB
Password for alice@EST. ORG LAB: (w ong password)
kinit: Preauthentication failed while getting initial credentials

[alice@ostl ~]$ kinit alice@EST. ORG LAB

Password for alice@EST. ORG LAB: (correct password)
(note silent return on successful auth)
[alice@ostl ~]$ klist

Ti cket cache: FILE: /tnp/krb5cc_10001

Default principal: alice@EST. ORG LAB

Valid starting Expi res Service principal
03/11/14 11:55:39 03/11/14 21:54:55 krbtgt/ TEST. ORG LAB@EST. ORG LAB
renew until 03/18/14 11:55: 39

Another method of authentication is using keytabs with the kinit command. Y ou can verify whether authentication
was successful by using the klist command to show the credentials issued by the KDC. The following example
attempts to authenticate the hdfs service to the KDC by using the hdfs keytab file.

[root @ost 1 312- hdf s- DATANODE] # kinit -kt hdfs. keytab hdfs/hostl.test.|ab@E
ST. LAB

[root @ost1 312- hdf s- DATANCDE] # ki i st

Ti cket cache: FILE: /tnp/krb5cc_ 0

Default principal: hdfs/hostl.test.|ab@EST. LAB

Valid starting Expi res Service principal
03/11/14 11:18:34 03/12/14 11:18: 34 krbtgt/ TEST. LAB@EST. LAB
renew until 03/18/14 11:18: 34

To obtain additional information in the logs and facilitate troubleshooting, administrators can set debug levels for
any of the services running on Cloudera Manager Server. Typicaly, the settings are added using the Advanced
Configuration Snippet (Safety Valve) settings for the specific service, the names are specific to the service.

as for HDFS as detailed below:

1. Log into the Cloudera Manager Admin Console.
2. Select ClustersHDFS-N.

3. Click the Configuration tab.

4

. Search for properties specific to the different role types for which you want to enable debugging. For example, if
you want to enable debugging for the HDFS NameNode, search for the NameNode L ogging Threshold property
and select at least DEBUG level logging.
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5. Enable Kerberos debugging by using the HDFS service's Advanced Configuration Snippet. Once again, this may
be different for each specific role type or service. For the HDFS NameNode, add the following properties to the
HDFS Service Environment Safety Valve:

HADOOP_JAAS DEBUG=t r ue
HADOOP_OPTS="- Dsun. security. kr b5. debug=t r ue"

6. Click Save Changes.
7. Restart the HDFS service.

The output will be seen in the process logs. stdout.log and stderr.log. These can be found in the runtime path of the
instance:

/var/run/cl oudera- scm agent/ process/ ###- servi ce- ROLE

After restarting Cloudera Manager Service, the most recent instance of the ###-service-ROLE directory will have
debug logs. Usels  -Itr in the /var/run/cloudera-scm-agent/process path to determine the most current path.

Set the following properties on the cluster to obtain debugging information from the K erberos authentication process.

# export HADOOP_ROOT_LOGGER=TRACE, consol e;
# export HADOOP_JAAS DEBUG=t r ue;
# export HADOOP_OPTS="-Dsun. security.krb5. debug=t rue"

Y ou can then use the following command to copy the console output to the user (with debugging messages), along
with all output from STDOUT and STDERR to afile.

# hadoop fs -Is / > >(tee fsls-logfile.txt) 2>&1

Cloudera Manager creates accounts needed by CDH services using an internal command (Generate Credentials) that
istriggered automatically by the Kerberos configuration wizard or when changes are made to the cluster that require
new Kerberos principals.

After configuring the cluster for Kerberos authentication or making changes that require generation of new principals,
you can verify that the command ran successfully by using the Cloudera Manager Admin Console, as follows:

1. Loginto the ClouderaManager Admin Console. Any error messages display on the Home page, in the Status area
near the top of the page. The following Status message indicates that the Generate Credentials command failed:

Rol e i s nissing Kerberos
keyt ab

2. Todisplay the output of the command, go to the Home Status tab and click the All Recent Commands tab.

Error: Idap_sasl_interactive_bind_s: Can't contact LDAP server (-1)
Possible cause: The Domain Controller specified isincorrect or LDAPS has not been enabled for it.
Stepsto resolve: Verify the configuration for Active Directory Active Directory KDC, as follows:

1. Loginto Cloudera Manager Admin Console.
2. Select Administration Settings .
3. Sedlect Kerberos for the Category filter.
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Verify all settings. Also check that LDAPS is enabled for Active Directory.
Error: Idap_add: Insufficient access (50)

Possible cause: The Active Directory account you are using for Cloudera Manager does not have permissions to
create other accounts.

Steps to resolve: Use the Delegate Control wizard to grant permission to the Cloudera Manager account to create
other accounts. Y ou can also login to Active Directory as the Cloudera Manager user to check that it can create other
accountsin your Organizational Unit.

Error: kadmin: Cannot resolve network address for admin server in requested realm while initializing kadmin inter
face.

Possible cause: The hostname for the KDC server isincorrect.

Steps to resolve: Check the kdc field for your default realm in krb5.conf and make sure the hostname is correct.

Users need to obtain valid Kerberos tickets to interact with a secure cluster, that is, a cluster that has been configured
to use Kerberos for authentication. Running any Hadoop command (such as hadoop fs -Is) will fail if you do not have
avalid Kerberos ticket in your credentials cache. If you do not have avalid ticket, you will receive an error such as:

11/01/04 12:08: 12 WARN ipc.dient: Exception encountered while connecting to
the server : javax.security.sasl.Sasl Exception:

GSS initiate failed [ Caused by GSSException: No valid credentials provided

(Mechanismlevel: Failed to find any Kerberos tgt)]

Bad connection to FS. conmand aborted. exception: Call to nn-host/10.0.0.2:8

020 failed on | ocal exception: java.io.|OException:

javax. security. sasl. Sasl Exception: GSS initiate failed [ Caused by GSSExcept i

on: No valid credentials provided (Mechanismlevel: Failed to find any Kerbe

ros tgt)]

Steps to resolve: Examine the Kerberos tickets currently in your credentials cache by running the klist command.
Y ou can obtain aticket by running the kinit command and either specifying a keytab file containing credentials, or
entering the password for your principal.

Secured CDH services mainly use Kerberos to authenticate RPC communication. RPCs are one of the primary means
of communication between nodes in a Hadoop cluster. For example, RPCs are used by the YARN NodeManager to
communi cate with the ResourceManager, or by the HDFS client to communicate with the NameNode.

CDH services handle Kerberos authentication by calling the UserGrouplnformation (UGI) login method, loginUse
rFromKeytab(), once every time the service starts up. Since Kerberos ticket expiration times are typically short,
repeated logins are required to keep the application secure. Long-running CDH applications have to be implemented
accordingly to accommodate these repeated logins. If an application is only going to communicate with HDFS,
YARN, MRv1, and HBase, then you only need to call the UserGroupl nformation.loginUserFromKeytab() method at
startup, before any actual API activity occurs. The HDFS, YARN, MRv1 and HBase services RPC clients have their
own built-in mechanisms to automatically re-login when a keytab's Ticket-Granting Ticket (TGT) expires. Therefore,
such applications do not need to include callsto the UGI re-login method because their RPC client layer performsthe
re-login task for them.

However, some applications may include other service clients that do not involve the generic Hadoop RPC
framework, such as Hive or Oozie clients. Such applications must explicitly call the UserGroupl nformation.getL ogi
nUser().checkTGTAndRel oginFromK eytab() method before every attempt to connect with a Hive or Oozie client.
Thisis because these clients do not have the logic required for automatic re-logins.
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Thisisan example of an infinitely polling Oozie client application:

/1 App startup
User G oupl nf or mat i on. | ogi nFr onKeyt ab( KEYTAB_PATH, PRI NCl PAL_STRI NG) ;

Qoziedient client = |oginUser.doAs(new Privil egedActi on<Qozi el ient>() {
public Ooziedient run() {
try {
returnnew Oozi eC i ent (OXZI E_ SERVER URI);
} catch (Exception e) {
e.printStackTrace();
returnnul | ;

1)

while (true & client !'= null) {
/1 Application's |ong-running | oop

/1l Every tine, conplete the TGl check first
User G oupl nformati on | ogi nUser = User G oupl nf or mat i on. get Logi nUser () ;
| ogi nUser . checkTGTAndRel ogi nFr onKeyt ab() ;

/1 Perform Qozie client work within the context of the |ogin user object
| ogi nUser . doAs(new Privil egedActi on<Voi d>() {
publicVoid run() {

try {
Li st <Wor kf Il owdob> list = client.getJobslnfo("");
for (Workflowdob wfJob : list) {

System out . println(wfJob.getld());

}
} catch (Exception e) {
e.printStackTrace();

}
} // End of function bl ock
}); // End of doAs
} // End of |oop

Symptom: For MIT Kerberos 1.8.1 (or higher), the following error will occur when you attempt to interact with the
Hadoop cluster, even after successfully obtaining a Kerberos ticket using kinit:

11/01/04 12:08: 12 WARN i pc. dient: Exception encountered while connecting to
the server : javax.security.sasl.Sasl Excepti on:

GSS initiate failed [ Caused by GSSException: No valid credentials provided
(Mechanismlevel: Failed to find any Kerberos tgt)]

Bad connection to FS. conmand aborted. exception: Call to nn-host/10.0.0. 2:

8020 failed on | ocal exception: java.io.|CException:

j avax. security. sasl. Sasl Exception: GSS initiate failed [ Caused by GSSExcept

ion: No valid credentials provided (Mechanismlevel: Failed to find any Kerb

eros tgt)]

Possible cause:

At release 1.8.1 of MIT Kerberos, a change ("#6206: new API for storing extra per-principa datain ccache") was
made to the credentials cache format that conflicts with Oracle JDK 6 Update 26 (and earlier JDKs) (for details, see
"IDK-6979329 : CCachel nputStream fails to read ticket cache files from Kerberos 1.8.1") rendering Java incapable
of reading Kerberos credentials cache created by versions of MIT Kerberos 1.8.1 (or higher). Kerberos 1.8.1 isthe
default in Ubuntu Lucid and higher releases and Debian Squeeze and higher releases. On RHEL and CentOS, an older
version of MIT Kerberos which does not have thisissue, is the default.
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Workaround: Use the -R (renew) option with kinit after initially obtaining credentials with kinit. This sequence causes
the ticket to be renewed and credentials are cached using aformat that Java can read. However, theinitial ticket must
be renewable.

For example:

$ klist

klist: No credentials cache found (ticket cache FILE:/tnp/krb5cc_1000)

$ hadoop fs -Is

11/01/04 13:15:51 WARN i pc. Cient: Exception encountered while connecting
to the server : javax.security.sasl.Sasl Exception

GSS initiate failed [ Caused by GSSException: No valid credentials provided (
Mechanismlevel: Failed to find any Kerberos tgt)]

Bad connection to FS. conmmand aborted. exception: Call to nn-host/10.0.0.
2:8020 failed on | ocal exception: java.io.|lOException

j avax. security. sasl. Sasl Exception: GSS initiate failed [ Caused by GSSExce
ption: No valid credentials provided (Mechanismlevel: Failed to find any Ke
rberos tgt)]

$ kinit

Password for USERNAME@REALM NAME. EXAMPLE. COM

$ klist

Ti cket cache: FILE: /tnp/krb5cc_1000

Default principal: USERNAVE@GREALM NAME. EXAMPLE. COM

Valid starting Expires Servi ce principa

01/04/11 13:19:31 01/04/11 23:19:31 Kkrbt gt/ REALM NAMVE. EXAMPLE. COMGREAL M
NAME. EXAMPLE. COM

renew until 01/05/11 13:19: 30
$ hadoop fs -Is

11/01/04 13:15:59 WARN i pc. Cient: Exception encountered while connecting to
the server : javax.security.sasl.Sasl Exception

GSS initiate failed [ Caused by GSSException: No valid credentials provided
(Mechanismlevel: Failed to find any Kerberos tgt)]

Bad connection to FS. conmmand aborted. exception: Call to nn-host/10.0.0.2:8
020 failed on | ocal exception: java.io.lOException
javax.security. sasl. Sasl Exception: GSS initiate failed [ Caused by GSSExcepti
on: No valid credentials provided (Mechanismlevel: Failed to find any Kerbe
ros tgt)]

$ kinit -R

$ hadoop fs -1Is

Found 6 itens

drwx------ - USER USER 0 2011-01-02

16: 16 /user/user/.stagi ng

Non-renewable tickets display this error message when the command

kinit: Ticket expired while renewing credentials

Every service managed by Cloudera Manager has a keytab file that is provided at startup by the Cloudera Manager
Agent. The most recent keytab files can be examined by navigating to the path, /var/run/cloudera-scm-agent/process,
withanls -Itr command.

Asyou can see in the example below, Cloudera Manager service directory names have the form: ###-service-ROLE.
Therefore, if you are troubleshooting the HDFS service, the service directory may be called, 326-hdfssNAMENODE.

[root @ehdl ~]# cd /var/run/cl oudera-scm agent/ process/
[root @ehdl process]# |s -ltr | grep NAMENCDE | tail -3
drwxr-x--x 3 hdfs hdf s 4096 Mar 3 23:43 313- hdf s- NAMENCDE
drwxr-x--x 3 hdfs hdf s 4096 Mar 4 00: 07 326- hdf s- NAMENCDE
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drwxr-x--x 3 hdfs hdf s 4096 Mar 4 00: 07 328- hdf s- NAMENCODE-
nnRpcWi t

[root @ehdl process]# cd 326- hdf s- NAVENCDE
[root @ehdl 326- hdf s- NAMENCDE] # | s

cl ouder a_nanager _agent _fencer. py df s_hosts_al | ow. t xt
hdf s. keyt ab | og4j . properties t opol ogy. py

cl oudera_nanager _agent fencer_secret _key.txt dfs_hosts_excl ude.txt

hdf s-si te. xn | ogs

cl ouder a- noni tor. properties event-filter-rules.json h

tt p-aut h-signature-secret navigator.client.properties

core-site.xmn hadoop-netri cs2. properties
krb5cc_494 t opol ogy. map

If you have root access to the /var/run/cloudera-scm-agent/process path, you can use any service's keytab filetologin
asroot or a sudo user to verify whether basic Kerberos authentication is working.

After locating a keytab file, examine its contents ("Examining Kerberos credentials with klist ") using the klist
command to view the credentials stored in the file. For example, to list the credentials stored in the hdfs.keytab file:

[root @ost 1 326- hdf s- DATANODE] # klist -kt hdfs. keytab

Keytab nane: WRFI LE: hdf s. keyt ab

KVNO Ti mest anp Pri nci pal
4 02/17/14 19:09: 17 HTTP/ host 1.test.| ab@EST. LAB
4 02/17/14 19:09: 17 HTTP/ host 1.test.| ab@EST. LAB
4 02/17/14 19:09: 17 HTTP/ host 1. test.| ab@EST. LAB
4 02/17/14 19:09: 17 HTTP/ host 1. test.| ab@EST. LAB
4 02/17/ 14 19:09: 17 HTTP/ host 1.test.| ab@EST. LAB
4 02/17/ 14 19:09:17 HTTP/ host1.test.| ab@EST. LAB
4 02/17/14 19:09:17 hdfs/hostl.test.| ab@EST. LAB
4 02/17/ 14 19:09:17 hdfs/hostl.test.| ab@EST. LAB
4 02/17/ 14 19:09: 17 hdfs/hostl.test.| ab@EST. LAB
4 02/17/ 14 19:09: 17 hdfs/hostl.test.| ab@EST. LAB
4 02/17/ 14 19:09: 17 hdfs/hostl.test.| ab@EST. LAB
4 02/17/ 14 19:09: 17 hdfs/hostl.test.| ab@EST. LAB

Now, attempt to authenticate using the keytab file and a principal within it. In this case, we use the hdfs.keytab file
with the hdfshost1.test.lab@TEST.LAB principal. Then use the klist command without any arguments to see the
current user session’s credentials.

root @ost1 312- hdf s- DATANODE] # ki nit -kt hdfs. keytab hdfs/hostl.test.|ab@ES
T. LAB

[ root @ost 1 312- hdf s- DATANODE] # kl i st

Ti cket cache: FILE: /tnp/krb5cc_0

Defaul t principal: hdfs/hostl.test.|ab@EST. LAB

Valid starting Expi res Service principal
03/11/14 11:18:34 03/12/14 11:18:34 krbtgt/ TEST. LAB@EST. LAB
renew until 03/18/14 11:18: 34

Note that Kerberos credentials have an expiry date and time. This means, to make sure Kerberos credentials are valid
uniformly over acluster, al hosts and clients within the cluster should be using NTP and must never drift more than
5 minutes apart from each other. Kerberos session tickets have a limited lifespan, but can be renewed (asindicated in
the sampl e krb5.conf and kdc.conf). CDH requires renewable tickets for cluster principals. Check whether renewable
tickets have been enabled by using a klist command with the -e (list key encryption types) and -f (list flags set)
switches when examining Kerberos sessions and credentials.
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When you examine your cluster configuration, make sure you haven't violated any of following the integration rules:

* When negotiating encryption types, follow the realm with the most specific limitations on supported encryption
types.

« All reams should be known to one another through the /etc/krb5.conf file deployed on the cluster.

*  When you make configuration decisions for Active Directory environments, you must eval uate the Domain
Functional Level or Forrest Functional Level that is present.

Kerberos typically negotiates and uses the strongest form of encryption possible between aclient and server for
authentication into the realm. However, the encryption types for TGTs may sometimes end up being negotiated
downward towards the weaker encryption types, which is not desirable. To investigate such issues, check the kvno
of the cross-realm trust principa (krbtgt) as described in the following steps. Replace CLUSTER.REALM and AD.R
EALM (or MIT.REALM) with the appropriate values for your configured realm. This scenario assumes cross-realm
authentication with Active Directory.

« Oncetrust has been configured (see sample filesin previous section), kinit as a system user by authenticating to
the AD Kerberos realm.

« From the command line, perform a kvno check of the local and cross-realm krbtgt entry. The local representation
of this special REALM service principal isin the form, krbtgt/ CLUSTER.REALM @CLUSTER.REALM. The
cross-realm principal is named after the trusted realm in the form, krbtgt/AD.REALM.

« Failure of the kvno check indicates incorrect cross-realm trust configuration. Review encryption types again,
looking for incompatibilities or unsupported encryption types configured between realms.

This section contains several example Kerberos configuration files.

The /etc/krb5.conf fileis the configuration a client uses to access arealm through its configured KDC. The krb5.conf
maps the realm to the available servers supporting those realms. It also defines the host-specific configuration rules
for how tickets are requested and granted.

[ oggi ng] _
default = FILE:/var/l og/krb5libs.|og
kdc = FI LE:/var /| og/ kr b5kdc. | og
adm n_server = FILE: /var/| og/ kadm nd. | og

[1i bdefaul ts]
default _real m = EXAMPLE. COM
dns_| ookup_real m = fal se
dns_| ookup_kdc = fal se
ticket lifetime = 24h
renew lifetinme = 7d
forwardabl e = true
udp_preference limt =1
set udp_preference linmt = 1 when TCP only should be
used. Consider using in conplex network environnents when
t roubl eshooti ng or when dealing with inconsistent
client behavior or GSS (63) nessages.
uncoment the following if AD cross realmauth is ONLY providing DES encr
ypted tickets
# al |l ow weak-crypto = true

HHFHHH

[ real ns]
AD- REALM EXAMPLE. COM = {
kdc = ADL. ad-real m exanpl e. com 88
kdc = AD2. ad-real m exanpl e. com 88
adm n_server = ADL. ad-real m exanpl e. com 749
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adm n_server

= AD2. ad-r eal m exanpl e. com 749
defaul t _domain =

ad-real m exanpl e. com

}

EXAMPLE. COM = {
kdc = kdc1l. exanpl e. com 88
adm n_server = kdcl. exanpl e.com 749
def aul t _domai n = exanpl e. com

}

# The domain_ realmis critical for mapping your host domain nanes to the k
erberos real ns

# that are servicing them Mke sure the | owercase left hand portion indi
cates any domai ns or subdomai ns

# that will be related to the kerberos REALM on the right hand side of the e
Xpression. REALMs will

# al ways be UPPERCASE. For exanple, if your actual DNS donmain was test.comb
ut your kerberos REALM i s

# EXAMPLE. COM t hen you woul d have,

[ domai n_real M

test.com = EXAVPLE. COM

#AD donmai ns and real ns are usually the sanme
ad- domai n. exanpl e. com = AD- REALM EXAMPLE. COM
ad-real m exanpl e. com = AD- REALM EXAMPLE. COM

The kdc.conf file only needs to be configured on the actual cluster-dedicated KDC, and should be located at /var/ker
berog’krb5kdc. Only primary and secondary KDCs need access to this configuration file. The contents of thisfile
establish the configuration rules which are enforced for al client hostsin the REALM.

[ kdcdef aul t s]
kdc_ports = 88
kdc_tcp_ports = 88

[ real ms]

EXAMPLE. COM = {

#mast er _key type = aes256-cts

max_renewable life = 7d Oh Om Os

acl _file = /var/kerberos/ krb5kdc/ kadnb. acl

dict _file = /usr/share/dict/words

adm n_keytab = /var/ kerber os/ kr b5kdc/ kadnb. keyt ab
# note that aes256 is ONLY supported in Active Directory in a domain / fo
rrest operating at a 2008 or greater functional |evel
# aes256 requires that you downl oad and deploy the JCE Policy files for y
our JDK rel ease |level to provide
# strong java encryption extension |levels |ike AES256. Make sure to match b
ased on the encryption configured within AD for
# cross realmauth, note that RC4 = arcfour when conparing wi ndows and |i nux

enct ypes

supported_enctypes = aes256-cts: nornmal aesl28-cts:nornmal arcfour-hnmac: no
r mal

default _principal _flags = +renewabl e, +forwardabl e

[ oggi ng]
kdc = FI LE:/var/| og/ kr b5kdc. | og
adm n_server = FILE: /var/| og/ kadm n. | og
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* [ adm n@HADOOP. COM *
cl ouder a- scm@HADOCP.
cl ouder a- sc mA@HADOOP.
cl ouder a- scm@HADOCP.
cl ouder a- scm@+HADOCP.
cl ouder a- scm@HADOCP.
cl ouder a- scm@HADOCP.
cl ouder a- scm@HADOCP.
cl ouder a- scm@HADOOP.
cl ouder a- sc m@HADOCP.
cl ouder a- scm@+HADOCP.
cl ouder a- scm@HADOCP.
cl ouder a- scm@HADOCP.
cl ouder a- scm@HADOCP.
cl ouder a- sc mA@HADOOP.

-

f I une/ * @HADOOP. COM
hbase/ * @GHADOOP. COM
hdf s/ * @GHADOOP. COM

hi ve/ * @H{ADOOP. COM
ht t pf s/ * @JADOOP. COM
HTTP/ * @HADOOP. COM
hue/ * @GHADOOP. COM

i mpal a/ * @HADOOP. COM
mapr ed/ * @HADOOP. COM
oozi e/ * @HADOOP. COM
sol r/ * @HADOOP. COM
sqoop/ * @GHADOOP. COM
yar n/ * @{ADOOP. COM
zookeeper / * @GHADOOP. COM

88888

888888

L R I R N R T

-

Enabling Kerberos Authentication for CDP
#6206: new API for storing extra per-principa datain ccache
JDK-6979329 : CCachel nputStream failsto read ticket cache files from Kerberos 1.8.1

The following are possible workarounds for issues that may arise when encrypting HDFS directories and filesHDFS
encryption is sometimes referred to in the documentation as HDFS Transparent Encryption or as HDFS Data at Rest
Encryption.

Description: Y ou see the following warning when doing a put or list into the HDFS encryption zone.

22/ 02/ 09 12:17: 38 ERROR kns. LoadBal anci ngkKMsSCl i ent Provi der: Aborting since t
he Request has failed with all KMS provi ders(dependi ng on hadoop. security. km
s.client.failover.max.retries=2 setting and nunProvi ders=2) in the group OR
the exception is not recoverabl e

put: org. apache. hadoop. security. aut hentication.client.Authenticati onExcepti
on: Error while authenticating with endpoint:

Solution: Increase the MaxHttpHeaderSize and restart the KM S. Add
ranger.service.http.connector.property.maxHttpHeader Size=100 kb in ranger-kms-site. xml. Restart the KMS. You
can increase this value up to 2mb if required.

Description: Y ou see the following error when the KM S (for example, as a ZooK eeper client) jute buffer sizeis
insufficient to hold all the tokens:

2017- 01- 31 21:23: 56,416 WARN or g. apache. zookeeper. d i ent Cnxn: Sessi on 0x259f
5f b3c1000f b for server exanpl e.cl oudera.com 10.172.0.1: 2181, unexpected erro
r, closing socket connection and attenpting reconnect

java.io. | Oexception: Packet |en4196356 is out of range!

Solution: Increase the jute buffer size and restart Ranger KM S with Key Trustee Server. In Cloudera Manager, go
to the Ranger KM S with KTS Configuration Ranger KM S Server with KTS Environment Advanced Configuration
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Snippet (Safety Valve) (RANGER_KMS_SERVER_KTS role env_safety valve) field, enter -Djute.maxbuffer=<nu
mber_of bytes>. Restart Ranger KMS with KTS.

Description: Y ou see the following error when trying to list encryption keys

user 1@xanpl e- sl es-4: ~> hadoop key I|i st
Cannot |ist keys for KeyProvider: KWMsCientProvider[https: //exanple-sles-2.
exanpl e. com 16000/ kns/v1l/]: Retrieval of all keys failed.

Solution: Make sure your truststore has been updated with the relevant certificate(s), such as the Key Trustee server
certificate.

Description: By default, DistCp compares checksums provided by the filesystem to verify that data was successfully
copied to the destination. However, when copying between unencrypted and encrypted locations, the filesystem
checksums will not match since the underlying block datais different.

Solution: Specify the -skipcrccheck and -update distep flags to avoid verifying checksums.

Description: Encrypted files and encryption zones cannot be created if along period of time (by default, 20 hours) has
passed since the last time the KM S and NameNode communicated.

Solution: Upgrading your cluster to CDH 6 will fix this problem. For instructions, see "Upgrading the CDH Cluster”.

The Hadoop trash feature helps prevent accidental deletion of files and directories. When you delete afile in HDFS,
thefileis not immediately expelled from HDFS. Deleted files are first moved to the /user/<username>/.Trash/Curr

ent directory, with their origina filesystem path being preserved. After a user-configurable period of time (fs.trash
.interval), aprocess known as trash checkpointing renames the Current directory to the current timestamp, that is, /
user/<username>/. Trash/<timestamp>. The checkpointing process also checks the rest of the .Trash directory for any
existing timestamp directories and removes them from HDFS permanently. Y ou can restore files and directories in the
trash smply by moving them to alocation outside the . Trash directory.

Starting with CDH 5.7, you can delete files or directories that are part of an HDFS encryption zone. Asis evident
from the procedure described above, moving and renaming files or directoriesis an important part of trash handling
in HDFS. However, currently HDFS transparent encryption only supports renames within an encryption zone. To
accommodate this, HDFS creates alocal . Trash directory every time a new encryption zoneis created. For example,
when you create an encryption zone, enc_zone, HDFS will also create the /enc_zone/. Trash/ subdirectory. Files
deleted from enc_zone are moved to /enc_zone/. Trash/<username>/Current/. After the checkpoint, the Current
directory isrenamed to the current timestamp, /enc_zone/. Trash/<username>/<timestamp>.

If you delete the entire encryption zone, it will be moved to the .Trash directory under the user's home directory,
/users/<username>/.Trash/Current/enc_zone. Trash checkpointing will occur only after the entire zone has been
moved to /users/<username>/.Trash. However, if the user's home directory is aready part of an encryption zone, then
attempting to delete an encryption zone will fail because you cannot move or rename directories across encryption
Zones.

Upgrading the CDH Cluster
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The following errors and conditions are related to the Key Trustee KM S, and includes possible workarounds for
issues that may arise when using Key Trustee KMS.

Description: You may see the following error after you attempt to restart a Key Trustee KMS HA host after an
upgrade:

java.io.| Oexception: Unable to verify private key nmatch between KMS hosts. V
erify private key files have been synced between all KM5 hosts. Aborting to
prevent data inconsistency.

Solution: If you have failed to synchronize private keys between Key Trustee KM S hosts, they may be in a state
where keys are intermittently inaccessible, depending on which Key Trustee KM S host a client interacts with,
because cryptographic key material encrypted by one Key Trustee KM S host cannot be decrypted by another. If you
are aready running multiple Key Trustee KMS hosts with different private keys, immediately back up (see "Backing
Up and Restoring Key Trustee Server and Clients") all Key Trustee KMS hosts, and contact Cloudera Support for
assistance correcting the issue.

For information about how to check if you are using different private keys, see "Upgrading Key Trustee KMS".

Description: Y ou may see the following error upon the first run after adding a new Key Trustee KMS HA service:

java.io.| Oexception: Unable to verify private key nmatch between KMS hosts. V
erify private key files have been synced between all KM5 hosts. Aborting to
prevent data inconsistency.

Solution: See"Upgrading Key Trustee KMS" for guidance on synchronization and validation of private keys.

Cloudera recommends following security best practices and transferring the private key using offline media, such as
aremovable USB drive. For convenience (for example, in a development or testing environment where maximum
security is not required), you can copy the private key over the network by running the rsynccommand on the original
Key Trustee KMS host:

rsync -zav /var/lib/kms-keytrusteel/ keytrustee/.keytrustee root @tkns02. exanp
| e.com/var/lib/knms-keytrusteel/ keytrustee/.

Replace ktkms02.example.com with the host name of the Key Trustee KM S host that you are adding.

Note: Run the rsync command only upon the first run of Key Trustee KMS; do not enter this command if the
keys have already been created and datais encrypted.

Description: You may see the following error after you attempt to restart a Key Trustee KM S for the first time;

j ava. |l ang. Excepti on: Could not establish connection to ZooKeeper to verify K
M5 host private key consistency. Verify private key files have been synced b
etween all KMS hosts. Aborting to prevent data inconsistency.

Solution: ZooKeeper is used to communicate with hosts and is also the storage location of private key data, and
therefore must be running upon the first restart or running of the GPG validation check, which compares private keys

26



Cloudera Manager Troubleshooting TLS/SSL Issuesin Cloudera Manager

amongst Key Trustee KMS hosts to help prevent a"split brain" scenario (when private keys are not synchronized
between hosts). To ensure the GPG validation check can run, start ZooK eeper, and then restart the Key Trustee KMS.

To diagnose and resolve issues related to TLS/SSL configuration, verify configuration tasks appropriate for the
cluster by verifying the stepsin "Manually Configuring TLS Encryption for Cloudera Manager".

After checking your settings and finding no obvious misconfiguration, try some of the troubleshooting steps below.

From the host that has connectivity issues, run opensd as shown below. Y ou can aso check that the certificate used
by the host is recognized by atrusted CA during the TLS/SSL negotiation.

To check the connection:
openssl s _client -connect [host.fqgdn. nane]:[port]
For example:
openssl s_client -connect testl.sec.cloudera.com 7183

A return code 0 means openssl was able to follow trust server chain of trust through its library of trusted public CAs.

For certificates signed by your organization'sinternal CA or self-signed certificates, you may need to add the
certificate to the truststore using the openssl command. Use the -CAfile option to specify the path to the root CA so
openssl can verify the self-signed or internal-CA-signed certificate as follows:

$ openssl s_client -connect testl.sec.cloudera.com 7183 -CAfile \
[ opt/cl oudera/ security/ CAcerts/ Root CA. pem

Only the Root CA certificate is needed to establish trust for this test. The result from the command is successful when
you see the return code 0 as follows:

”Vérify return code: 0 (ok)

By default, Cloudera Manager Server writes logs to the /etc/cloudera-scm-server/cloudera-scm-server.log file on
startup. Successful server start-up using the certificate looks similar to the following log example:

2014-10-06 21:33:47,515 I NFO WebServerlnpl:org.nortbay.log: jetty-6.1.26.clo
udera. 2

2014-10-06 21:33:47,572 | NFO WebServer | npl:org. nortbay.l og: Started Ssl Sel ec
t Channel Connect or @. 0. 0. 0: 7183

2014-10-06 21:33:47,573 | NFO WebServerlnpl :org. nortbay. |l og: Started Sel ec

t Channel Connect or @. 0. 0. 0: 7180

2014-10-06 21:33:47,573 | NFO WebServer | npl : com cl ouder a. server. cnf. WebSer
verlmpl: Started Jetty server.

By default, Cloudera Manager uploads diagnostic bundles over HTTPS to the Cloudera Support server at cops
.cloudera.com. However, the upload can fail if the Cloudera Manager truststore cannot verify the authenticity of
the Cloudera Support server certificate, and that verification process can fail due to Cloudera Manager truststore
configuration issues.
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To ensure the Cloudera Manager Server truststore contains the public CAs needed to verify Cloudera Support's
certificate, you can explicitly establish trust by importing Cloudera Support's certificate into Cloudera Manager's
truststore (see "Importing Cloudera Support's Certificate into the Cloudera Manager Server Truststore”.

Note: Cloudera Support servers use certificates signed by acommercial CA, so this step istypically not

E needed, unless the default truststore has been altered. Before downloading or adding any certificates, test
the connection (see "Test Connectivity with OpenSSL") and verify that the certificate is the source of the
connection issue.

To obtain Cloudera's public key certificate from the Cloudera Support server:

openssl s_client -connect cops.cloudera.com 443 | openssl x509 -text -out /p
ath/to/ cl oudera-cert. pem

To import this certificate into the Cloudera Manager truststore (use paths for your own system):

keyt ool -inport -keystore /path/to/cmitruststore.jks -file /path/to/cloudera
-cert.pem

After importing the certificate, confirm that Cloudera Manager is configured for thistruststore file, as detailed in
"Configuring Cloudera Manager Truststore Properties'.

Note: Alternatively, you can use the default Java truststore for your Cloudera Manager cluster deployment,
as described in "Manually Configuring TLS Encryption for Cloudera Manager".

After installing the Cloudera Support server certificate into the Cloudera Manager truststore, you must configure
Cloudera Manager to use the truststore, as follows:

1. Log into the Cloudera Manager Admin Console.

2. Select Administration Settings.

3. Click the Security category.

4. Enter the path to the truststore and the password (if necessary):

ClouderaManager TLS/SSL Certificate | Enter the complete Cloudera Manager Server host filesystem path to the truststore (the trust .jks).
Trust Store File Cloudera Manager Server invokes JVM with -Djavax.net.sdl.trustStore to access the specified
truststore.

Cloudera Manager TLS/SSL Certificate | Specify the password (if there is one) for the truststore file. Password is not required to access
Trust Store Password the truststore, so you can typically leave thisfield blank. Cloudera Manager Server invokes VM
with -Djavax.net.ssl.trustStore.password if thisfield has an entry.

5. Click Save Changes to save the settings.
E Note: See Oracle's"JSSE Reference Guide" for more information about the JSSE trust mechanism.

Configuring TLS Encryption for Cloudera Manager Using Auto-TLS
JSSE Reference Guide
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Several subsystems are fundamental to Hadoop clusters, specificaly, the Jsvc, TaskController, and Container
Executor Programs, documented bel ow.

Thejsvcis part of the Hadoop Apache Commons libraries designed to make Java applications run better on Linux.
Thejsveprogram is part of the bigtop-jsvc package and installed in /ust/lib/bigtop-utils/jsvc or /usr/libexec/bigtop-util
s/jsvc depending on version of Linux.

In particular, jsvc is used to start the DataNode listening on low port numbers. Its entry point is the SecureDataNo
deStarter class, which implements the Daemon interface that jsvc expects. jsvc isrun asroot, and calls the SecureDa
taNodeStarter.init(...) method while running as root. Once the SecureDataNodeStarter class has finished initializing,
jsvc sets the effective UID to be the hdfs user, and then calls SecureDataNodeStarter.start(...). SecureDataNodeStarter
then calls the regular DataNode entry point, passing in areference to the privileged resources it previously obtained.

A setuid binary called task-controller is part of the hadoop-0.20-mapreduce package and isinstalled in either /ust/lib/
hadoop-0.20-mapreduce/shin/Linux-amd64-64/task-controller or /usr/lib/hadoop-0.20-mapreduce/shin/Linux-i386-3
2/task-controller.

This task-controller program, which is used on MRv1 only, allows the TaskTracker to run tasks under the Unix
account of the user who submitted the job in the first place. It is a setuid binary that must have a very specific set of
permissions and ownership to function correctly. In particular, it must:

1. Beowned by root

2. Beowned by agroup that contains only the user running the MapReduce daemons
3. Besetuid

4. Be group readable and executable

This corresponds to the ownership root:mapred and the permissions 4754.

Here isthe output of Is on a correctly-configured Task-controller:
-rwsr-xr-- 1 root mapred 30888 Mar 18 13: 03 task-controller

The TaskTracker will check for this configuration on start up, and fail to start if the Task-controller is not configured
correctly.

A setuid binary called container-executor is part of the hadoop-yarn package and is installed in /usr/lib/hadoop-yarn/
bin/contai ner-executor.

This container-executor program, which is used on Y ARN only and supported on GNU/Linux only, runs the
containers as the user who submitted the application. It requires all user accounts to be created on the cluster hosts
where the containers are launched. It uses a setuid executable that isincluded in the Hadoop distribution. The
NodeManager uses this executable to launch and quit the containers. The setuid executable switches to the user
who has submitted the application and launches or quits the containers. For maximum security, this executor sets
up restricted permissions and user/group ownership of local files and directories used by the containers such asthe
shared objects, jars, intermediate files, and log files. Asaresult, only the application owner and NodeManager can
access any of the local files/directories including those localized as part of the distributed cache.

Parcel Deployments
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In aparcel deployment the container-executor fileis located inside the parcel at /opt/cloudera/parcel YCDH/lib/ha
doop-yarn/bin/container-executor. For the /usr/lib mount point, setuid should not be a problem. However, the parcel
could easily be located on a different mount point. If you are using a parcel, make sure the mount point for the parcel
directory is without the nosuid option.

The container-executor program must have a very specific set of permissions and ownership to function correctly. In
particular, it must:

1. Beowned by root

2. Beowned by agroup that contains only the user running the Y ARN daemons

3. Besetuid

4. Be group readable and executable. This corresponds to the ownership root:yarn and the permissions 6050.

---Sr-s--- 1 root yarn 91886 2012-04-01 19: 54 cont ai ner - execut or

Important: Configuration changesto the Linux container executor could result in local NodeManager

& directories (such as usercache) being left with incorrect permissions. To avoid this, when making changes
using either Cloudera Manager or the command line, first manually remove the existing NodeM anager local
directories from all configured local directories (yarn.nodemanager.local-dirs), and let the NodeM anager
recreate the directory structure.

Troubleshooting

When you set up a secure cluster for the first time and debug problems with it, the task-controller or container-execut
or may encounter errors. These programs communicate these errors to the TaskTracker or NodeManager daemon via
numeric error codes that appear in the TaskTracker or NodeManager logs respectively (/var/log/hadoop-mapreduce
or /var/log/hadoop-yarn). The following sections list the possible numeric error codes with descriptions of what they
mean:

» "TaskController Error Codes (MRv1)"
« "ContainerExecutor Error Codes (YARN)"

Related Information

Apache Commons

TaskController Error Codes (MRv1)
ContainerExecutor Error Codes (YARN)

TaskController Error Codes (MRv1)
This table shows some of the error codes and messages generated by TaskController in MapReduce (MRv1).

Numeric Name Description
Code

1 INVALID_ARGUMENT_NUMBER * Incorrect number of arguments provided for the given
task-controller command

« Falluretoinitialize thejob localizer

2 INVALID_USER_NAME The user passed to the task-controller does not exist.

3 INVALID_COMMAND_PROVIDED The task-controller does not recognize the command it was
asked to run.

4 SUPER_USER_NOT_ALLOWED_TO _RUN_TASKS The user passed to the task-controller was the super user.

5 INVALID_TT_ROOT The passed TaskTracker root does not match the configured

TaskTracker root (mapred.local.dir), or does not exist.
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Numeric
Code

Name Description

SETUID_OPER_FAILED

Either could not read the local groups database, or could not
set UID or GID

UNABLE_TO_EXECUTE_TASK_SCRIPT

The task-controller could not run the task launcher script.

UNABLE_TO_KILL_TASK

The task-controller could not stop the task it was passed.

INVALID_TASK_PID

The PID passed to the task-controller was negative or 0.

10

ERROR_RESOLVING_FILE_PATH

The task-controller could not resolve the path of the task
launcher script file.

11

RELATIVE_PATH_COMPONENTS_IN_FILE_PATH

The path to the task launcher script file contains relative
components (for example, "..").

12

UNABLE_TO_STAT_FILE

The task-controller did not have permission to stat afileit
needed to check the ownership of.

13

FILE_NOT_OWNED_BY_TASKTRACKER

A file which the task-controller must change the ownership of
has the wrong the ownership.

14

PREPARE_ATTEMPT_DIRECTORIES_FAILED

The mapred.local.dir is not configured, could not be read by
the task-controller, or could not have its ownership secured.

15

INITIALIZE_JOB_FAILED

The task-controller could not get, stat, or secure the job
directory or job working working directory.

16

PREPARE_TASK_LOGS FAILED

The task-controller could not find or could not change the
ownership of the task log directory to the passed user.

17

INVALID_TT_LOG_DIR

The hadoop.log.dir is not configured.

18

OUT_OF MEMORY

The task-controller could not determine the job directory path
or the task launcher script path.

19

INITIALIZE_DISTCACHEFILE_FAILED

Could not get aunique value for, stat, or the local distributed
cache directory.

20

INITIALIZE_USER_FAILED

Could not get, stat, or secure the per-user task tracker
directory.

21

UNABLE_TO_BUILD_PATH

The task-controller could not concatenate two paths, most
likely because it ran out of memory.

22

INVALID_TASKCONTROLLER_PERMISSIONS

The task-controller binary does not have the correct
permissions set. See"YARN, MRv1, and Linux OS Security".

23

PREPARE_JOB_LOGS_FAILED

The task-controller could not find or could not change the
ownership of the job log directory to the passed user.

24

INVALID_CONFIG_FILE

The taskcontroller.cfg file is missing, malformed, or has
incorrect permissions.
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Numeric Name Description
Code

255 Unknown Error Several possible causes for this error, including:

*  User accounts on the cluster with an ID less than the value
specified for the min.user.id property in the taskcontroll
er.cfg file. Default value of 1000 is good for Ubuntu but
may not be valid for other OSs. To set the min.user.id in
the taskcontroller.cfg file, see "Step 7: Prepare the cluster
for each user".

«  Jobsdo not run and the TaskTracker is unable to create
aHadoop logs directory (see "Troubleshooting Error
M essages>Jobs cannot run and TaskTracker cannot create
Hadoop logs directory").

¢ May result from previous errors. Check older entriesin the
log file for possihilities.

Related Information

YARN, MRv1, and Linux OS Security
Error Messages and Various Failures
Step 7: Prepare the cluster for each user

ContainerExecutor Error Codes (YARN)
The codesin the table apply to the container-executor in Y ARN, but are used by the LinuxContainerExecutor only.

Numeric Name Description
Code

1 INVALID_ARGUMENT_NUMBER « Incorrect number of arguments provided for the given
container-executor command
« Failuretoinitiaize the container localizer

2 INVALID_USER_NAME The user passed to the container-executor does not exist.

3 INVALID_COMMAND_PROVIDED The container-executor does not recognize the command it was
asked to run.

5 INVALID_NM_ROOT The passed NodeM anager root does not match the configured
NodeManager root (yarn.nodemanager.local-dirs), or does not
exist.

6 SETUID_OPER_FAILED Either could not read the local groups database, or could not
set UID or GID

7 UNABLE_TO_EXECUTE_CONTAINER_SCRIPT The container-executor could not run the container launcher
script.

8 UNABLE_TO_SIGNAL_CONTAINER The container-executor could not signal the container it was
passed.

9 INVALID_CONTAINER_PID The PID passed to the container-executor was negative or 0.

18 OUT_OF MEMORY The container-executor couldn't allocate enough memory while
reading the container-executor.cfg file, or while getting the
paths for the container launcher script or credentialsfiles.

20 INITIALIZE_USER_FAILED Couldn't get, stat, or secure the per-user NodeM anager
directory.

21 UNABLE_TO BUILD_PATH The container-executor couldn't concatenate two paths, most
likely because it ran out of memory.
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Numeric Name Description
Code

22 INVALID_CONTAINER_EXEC_PERMISSIONS The container-executor binary does not have the correct
permissions set. See"YARN, MRv1, and Linux OS Security".

24 INVALID_CONFIG_FILE The container-executor.cfg file is missing, malformed, or has
incorrect permissions.

25 SETSID_OPER_FAILED Could not set the session 1D of the forked container.

26 WRITE_PIDFILE_FAILED Failed to write the value of the PID of the launched container

to the PID file of the container.

255 Unknown Error This error has several possible causes. Some common causes
are:

e User accounts on your cluster have a user 1D less than the
value specified for the min.user.id property in the cont
ainer-executor.cfg file. The default value is 1000 which
is appropriate on Ubuntu systems, but may not be valid
for your operating system. For information about setting
min.user.id in the container-executor.cfg file, see "Step 7:
Prepare the cluster for each user”.

« Thiserror is often caused by previous errors; look earlier
inthelog file for possible causes.

The following exit status codes apply to all containersin Y ARN. These exit status codes are part of the YARN
framework and are in addition to application specific exit codes that can be set:

Numeric Name Description
Code

0 SUCCESS Container has finished succesfully.

-1000 INVALID Initial value of the container exit code. A container that does
not have a COMPLETED state will always return this status.

-100 ABORTED Containers killed by the framework, either due to being
released by the application or being 'lost' due to node failures,
for example.

-101 DISKS FAILED Container exited due to local disks issuesin the NodeManager

node. This occurs when the number of good nodemanager-
local-directories or nodemanager-log-directories drops below

the health threshold.

-102 PREEMPTED Containers preempted by the framework. This does not count
towards a container failure in most applications.

-103 KILLED_EXCEEDED_VMEM Container terminated because of exceeding allocated virtual
memory limit.

-104 KILLED_EXCEEDED PMEM Container terminated because of exceeding allocated physical
memory limit.

-105 KILLED_BY_APPMASTER Container was terminated on request of the application master.

-106 KILLED_BY_RESOURCEMANAGER Container was terminated by the resource manager.

-107 KILLED_AFTER_APP_COMPLETION Container was terminated after the application finished.

Related Information
YARN, MRv1, and Linux OS Security
Step 7: Prepare the cluster for each user
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