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Flink Dashboard

The Flink Dashboard is a built-in monitoring interface for Flink applications in Cloudera Streaming Analytics. You
can monitor your running, completed and stopped Flink jobs on the dashboard. Y ou reach the Flink Dashboard
through Cloudera Manager.

After deploying Flink and the required components, you can configure and monitor each component individualy,
or the whole cluster with Cloudera Manager. For the general use of Cloudera Manager, see the Cloudera Manager
documentation.

The Flink Dashboard acts as a single Ul for monitoring all the jobs running on the Y ARN cluster. It shows all the
running, failed, and finished jobs.

E Note: The Flink Dashboard is an updated version of the Flink HistoryServer.

Y ou can also use the dashboard to navigate between the different Flink clusters from a central place.



https://docs.cloudera.com/cloudera-manager/7.1.1/
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Kafka Metrics Reporter

In Cloudera Streaming Analytics, Kafka Metrics Reporter is available as another monitoring solution when Kafkais
used as a connector within the pipeline to retrieve metrics about your streaming performance.

Flink offers aflexible Metrics Reporter API for collecting the metrics generated by your streaming pipelines.
Cloudera provides an additional implementation of this, which writes metrics to Kafka with the following JSON
schema:

{
"timestanp" : nunber -> millisecond tinestanp of the netric record
"name" : string -> nane of the nmetric
(e.g. nunBytesCut)
"type" : string -> netric type enum GAUGE, COUNTER, METER, HI STOGRAM

"variables" : {string => string} -> Scope vari abl es
(e.g. {"<job_id>" : "123", "<host>" : "l ocal host"})
"val ues" : {string => nunber} -> Metric specific val ues

(e.g. {"count" : 100})

For more information about Metrics Reporter, see the Apache Flink documentation.

The Kafka metrics reporter can be configured similarly to other upstream metric reporters.
Required parameters

 topic: target Kafka topic where the metric records will be written at the configured intervals
» bootstrap.servers. Kafka server addresses to set up the producer

Optiona parameters

* interval: reporting interval, default value is 10 seconds, format is 60 SECONDS
« log.errors: logging of metric reporting errors, value either true or false

Y ou can configure the Kafka metrics reporter per job using the following command line properties:

flink run --jobrmanager yarn-cluster --detached --parallelism2 --yarnnane He
apMoni tor \

-yD nmetrics. reporter. kaf ka. cl ass=or g. apache. flink. netrics. kaf ka. Kaf kaMetri cs
Reporter \

-yD netrics.reporter. kaf ka.topi c=netrics-topic.log \

-yD netrics. reporter. kaf ka. boot strap. server s=kaf ka- br oker: 9091 \

-yD netrics.reporter. kaf ka. i nterval ="60 SECONDS" \

-yD netrics.reporter. kaf ka. | og. errors=fal se \
flink-sinple-tutorial-1.1-SNAPSHOT. j ar

The following is a more advanced Flink command that also contains security related configurations:

flink run --jobmanager yarn-cluster --detached --parallelism2 --yarnname He
apMoni tor \

-yD security. kerberos. | ogi n. keyt ab=sone. keyt ab \

-yD security. kerberos. | ogin. princi pal =sone_pri nci pal \

-yD netrics. reporter. kaf ka. cl ass=org. apache. flink. metrics. kaf ka. Kaf kaMetri cs
Reporter \

-yD netrics.reporter. kaf ka.topi c=netrics-topic.log \

-yD netrics. reporter. kaf ka. boot strap. server s=kaf ka_br oker host: 9093 \

-yD netrics.reporter. kafka.interval ="60 SECONDS" \

-yD netrics.reporter. kaf ka. | og. errors=fal se \



https://ci.apache.org/projects/flink/flink-docs-release-1.10/monitoring/metrics.html
https://ci.apache.org/projects/flink/flink-docs-stable/monitoring/metrics.html#reporter

Kafka Logging

-yD netrics. reporter. kaf ka. security. protocol =SASL_SSL \

-yD netrics. reporter. kaf ka. sasl . ker beros. servi ce. name=kaf ka \

-yD netrics.reporter. kafka. ssl.truststore.location=truststore.jks \
flink-sinple-tutorial-1.1-SNAPSHOT. | ar

Y ou can also set the metrics properties globally in Cloudera Manager using Flink Client Advanced Configuration
Snippet (Safety Valve) for flink-conf-xml/flink-conf.xml.

The reporter supports passing arbitrary Kafka producer properties that can be used to modify the behavior, enable
security, and so on. Serializer classes should not be modified asit can lead to reporting errors.

See the following example configuration of the Kafka Metrics Reporter:

# Required configuration

metrics. reporter. kaf ka. cl ass:

org. apache. flink. netrics. kaf ka. Kaf kaMet ri csReporter
metrics.reporter. kafka.topic: netrics-topic.log

metrics. reporter. kaf ka. boot st rap. servers: broker1: 9092, br oker 2: 9092

# Optional configuration
metrics.reporter. kafka.interval: 60 SECONDS
metrics.reporter. kafka.l og.errors: false

# Optional Kaf ka producer properties

nmetrics. reporter. kaf ka. security. protocol : SSL
metrics.reporter. kaf ka. ssl .truststore. | ocation :
/var/privatel/ssl/kafka.client.truststore.jks

Note: Any optiona property with metrics.reporter.kafka. prefix tag is processed as Kafka client
B configuration.

For example: metrics.reporter.kafka.property_name : property value will be converted to property _name:
property_value.

Cloudera Streaming Analytics include a Kafka log appender to provide a production grade solution. Y ou can use
Kafkalogging to have a scalable storage layer for the logs, and you can a so integrate with other logging applications
with more simpler solutions.

By default, Flink logs are directed to files that can be viewed on the Flink GUI independently for each container. This
solution isabest practice for aY ARN application defaults, but long running production applications are lacking this
function.

The log appender in the Flink parcel collects the logs into Kafkatopicsin a JSON format that is designed for
downstream consumption in an enterprise log aggregation framework.

There are several benefits of storing the logsin Kafka:

« Provides ascalable storage layer for the logs
» Integrates easily with existing applications that has a simple logger configuration

To enable Kafka based logging, include the following log configuration in the Cloudera Manager Flink configuration
page:

# Enabl e both file and kaf ka based | oggi ng
| og4j . root Logger=I NFO, file, kafka | og4j.appender.kafka=com cl ouder a. kaf k
a. | og4j appender . Kaf kaLog4j Appender
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| og4j . appender . kaf ka. t opi c=f | i nk. | ogs

| og4j . appender . kaf ka. br oker Li st =<br oker _host >: 9092

# Log | ayout configuration

| og4j . appender . kaf ka. | ayout =net . | ogst ash. | og4j . JSONEvent Layout V1

| og4j . appender . kaf ka. | ayout . User Fi el ds=yar nCont ai ner | d: ${ yar nCont ai ner | d}

With this configuration, logs are written to the flink.logs topic with a JSON format. The topic contains an extrafield
with the YARN container identifier for easier |log separation. These additional logging configurations are added to the
log4j.properties Flink default file. Any duplicate key overrides the previously configured valuesin thefile.

When set up correctly the resulting logs should be similar to the following:

{ "source_host": "<flink_host>",
"met hod": "conpl et ePendi ngCheckpoi nt ",
"l evel ": "I NFO',

"message": "Conpl eted checkpoint 1 for job 5e70cf704ed010372e2007333db10c
fO (50738 bytes in 2721 ns).",

n erC" : {} ,

"yarnCont ai nerld": "container_ 1571051884501 0001 _01_000001",

"@inmestanmp": "2019-10-14T11: 21: 07. 400Z",

"file": "Checkpoi nt Coordi nator.java",

"l'i ne_nunber": "906",

"thread _nanme": "jobnmanager-future-thread-1",

"@ersion": 1,

"l ogger _nane": "org. apache. flink. runtime. checkpoi nt. Checkpoi nt Coor di
nat or ",

"class": "org.apache.flink.runtinme.checkpoint.Checkpoi nt Coordi nat or"

}

In a secure environment with Kerberos and TL S enabled, add the following extra parameters:

| og4j . appender . kaf ka. securi t yProt ocol =SASL_ SSL

| og4j . appender . kaf ka. sasl Ker ber osSer vi ceNane=kaf ka

| og4j . appender . kaf ka. ssl Trust st oreLocat i on=/ sanePat hOnAl | Nodes/ t r ust st or e.
j ks

| og4j . appender . kaf ka. cl i ent JaasConf Pat h=kaf ka. j aas. conf

Also provide the following kafka.jaas.conf file and ship it to the cluster with the -yt kafka.jaas.conf parameter for the
flink run command.

Kaf kad i ent {
com sun. securi ty. aut h. nodul e. Kr b5Logi nMbdul e required
useKeyTab=t rue
keyTab="kr b5. keyt ab"
princi pal =" <user _nane>";

Y ou can use the Streams Messaging Manager (SMM) Ul to monitor end-to-end latency of your Flink application
when using Kafka as a datastream connector.

End-to-end latency throughout the pipeline can be monitored using SMM. To use SMM with Flink, interceptors need
to be enabled for Kafkain the Flink connectors.

For more information about enabling interceptors, see the SMM documentation.



https://docs.cloudera.com/cdp-private-cloud-base/7.1.4/monitoring-end-to-end-latency/topics/smm-end-to-end-latency-overview.html
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