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Y ou can use the HBase Shell from the command line interface to communicate with HBase.
In CDP, you need to SSH into an HBase node before you can use the HBase Shell. For example, to SSH into an
HBase node with the | P address 10.10.10.10, you must use the command:

ssh <USERNAME>@10. 10. 10. 10

B Note: You must use your |PA password for authentication.

After you have started HBase, you can access the database in an interactive way by using the HBase Shell, which is
acommand interpreter for HBase which iswritten in Ruby. Always run HBase administrative commands such as the
HBase Shell, hbck, or bulk-load commands as the HBase user (typically hbase).

hbase shel |

Y ou can use the following commands to get started with the HBase shell:

* Toget help and to see all available commands, use the help command.

* To get help on aspecific command, use help "command". For example:
hbase> hel p "create"

e Toremove an attribute from atable or column family or reset it to its default value, set its value to nil. For
example, use the following command to remove the KEEP_DELETED_CELL S attribute from the f1 column of
the userstable:

hbase> alter 'users', { NAME => 'f1', KEEP _DELETED CELLS => nil }
* To exit the HBase Shell, type quit.

Y ou can set variables for the virtual machine running HBase Shell, by using the HBASE_SHELL _OPTS environment
variable. This example sets severa optionsin the virtual machine.

This example sets several optionsin the virtual machine.

$ HBASE SHELL_OPTS="-verbose: gc - XX: +Pri nt GCAppl i cati onSt oppedTi me - XX: +Pri n
t GCDat eSt anps
- XX: +Pri nt GCDet ai | s - Xl oggc: $HBASE_HOWE/ | ogs/ gc- hbase. | og" ./ bi n/ hbase
shel |

Y ou can use HBase shell in your scripts. Y ou can also write Ruby scripts for use with HBase Shell. Example Ruby
scripts are included in the hbase-examples/src/main/ruby/ directory.
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The non-interactive mode allows you to use HBase Shell in scripts, and allow the script to access the exit status of the
HBase Shell commands. To invoke non-interactive mode, use the -n or --non-interactive switch. This small example
script shows how to use HBase Shell in a Bash script.

#!/ bi n/ bash
echo '"list' | hbase shell -n
st at us=%$?
if [$status -ne 0]; then
echo "The command nay have failed."
fi

Successful HBase Shell commands return an exit status of 0. However, an exit status other than 0 does not necessarily
indicate afailure, but should be interpreted as unknown. For example, a command may succeed, but while waiting

for the response, the client may lose connectivity. In that case, the client has no way to know the outcome of the
command. In the case of anon-zero exit status, your script should check to be sure the command actually failed
before taking further action.

Y ou can use the get_splits command, which returns the split points for a given table:

hbase> get_splits 't2'
Total nunber of splits =5

=> ["", "10", "20", "30", "40"]

Besides the HBase Shell, HBase includes several other command-line utilities, which are available in the hbase/bin/
directory of each HBase host. This topic provides basic usage instructions for the most commonly used utilities.

The PerformanceEvaluation utility allows you to run several preconfigured tests on your cluster and reportsits
performance. To run the PerformanceEvaluation tool, use the bin/hbase  pecommand.

$ hbase pe

Usage: java org. apache. hadoop. hbase. Per f or manceEval uati on \
<OPTI ONS> [ - D<pr operty=val ue>] * <conmand> <ncl i ent s>

Opt i ons:
nonmapr ed Run multiple clients using threads (rather than use napred
uce)
r ows Rows each client runs. Default: One million
si ze Total size in GB. Mitually exclusive with --rows. Default:
1.0.
sanpl eRat e Execute test on a sanple of total rows. Only supported by r
andonRead.

Default: 1.0
traceRate Enabl e HTrace spans. Initiate tracing every N rows. Defaul
t: 0
tabl e Alternate table nane. Default: 'Test Tabl €'
mul ti Get I f >0, when doi ng RandonRead, performmultiple gets instead
of single

gets.

Default: O
conpr ess Conpression type to use (&, LzZO ...). Default: 'NONE
flushCommits Used to determine if the test should flush the table. Defau
It: fal se
writ eToWAL Set witeToWAL on puts. Default: True
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aut oFl ush

oneCon

presplit
sis (see

i nnmenory
bl e. Not

ult: fal se
uset ags

fal se
nunof t ags

nly if usetags

filterAl
by not returning

de performance

| at ency
bl conFi | ter
val ueSi ze

val ueRandom

e'; set on read

val uezi pf
in zipf form

peri od
ws / 10

mul ti Get
donRead.

addCol umms
replicas
splitPolicy
randons| eep
al ue. Defaults:
col umtms

cachi ng

Set autoFlush on htable. Default: False
all the threads share the sane connection. Default: False
Create presplit table. Recommended for accurate perf analy

gui de). Default: disabled
Tries to keep the HFiles of the CF innenory as far as poss

guaranteed that reads are always served fromnmenory. Defa
Wites tags along with KVs. Use with HFile V3. Default:
Specify the no of tags that would be needed. This works o

is true.
Hel ps to filter out all the rows on the server side there

anyt hing back to the client. Helps to check the server si

Uses FilterAllFilter internally.

Set to report operation |latencies. Default: Fal se
Bloomfilter type, one of [ NONE, RON RONCOL]

Pass val ue size to use: Default: 1024

Set if we should vary val ue size between 0 and 'val ueSi z

for stats on size: Default: Not set.
Set if we should vary val ue size between 0 and 'val ueSi ze'

Default: Not set.
Report every 'period’ rows: Default: opts.perCient RunRo

Batch gets together into groups of N. Only supported by ran

Defaul t: disabled

Adds columms to scans/gets explicitly. Default: true
Enabl e region replica testing. Defaults: 1.

Specify a custom RegionSplitPolicy for the table.

Do a random sl eep before each get between 0 and entered v

Colunmms to wite per row. Default: 1
Scan caching to use. Default: 30

Note: -D properties will be applied to the conf used

For exanpl e:

- Dmapr educe. out put . fi | eout put f or mat . conpr ess=tr ue
- Dmapr educe. t ask. t i neout =60000

Commrand:
append
oncurrent

checkAndDel et e
Some concurrent

checkAndMut at e
sone concurrent

checkAndPut
one concurrent

filterScan
on it's val ue

i ncr enment
concur rent

Append on each row, clients overlap on keyspace so sone c

oper ati ons
CheckAndDel ete on each row, clients overlap on keyspace so

operati ons
CheckAndMut at e on each row, clients overlap on keyspace so

oper ati ons
CheckAndPut on each row, clients overlap on keyspace so s

operati ons
Run scan test using a filter to find a specific row based

(make sure to use --rows=20)
I ncrenent on each row, clients overlap on keyspace so sone

operati ons
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randonRead Run random read test

randonSeekScan Run random seek and scan 100 test

randonWite Run randomwite test

scan Run scan test (read every row

scanRangel0 Run random seek scan with both start and stop row (nmax 10
r ows)

scanRangel00 Run random seek scan with both start and stop row (max 100
r ows)

scanRangel000 Run random seek scan with both start and stop row (max 1000

r ows)

scanRangel0000 Run random seek scan with both start and stop row (max 1

0000 r ows)

sequenti al Read Run sequentia
sequential Wite Run sequenti al

Ar gs:
nclients
ervers)

read test
wite test

Integer. Required. Total nunber of clients (and HRegi onS

runni ng: 1 <= val ue <= 500

Exanpl es:

To run a single client doing the default 1M sequential Wites:

$ bi n/ hbase org. apache. hadoop. hbase. Perf or manceEval uati on sequential Wite 1
To run 10 clients doing increnents over ten rows:

$ bi n/ hbase org. apache. hadoop. hbase. Perf or manceEval uati on --rows=10 --nona

pred increnent 10

The LoadTestTool utility load-tests your cluster by performing writes, updates, or reads on it. To run the LoadTest
Tool, use the binfhbase Itt command. To print general usage information, use the -h option.

$ bin/hbase Itt -h

Opt i ons:
- bat chupdat e
updates for every col um

- bl oom <ar g>

al
- conpr essi on <arg>
APPY, LZ4]

- dat a_bl ock_encodi ng <ar g>
ion) to use for data bl ocks

REE] .

- def erredl ogf | ush
-encryption <arg>

tabl e, one of [AES]
-famlies <arg>

par ated by conma

- generator <arg>

I. Any args for this class

| ass nane

-h,--help

-in_menory

as far as possible. Not

m i nnenory
-init_only
any | oadi ng

Whet her to use batch as opposed to separate

inarow
Bloomfilter type, one of [ NONE, RON ROAC

Conpression type, one of [LZO &Z, NONE, SN
Encodi ng al gorithm (e.g. prefix conpress

in the test colum famly, one of
[ NONE, PREFI X, DI FF, FAST DI FF, PREFI X T

Enabl e deferred | og fl ush.
Enabl es transparent encryption on the test

The nanme of the colum fanmilies to use se
The cl ass which generates |oad for the too
can be passed as col on separated after c¢

Show usage
Tries to keep the HFiles of the CF innenory

guaranteed that reads are always served fro

Initialize the test table only, don't do
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- key_wi ndow <ar g>
and wites for concurrent

-max_read_errors <arg>
erate before term nating all

-mob_t hreshol d <arg>
will use the MOB wite path
-mul ti get _batchsi ze <arg>
arate gets for every

-mul ti put
eparate puts for every

-num keys <arg>

-num_regi ons_per_server <arg>
er. Defaults to 5.

-num t abl es <arg>

is specified, load test too

val ue becones tabl e nanme prefix.

n
-read <arg>
-reader <arg>
-region_replica_id <arg>
-region_replication <arg>
-regi ons_per_server <arg>
is specified, |load test too

er server
-skip_init

al ready exists

-start_key <arg>

ex). The default value is 0.
-tn <arg>

- updat e <arg>

to ignore nonce collisions=0>]
- updat er <arg>

-wite <arg>

eads=20>]

-witer <arg>

-zk <arg>

i thout port nunbers

-zk_root <arg>

The 'key wi ndow to maintain between reads
write/read workl oad. The default is O.
The maxi mum nunber of read errors to tol

reader threads. The default is 10.
Desired cell size to exceed in bytes that

Whet her to use nulti-gets as opposed to sep

colum in a row
Whet her to use multi-puts as opposed to s

columm in a row
The nunber of keys to read/wite
Desi red nunber of regions per region serv

A positive integer nunber. When a nunmber n

will load n table parallely. -tn paraneter

Each table nane is in format <tn> 1...<tn>
<verify_percent>[: <#t hr eads=20>]

The cl ass for executing the read requests
Region replica id to do the reads from
Desi red nunber of replicas per region

A positive integer nunber. Wien a nunber n
wWill create the test table with n regions p
Skip the initialization; assume test table
The first key to read/wite (a 0-based ind

The nane of the table to read or wite
<updat e_per cent >[ : <#t hr eads=20>] [ : <#whet her

The class for executing the update requests
<avg_col s_per_key>: <avg dat a_si ze>[: <#t hr

The class for executing the wite requests
ZK quorum as comma- separ at ed host names w

nane of parent znode in zookeeper

Thewal utility printsinformation about the contents of a specified WAL file. To get alist of all WAL files, usethe
HDFS command hadoop fs-Is-R /hbase/WALSs. To run thewal utility, use the binfhbase wal command. Run it

without options to get usage information.

[-i] [-p] [-r <arg>] [-s <arg>] [-w <arg>]
Qut put hel p nessage

hbase wa

usage: WAL <filenane...> [-h]
-h,--help

-j,--json Qut put JSON

-p,--printvals
-r,--region <arg>

Print val ues
Region to filter by. Pass encoded regi on nane;

e.g.

' 9192caead6aba20ach4454f f bc79f al4d

-s, --sequence <arg>
-W, --row <arg>

Sequence to filter by. Pass sequence nunber.
Row to filter by. Pass row nane.
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The hfile utility prints diagnostic information about a specified hfile, such as block headers or statistics. To get a
list of all hfiles, use the HDFS command hadoop fs -Is -R /hbase/data. To run the hfile utility, use the bin/hbase hf
ilecommand. Run it without options to get usage information.

$ hbase hfile

usage:

HFile [-a] [-b] [-e] [-f <arg> |

-r <arg>] [-h] [-i] [-k] [-n [-p]

[-s] [-v] [-w <arg>]

-a,--checkfam |y
-b, --printbl ocks
-e,--printkey

-f,--file <arg>

-h, --pri nt bl ockheader s
-i,--checkMblntegrity
-k, - - checkr ow

-m--printneta
-p, --printkv
-r,--region <arg>

-s,--stats
-V, --ver bose

Enable fam |y check

Print bl ock i ndex neta data

Print keys

File to scan. Pass full-path; e.qg.
hdf s: // a: 9000/ hbase/ hbase: net a/ 12/ 34
Print bl ock headers for each bl ock.

Print all cells whose nob files are m ssing
Enabl e row order check; | ooks for out-of-order
keys

Print meta data of file

Print key/val ue pairs

Regi on to scan. Pass regi on nane; e.gdg.
" hbase: neta, , 1

Print statistics

Verbose output; emts file and neta data

delimters
Seek to this row and print all
row only

-w, - - seekToRow <ar g> the kvs for this

The hbck utility checks and optionally repairs errorsin HFiles.

Warning: Running hbck with any of the -fix or -repair commands is dangerous and can lead to data loss.
Contact Cloudera support before running it.

To run hbck, use the bin/hbase hbck command. Run it with the -h option to get more usage information.

NOTE: As of HBase version 2.0, the hbck tool is significantly changed.
In general, all Read-Only options are supported and can be be used
safely. Mst -fix/ -repair options are NOT supported. Please see usage
bel ow for details on which options are not supported.

Usage: fsck [opts] {only tables}
where [opts] are:

-hel p Display help options (this)

-details Display full report of all regions.

-tinmelag <tinelnSeconds> Process only regions that have not experienced
any netadata updates in the last <tinmelnSeconds> seconds.

-sl eepBef oreRerun <tinmel nSeconds> Sl eep this many seconds before checking
if the fix worked if run with -fix

-summary Print only summary of the tables and status.

-nmetaonly Only check the state of the hbase:neta table.

-sidelineDir <hdfs://> HDFS path to backup existing neta.

-boundaries Verify that regi ons boundaries are the sane between META and
store files.

-exclusive Abort if another hbck is exclusive or fixing.

Datafil e Repair options: (expert features, use with caution!)
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- checkCor r upt HFi | es Check all Hfiles by opening themto make sure the
y are valid

-sidelineCorruptHFiles Quarantine corrupted HFiles. inplies -checkCorru
pt HFi | es

Replication options
-fixReplication Del etes replication queues for renoved peers

Met adat a Repair options supported as of version 2.0: (expert features, use
with caution!)

-fixVersionFile Try to fix mssing hbase.version file in hdfs.

-fi xReferenceFiles Try to offline lingering reference store files

-fixHFileLinks Try to offline Iingering HFileLinks

- noHdf sChecki ng Don't | oad/check region info from HDFS. Assunes hbas
e:nmeta region info is good. Wn't check/fix any HDFS i ssue, e.g. hole, orpha
n, or overlap

-i gnorePreCheckPerm ssion ignore fil esystem perm ssion pre-check

NOTE: Fol | owi ng options are NOT supported as of HBase version 2.0+.
UNSUPPORTED Met adata Repair options: (expert features, use with caution!)

-fix Try to fix region assignnents. This is for backwards
conpatiblity

-fi xAssi gnnent s Try to fix region assignnents. Replaces the old -fix

-fixMeta Try to fix neta problenms. This assumes HDFS regi on inf
0 i s good.

- fi xHdf sHol es Try to X region holes in hdfs.

fi
- fi xHdf sOr phans Try to fix region dirs with no .regioninfo file in hdfs

-fi xTabl eOphans Try to fix table dirs with no .tableinfo file in hdfs

(onli ne node only)

-fixHdf sCverlaps Try to fix region overlaps in hdfs.

- maxMer ge <n> When fixing region overlaps, allow at nobst <n> regions
to nerge. (n=5 by default)

-si del i neBi gOverl aps Wen fixing region overlaps, allow to sideline big
overl aps

-maxOver | apsToSi del i ne <n> Wen fixing region overlaps, allow at nost <
n> regions to sideline per group. (n=2 by default)

-fixSplitParents Try to force offline split parents to be online.

-renovePar ent s Try to offline and sideline lingering parents and keep
daught er regions.

-fi xEnptyMetaCells Try to fix hbase:neta entries not referencing any
regi on (enpty REG ONI NFO_QUALI FI ER r ows)

UNSUPPORTED Met adat a Repair shortcuts

-repair Shortcut for -fixAssignnents -fixMeta -fixHdf sHol es -
fi xHdf sOrphans -fi xHdf sOverl aps -fi xVersionFile -sidelineBigOverlaps -fixRef
erenceFi | es-fi xHFi | eLi nks

-repair Hol es Shortcut for -fixAssignments -fixMeta -fixHdf sHol es

After you have finished using atest or proof-of-concept cluster, the hbase clean utility can remove all HBase-related
data from ZooK eeper and HDFS.

Warning: The hbase clean command destroys data. Do not run it on production clusters, or unless you are
absolutely sure you want to destroy the data.

To run the hbase clean utility, use the bin/hbase clean command. Run it with no options for usage information.

$ bi n/ hbase cl ean

Usage: hbase clean (--cl eanZk|--cl eanHdf s|--cl eanAll)
Opt i ons:

10
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- -cl eanzk cl eans hbase rel ated data from zookeeper.
--cleanHdf s cl eans hbase related data from hdfs.
--cleanAll cleans hbase related data from both zookeeper and hdfs.

The Java API isthe most common mechanism for getting datainto HBase, through Put operations. The Thrift and
REST APIs, aswell asthe HBase Shell, use the Java API.

The following simple example ouses the Java API to put datainto an HBase table. The Java AP traversesthe entire
write path and can cause compactions and region splits, which can adversely affect performance.

"HTable table = null:

try {
tabl e = nyCode. creat eTabl e(t abl eNane, fan);
int i =1;

Li st <Put> puts = new ArrayLi st <Put>();
for (String | abel Exp : | abel Exps) {
Put put = new Put (Bytes.toBytes("row' + i));
put . add(fam qual, HConstants.LATEST_TI MESTAWP, val ue);
put s. add(put);
i ++;

}
tabl e. put (puts);
} finally {
if (table '= null) {
table. flushCommits();

}
}

The Apache Thrift library provides cross-language client-server remote procedure calls (RPCs), using Thrift bindings.

A Thrift binding is client code generated by the Apache Thrift Compiler for atarget language (such as Python)

that allows communication between the Thrift server and clients using that client code. HBase includes an Apache
Thrift Proxy API, which allows you to write HBase applications in Python, C, C++, or another language that Thrift
supports. The Thrift Proxy API is slower than the Java APl and may have fewer features. T use the Thrift Proxy AP,
you need to configure and run the HBase Thrift server on your cluster. Y ou also need to install the Apache Thrift
compiler on your development system.

After the Thrift server is configured and running, generate Thrift bindings for the language of your choice, using an
IDL file. A HBase IDL file named HBase.thrift isincluded as part of HBase. After generating the bindings, copy the
Thrift libraries for your language into the same directory as the generated bindings. In the following Python example,
these libraries provide the thrift.transport and thrift.protocol libraries. These commands show how you might generate
the Thrift bindings for Python and copy the libraries on a Linux system.

nkdi r HBaseThri ft

cd HBaseThrift/

thrift -gen py /path/to/Hbase.thrift

nv gen-py/* .

rm-rf gen-py/

nkdir thrift

cp -rp ~/ Downl oads/thrift-0.9.0/1ib/py/src/* ./thrift/

11
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The following example shows a simple Python application using the Thrift Proxy API.

fromthrift.transport inport TSocket
fromthrift.protocol inport TBi naryProtocol
fromthrift.transport inport TTransport
from hbase i nport Hbase

# Connect to HBase Thrift server
transport = TTransport. TBufferedTransport (TSocket. TSocket (host, port))
protocol = TBi naryProtocol . TBi naryProt ocol Accel er at ed(transport)

# Create and open the client connection
client = Hbase.Cient(protocol)
transport. open()

# Modify a single row
mut ati ons = [ Hbase. Mut ati on(
col um=' col unmf am | y: col unmdescri ptor', val ue='col umval ue')]
client.mutateRow'tablenane', 'rowkey', nutations)
# Modify a batch of rows
# Create a list of mutations per work of Shakespeare
mut at i onsbatch = []

for line in nyDataFile:
rowkey = usernane +
mut ati ons = [
Hbase. Mut ati on( col um=nessagecol ummcf, val ue=line.strip()),
Hbase. Mut ati on( col utm=I i nenunber col ummcf, val ue=encode(linenu

+ filenanme + "-" + str(linenunber).zfill (6)

nber)),
Hbase. Mut at i on( col utm=user nanmecol uimcf, val ue=user nane)

]

nmut at i onsbat ch. append( Hbase. Bat chMut at i on(r ow=r owkey, nut ati ons=nut
ations))

# Run the nutations for all the lines in nyDataFile
client. mutat eRows(tabl enanme, nutati onsbatch)

transport. cl ose()

The Thrift Proxy API does not support writing to HBase clusters that are secured using Kerberos.

Using the HBase Thrift Interface, Part 1
Using the HBase Thrift Interface, Part 2

Hueincludes an HBase App that alows you to interact with HBase through a Thrift proxy server.

Because Hue sits between the Thrift server and the client, the Thrift server assumes that all HBase operations come
from the hue user and not the client. To ensure that usersin Hue are only allowed to perform HBase operations
assigned to their own credentials, and not those of the hue user, you must enable HBase impersonation. For more
information about the how to enable doAs Impersonation for the HBase Browser Application, see Enabling the HBase
Browser Application with doAs Impersonation.
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