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You can usethe YARN REST APIsto manage applications. .

You can use the YARN REST APIsto submit, monitor, and kill applications.
i Important: Inanon-secure cluster, you must append a request with 2user.name=<user>.
Example: Get application data

* Without 2user.name=<user>:

curl http://1ocal host: 19888/ obhi story/job/job_ 1516861688424 0001
Access deni ed: User null does not have perm ssion to view job job_
1516861688424 0001

¢ With ?2user.name=<user>:

curl http://1ocal host: 19888/ obhi story/job/job_1516861688424_0001?user. nane=hrt_1

{"job":{"subm t Ti ne": 1516863297896, "start Ti me": 1516863310110, "fi ni shTi me": 1516863330610,
"id":"job_1516861688424_0001", "nane": " Sl eepj ob", "queue": "defaul t", "user":"hrt_1",

"state":" SUCCEEDED', "nmapsTotal ": 1, "mapsConpl et ed": 1, "reducesTotal ": 1, "reducesConpl eted": 1,
"uberized": fal se, "di agnostics":"", "avgMapTi ne": 10387, "avgReduceTi ne": 536, "avgShuf fl eTi me": 4727,
"avgMer geTi me": 27, "fai |l edReduceAttenpts”: 0, "ki |l | edReduceAttenpts": 0, "successful ReduceAttenpts": 1,
"fail edMapAttenpts": 0, "kill edMapAttenpts”: 0, "successful MapAttenpts”:1,"acls":[{"name": " mapreduce. j
ob. acl -

vi ewjob","value":" "}, {"nane": "mapreduce.job. acl -nodi fy-j ob", "value":" "}]}}

Get an Application ID
Y ou can use the New Application API to get an application ID, which can then be used to submit an application. For
example:

curl -v -X POST 'http://|ocal host: 8088/ ws/vl/cl uster/apps/ new application'

The response returns the application 1D, and also includes the maximum resource capabilities available on the cluster.
For example:

{
application-id: application_1409421698529 0012",
"maxi mum resource-capabi lity": {"menory":"8192","vCores":"32"}

}

Set Up an Application .json File

Before you submit an application, you must set up a .json file with the parameters required by the application. This
is analogous to creating your own ApplicationMaster. The application .json file contains all of the fields you are
required to submit in order to launch the application.

The following is an example of an application .json file:

"application-id":"application_1404203615263_0001",
"application-nane":"test",
"am cont ai ner - spec":

"l ocal -resources":
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"entry":

[

"key": " AppMaster.jar",
"val ue":

{
"resource": "hdfs://hdfs-nanenode: 9000/ user/testuser/Di s
tri but edShel | / deno- app/ AppMaster.jar",
"type":"FlLE",
"visibility":"APPLI CATI ON',
"size": "43004",
"timestanp": "1405452071209"

}
}
]

omands” :

}

{
"command": "{{JAVA HOVE}}/bi n/java - Xmx10m or g. apache. hadoop. yar
n. applications. di stributedshell. ApplicationMaster --container_nenory 10 --co
ntai ner_vcores 1 --numcontainers 1 --priority 0 1><LOG DI R>/ AppMast er. st dou
t 2><LOG DI R>/ AppMast er. stderr”

"envi ronnment " :

{

"entry":

[ {
"key": "Dl STRI BUTEDSHELLSCRI PTTI MESTAMP" ,
"val ue": "1405459400754"

%,
"key": "CLASSPATH',
"val ue": "{{CLASSPATH}}<CPS>. /*<CPS>{{ HADOOP_CONF_DI R} } <C
PS>{ { HADOOP_COMMON_HQVE} } / shar e/ hadoop/ conmon/ * <CPS>{ { HADOOP_COMVON_HOVE} }/ s
har e/ hadoop/ common/ | i b/ * <CPS>{ { HADOOP_HDFS HOVE} } / shar e/ hadoop/ hdf s/ * <CPS>{ {
HADOOP_HDFS HOMVE} } / shar e/ hadoop/ hdf s/ 1 i b/ *<CPS>{ { HADOOP_YARN_ HOVE} }/ shar e/ ha
doop/ yar n/ * <CPS>{ { HADOOP_YARN HOWVE} }/ shar e/ hadoop/ yarn/ | i b/ *<CPS>. /| og4j . pro
perties"
I
{

"key": "Dl STRI BUTEDSHELLSCRI PTLEN",
"val ue": "6"

%,
"key": "Dl STRI BUTEDSHELLSCRI PTLOCATI ON*,
"val ue": "hdfs://hdfs-namenode: 9000/ user/t est user/ deno- app/
shel | Conmands”
}
]
}
},
"unmanaged- AM': "f al se",
"max-app-attenpts":"2",
"resource":
{
"menmory":"1024",
"vCores":"1"
},
"application-type":" YARN',
"keep- cont ai ners-across-application-attenpts":"fal se"

}
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Submit an Application
Y ou can use the Submit Application API to submit applications. For example:

curl -v -X POST -d @xanpl e-subnit-app.json -H "Content-type: application/js
on"'http://1ocal host: 8088/ ws/vl/cl uster/apps'

After you submit an application the response includes the following field:
HTTP/ 1.1 202 Accepted

The response also includes the Location field, which you can use to get the status of the application (app I1D). The
following is an example of areturned Location code:

Location: http://1ocal host: 8088/ ws/vl/cluster/apps/application_1409421698529
_0012

Monitor an Application
Y ou can use the Application State API to query the application state. To return only the state of arunning application,
use the following command format:

curl "http://1ocal host: 8088/ ws/vl/cluster/apps/application_1409421698529 001
2/ st ate'

Y ou can a'so use the value of the Location field (returned in the application submission response) to check the
application status. For example:

curl -v "http://1ocal host: 8088/ ws/vl/cluster/apps/application_ 1409421698529
0012

Y ou can use the following command format to check the logs:

yarn | ogs -appOmer 'dr.who' -applicationld application_1409421698529 0012 |
| ess

Kill an Application
Y ou can also use the Application State API to kill an application by using a PUT operation to set the application state
to KILLED. For example:

curl -v -X PUT -H 'Accept: application/json' -H ' Content-Type: application/j
son' -d '{"state": "KILLED'}" 'http://I|ocal host: 8088/ ws/v1l/cluster/apps/appl
i cation_1409421698529 0012/ st ate'

You can use YARN Services API to manage long-running Y ARN applications. Y ou can use the YARN CLI to view
the logs for running applications. In addition, you can use YARN distributed cache to deploy multiple versions of
Mapreduce.

Y ou can usethe Y ARN Services API to manage long-running Y ARN applications.
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Y ou can usethe YARN Services API to deploy and manage the Y ARN services.

1. Usethe YARN Services API to run a POST operation on your application, specifying along or unlimited lifetime
in the POST attributes.

2. Usethe YARN Services API to manage your application.

* Increase or decrease the number of application instances.
» Perform other application life cycle tasks.

Configure YARN for long-running applications

The YARN Services API helpsin creating and managing the life cycle of YARN services.

Previoudly, deploying a new service on Y ARN was not a simple experience. The APIs of existing frameworks
were either too low level (native Y ARN), required writing new code (for frameworks with programmatic APIs), or
reguired writing a complex specification (for declarative frameworks). Apache Slider was developed to run services
such as HBase, Storm, Accumulo, and Solr on Y ARN by exposing higher-level APIsthat supported running these
services on YARN without modification.

The new YARN Services APl greatly simplifies the deployment and management of Y ARN services.

Y ou can enable and configure the Y ARN Services feature using Cloudera Manager.

YARN Servicesis enabled by default to ensure that any program that is dependent on it, for example Hive LLAP, can
be installed. However you can disable it using Cloudera Manager.

If you want to actively use the YARN Services feature, Cloudera recommends to use Capacity Scheduler, whichis
the default scheduler, as only that scheduler type can fully support this feature.

In Cloudera Manager, select the YARN service.
Click the Configuration tab.

Select the YARN Services Management filter.
Ensure that Enable YARN Servicesis checked.

Configure the Y ARN Services Dependencies Path to specify the path where the Y ARN services dependencies
tarball is uploaded.

Cloudera recommends using the default path:

g s w DR

/user/yarn/ servi ces/ servi ce-framework/ ${ cdhVer si on}/ servi ce-dep. tar. gz

6. Click Save Changes.

If you changed the Y ARN Services Dependencies path, do the following:
7. Click the Actions button.

8. Select Install YARN Services Dependencies.
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9. Confirm that you want to run the Install Y ARN Servioces Dependencies comment by clicking the Install YARN
Services Dependencies button.

10. Once the command is run successfully, close the status window.

11. Click the Stale Service Restart icon that is next to the service to invoke the cluster restart wizard.
12. Click Restart Stale Services.

13. Select Re-deploy client configuration.

14. Click Restart Now.

Using the YARN Services API, you can run simple and complex template-based apps on containers.

Without having the need to write new code or modify your apps, you can create and manage the life cycle of these

YARN services.
{ .
"nanme": "sl eeper-service",
"version": "1.0.0",
"conmponents" : [
{
"name": "sl eeper",
"nunber _of containers": 2,
"l aunch_command": "sleep 900000",
"resource": {
"cpus": 1,
"menory": "256"
}
}
]
}

Each servicefile contains, at a minimum, a name, version, and list of components. Each component of a service has
aname, anumber of containers to be launched (also referred to as component instances), alaunch command, and an
amount of resources to be requested for each container.

Components optionally also include an artifact specification. The artifact can be the default type (with no artifact
specified, like the sleeper-service example above) or can have other artifact types such asTARBALL, or SERVICE.

Launching a service saves the service file to HDFS and starts the service.
Run the following command to launch the sleeper service example. This sleeper exampleis provided with YARN, so
it can be referred to by the name ;sleeper; or the path to the JSON file can be specified:

yarn app -l aunch sl eeper-service <sleeper OR /path/to/sleeper.json>

This command saves and starts the sleeper service with two instances of the sleeper component. The service could
also be launched by making callsto the REST API instead of using the command line. The service can be stopped and
destroyed as follows. The stop command stops the service from running, but leaves the service JSON file stored in
HDFS so that the service could be started again using a start command. The destroy command stops the serviceif it is
running and removes the service information entirely.

yarn app -stop sl eeper-service

yarn app -destroy sl eeper-service
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You can save aservice YARN fileinitially without starting the service and later refer to this service YARN file while
launching other services.

Run the following command to save the simple-httpd-service YARN file:
yarn app -save sinple-httpd-service /path/to/sinple-httpd-service.json

Saving or launching the service from a Y ARN file stores amodified version of the YARN filein HDFS. This service
specification can then be referenced by other services, allowing users to assemble more complex services.

Y ou can perform various operations to manage the life cycle of a Y ARN service through the REST API.

Use the following endpoint to create a service:
POST /app/vl/ services
The execution of this command confirms the success of the service creation request. Y ou cannot be sure if the service

will reach arunning state. Resource availability and other factors will determineif the service will be deployed in the
cluster. You haveto call the GET API to get the details of the service and determine its state.

Y ou can update the runtime properties of aservice. Y ou can update the lifetime, and start or stop a service. Y ou can
also upgrade the service containers to a newer version of their artifacts.

Use the following endpoint to update the service:

PUT /app/vl/services/{service_nane}

Use the following endpoint to destroy a service and release al its resources.

DELETE / app/ v1l/ servi ces/ {servi ce_nane}

Use the following endpoint to view the details (including containers) of arunning service.

CET /app/vl/ services/{servi ce_nane}

Use the following endpoint to set a component's desired number of instances:

PUT /app/vl/services/{service_nane}/conponents/{conponent _nane}

Y ou can usethe YARN Services API for situations such as creating a single-component service and performing
various operations on the service.
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» Create asimple single-component service with most attribute values as defaults
POST URL — http://localhost:8088/app/v1/services
POST Request JSON

{

"nane": "hello-world",
"version": "1",
"conponents”: [

"name": "hello",
"nunmber _of containers": 1,
"artifact": {
"id": "nginx:latest",
"type": " DOCKER'

"l aunch_command": "./start_ngi nx.sh",

"resource": {
"cpus": 1,
"menory": "256"

}

}
]
}

GET Response JSON
GET URL - http://local host:8088/app/v1/services/hello-world

Note that alifetime value of -1 means unlimited lifetime.

{
"nane": "hello-world",
"version": "1",
"id": "application_1503963985568 0002",
"lifetime": -1,

"conmponents": [

"name": "hello",

"dependencies": [],

"resource": {
"cpus": 1,
"menory": "256"

}

onfiguration": {
"properties": {},
"env": {},
"files": []

}1
"qui cklinks": [],
"containers": [

{
"id": "container_e03 1503963985568 0002 01 000001",
"ip": "10.22.8.143",
"host name": "myhost. | ocal ",
"state": "READY",
"l aunch_tinme": 1504051512412,
"bare_host": "10.22.8. 143",
"conmponent _name": "hell o-0"
1
{

"id": "container_e03 1503963985568 0002_01 000002",

10
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"ip": "10.22.8.143",

"host name": "nmyhost. | ocal ",
"state": "READY",
"launch_tinme": 1504051536450,

"bare_host": "10.22.8.143",
"conmponent _name": "hell o-1"

| }

" aunch_commuand": "./start_ngi nx.sh",

"nunber _of containers": 1,
“run_privil eged_container": false

}

",configuration": {
“properties": {},
"env": {},
"files": []

kiuicklinks“: 0

}

e Update the lifetime of aservice
PUT URL - http://localhost:8088/app/v1/services/hello-world
PUT Request JSON

Note that irrespective of what the current lifetime value is, this update request will set the lifetime of the service
to 3600 seconds (1 hour) from the time the request is submitted. Therefore, if a service has remaining lifetime
of 5 minutes (for example) and would like to extend it to an hour, OR if an application has remaining lifetime of
5 hours (for example) and would like to reduce it down to one hour, then for both scenarios you would need to

submit the following request.

"lifetime": 3600
}

e Stop aservice
PUT URL - http://localhost:8088/app/v1/services/hello-world
PUT Request JSON

{
}
* Start aservice
PUT URL - http://localhost:8088/app/v1/services/hello-world
PUT Request JSON

"state": "STOPPED'

"state": " STARTED'
}

* Increase or decrease the number of containers (instances) of a component of a service
PUT URL - http://local host:8088/app/v1/services/hello-world/components/hello

PUT Request JSON

{

"nunmber _of containers": 3

11
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}

« Destroy aservice

DELETE URL - http://local host:8088/app/v1/services/hello-world
e Create acomplicated service — HBase

POST URL - http://local host:8088/app/v1/serviceshbase-app-1

"name": "hbase-app-1",
"lifetime": "3600",
"version": "2.0.0.3.0.0.0",
"artifact": {
"id": "hbase:2.0.0.3.0.0.0",
"type": " DOCKER'

"confi guration": {
"env": {
"HBASE_LOG DIR': "<LOG DI R>"

b
"files": [
{
"type": "TEMPLATE",
"dest file": "/etc/hadoop/conf/core-site.xm",
"src_file": "core-site.xm"
¥
{
"type": "TEMPLATE",
"dest _file": "/etc/hadoop/conf/hdfs-site.xm",
"src_file": "hdfs-site.xm"
I
{
"type": "XM.",
"dest file": "/etc/hbase/conf/hbase-site. xm",
"properties": {
"hbase. cluster.distributed": "true",
"hbase. zookeeper . quorunt: "${CLUSTER _ZK_ QUORUM ",
"hbase.rootdir": "${SERVI CE_HDFS Dl R}/ hbase",
"zookeeper. znode. parent": "${SERVI CE_ZK_PATH}",
"hbase. mast er. host nane": "hbasemast er - 0. ${ SERVI CE_NAME} . ${ USER} .
${ DOVAI N}
"hbase. master.info.port": "16010"
}
}
]
},
"conmponents": [
{
"name": "hbasenaster",
"nunber _of containers": 1,
"l aunch_command": "sl eep 15;/opt/cl ouderal parcel s/ CDH <ver si on>/ bi n/

hbase nmaster start",
"resource": {
"cpus": 1,
"menory": "2048"
}

’ onfiguration": {
"env":
"HBASE_MASTER_OPTS": "-Xmx2048m - Xns1024nf
}
}
} L]

12
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"name": "regionserver",
"nunmber _of containers": 1,
"l aunch_conmmand": "sleep 15; /opt/cl ouderal parcel s/ CDH <ver si on>/ bi
n/ hbase master start"”,
"dependenci es": |
"hbasenmast er"
] il
"resource": {
"cpus": 1,
"menory": "2048"

}l
"configuration": {
"files": [
{
"type": "XM.",
"dest _file": "/etc/hbase/conf/hbase-site. xm",

"properties": {
"hbase. r egi onserver. host name": " ${ COVPONENT_| NSTANCE_NAMNE} .
${ SERVI CE_NAME} . ${ USER} . ${ DOVAI N} "
}

}

nv":
"HBASE_REGQ ONSERVER _OPTS": "-XX: CVBl niti ati ngCccupancyFracti on=
70 - Xmx2048m - Xns1024nt
}
}

}
{

]

"name": "hbaseclient",
"nunmber _of containers": 1,
"l aunch_conmmand": "sleep infinity",
"resource": {
"cpus": 1,
"menory": "1024"
}

}
b
"qui cklinks": {

"HBase Master Status U ": "http://hbasenaster-0.${ SERVI CE_NAME}. ${ US
ER} . ${ DOVAI N} : 16010/ mast er - st at us"

}

}

Cross-Origin Resource Sharing (CORS) is enabled by default on Y ARN so that the corresponding services accept
cross-origin requests from only selected domains. Enabling CORS aso helpsthe Y ARN Ul fetch data endpoints from
the browser.

CORSisenabled at cluster level and then on individual components such as YARN. If you want to set other values
than the default ones, use safety valvesin Cloudera Manager to configure the CORS configuration properties.

1. Inthe Cloudera Manager, select the Y ARN service.
2. Click the Configuration tab.

13
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3. Search for core-site.xml.

4. Find YARN Service Advanced Configuration Snippet (Safety Valve) for core-site.xml.
5. Click on the plusicon to add and configure the following properties:

Property Default value Description

hadoop.http.cross-origin.allowed-origins

regex:.*[.]subdomain[.]JEXAMPLE[.]com(;\d
+)?2.*

Commarseparated list of origins allowed for
Ccross-origin support.

The default value is*. Mention only specific
origins so that the services do not accept all
the cross-origin requests.

hadoop.http.cross-origin.allowed-methods

GET, PUT, POST, OPTIONS, HEAD,
DELETE

Commearseparated list of methods allowed
for cross-origin support.

hadoop.http.cross-origin.allowed-headers

X-Requested-With, Content-Type, Accept,

Commearseparated list of headers allowed for

Ori gl n, WWW-Authenti cate, ACCGpt- Cross-ori g| n support.
Encoding, Transfer-Encoding
hadoop.http.cross-origin.max-age 180

Number of seconds until when a preflight
request can be cached.

Click Save Changes.

Click the Configuration tab.
. Search for yarn-sitexml.

© © N

In the Cloudera Manager, select the YARN service.

10. Find the Y ARN Service Advanced Configuration Snippet (Safety Valve) for yarn-site.xml.
11. Click on the plusicon to add and configure the cross-origin.enabled properties:

Property Default value Description

led

yarn.nodemanager.webapp.cross-origin.ena | true Enable cross-origin support for the
bled NodeM anager.
yarn.resourcemanager.webapp.cross-origin true Enable cross-origin support for the
.enabled ResourceManager.
yarn.timeline-service.http-cross-origin.enab | true

Enable cross-origin support for the timeline
service.

K

to specific domains; for example, regex:.*[.]hwx[.]site(:\d*)2.

12. Click Save Changes.

13. Restart the HDFS and Y ARN services.

Note: The value of the hadoop.http.cross-origin.allowed-origins property in yarn-sitexml overrides the
value of the same property in core-site.xml. Y ou can configure the value of this property to allow access

14
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