Cloudera Runtime 7.0.0

Tuning Apache Hadoop YARN

Date published: 2019-08-21
Date modified:

CLOUD=RA

https://docs.cloudera.com/


https://docs.cloudera.com/

© Cloudera Inc. 2025. All rights reserved.

The documentation is and contains Cloudera proprietary information protected by copyright and other intellectual property
rights. No license under copyright or any other intellectual property right is granted herein.

Unless otherwise noted, scripts and sample code are licensed under the Apache License, Version 2.0.

Copyright information for Cloudera software may be found within the documentation accompanying each component in a
particular release.

Cloudera software includes software from various open source or other third party projects, and may be released under the
Apache Software License 2.0 (“ASLv2"), the Affero General Public License version 3 (AGPLV3), or other license terms.
Other software included may be released under the terms of alternative open source licenses. Please review the license and
notice files accompanying the software for additional licensing information.

Please visit the Cloudera software product page for more information on Cloudera software. For more information on
Cloudera support services, please visit either the Support or Sales page. Feel free to contact us directly to discuss your
specific needs.

Cloudera reserves the right to change any products at any time, and without notice. Cloudera assumes no responsibility nor
liahility arising from the use of products, except as expressly agreed to in writing by Cloudera.

Cloudera, Cloudera Altus, HUE, Impala, Clouderalmpala, and other Cloudera marks are registered or unregistered
trademarks in the United States and other countries. All other trademarks are the property of their respective owners.

Disclaimer: EXCEPT ASEXPRESSLY PROVIDED IN A WRITTEN AGREEMENT WITH CLOUDERA,

CLOUDERA DOESNOT MAKE NOR GIVE ANY REPRESENTATION, WARRANTY, NOR COVENANT OF

ANY KIND, WHETHER EXPRESS OR IMPLIED, IN CONNECTION WITH CLOUDERA TECHNOLOGY OR
RELATED SUPPORT PROVIDED IN CONNECTION THEREWITH. CLOUDERA DOES NOT WARRANT THAT
CLOUDERA PRODUCTS NOR SOFTWARE WILL OPERATE UNINTERRUPTED NOR THAT IT WILL BE

FREE FROM DEFECTS NOR ERRORS, THAT IT WILL PROTECT YOUR DATA FROM LOSS, CORRUPTION
NOR UNAVAILABILITY, NOR THAT IT WILL MEET ALL OF CUSTOMER’' S BUSINESS REQUIREMENTS.
WITHOUT LIMITING THE FOREGOING, AND TO THE MAXIMUM EXTENT PERMITTED BY APPLICABLE
LAW, CLOUDERA EXPRESSLY DISCLAIMSANY AND ALL IMPLIED WARRANTIES, INCLUDING, BUT NOT
LIMITED TO IMPLIED WARRANTIES OF MERCHANTABILITY, QUALITY, NON-INFRINGEMENT, TITLE, AND
FITNESS FOR A PARTICULAR PURPOSE AND ANY REPRESENTATION, WARRANTY, OR COVENANT BASED
ON COURSE OF DEALING OR USAGE IN TRADE.



Cloudera Runtime | Contents | iii

YARN TUNING OVEN VIBW.....ooiiiiieeiee e esiee e eteesieeestee s eseesnee e e sseesnseessessnseesseesnsens 4
Step 1. Worker host configuration...........ccoccveieeieccee s 8
Step 2: Worker host planning........cooceoieine e 8
S s R O LU = S = 9
Steps 4 and 5: VErify SEEINGS.....ccoveiee e 9
Step 6: Verify container Settings ON ClUSLEN ........cceviieiieiieeree e 9
Step 6A: Cluster contaiNer CaPACITY......ccveverrrieereeeieeser e see e see e e seeenreesneas 10
Step 6B: Container sanity CheCKINgG.......ccccveiiiiiie i 10
Step 7: MapReduce CoNfiguration..........coceeeceeiieiiee e 11
Step 7A: MapReduce sanity checking.......ccocovvvvceiie e, 11
Set propertiesin Cloudera Manager .........cocceeveevieeieesie e 12

Configure MeMOrY SELLINGS.......ccoiieiieieerie e re e 12



Cloudera Runtime YARN tuning overview

YARN tuning overview

Abstract description of a Y ARN cluster and the goals of YARN tuning.
Thistopic appliesto YARN clusters only, and describes how to tune and optimize Y ARN for your cluster.

Note: Download the Cloudera Y ARN tuning spreadsheet to help calculate Y ARN configurations. For a short
E video overview, see Tuning YARN Applications.

This overview provides an abstract description of a YARN cluster and the goals of YARN tuning.

A YARN cluster is composed of host machines. Hosts provide memory
and CPU resources. A vcore, or virtual core, is a usage share of a host
CPU.

Host
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Tuning YARN consists primarily of optimally defining containers on
your worker hosts. Y ou can think of a container as arectangular graph A
consisting of memory and vcores. Containers perform tasks.
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Some tasks use agreat deal of memory, with minimal processing on a
large volume of data.
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Other tasks require a great deal of processing power, but use less
memory. For example, aMonte Carlo Simulation that evaluates many LEi
possible "what if?* scenarios uses agreat deal of processing power on a FILrSE
relatively small dataset. Cﬂntalner
Container
Container

The YARN ResourceManager allocates memory and vcoresto use al
available resources in the most efficient way possible. Ideally, few or
no resources are |eft idle.
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An applicationisaYARN client program consisting of one or more
tasks. Typically, atask uses all of the available resourcesin the
container. A task cannot consume more than its designated allocation,
ensuring that it cannot use al of the host CPU cycles or exceed its
memory allotment.

Container

Container

Container

Tune your YARN hosts to optimize the use of vcores and memory by
configuring your containersto use all available resources beyond those
required for overhead and other services.

Y ARN tuning has three phases. The phases correspond to the tabsin the Y ARN tuning spreadshest.

1. Cluster configuration, where you configure your hosts.
2. YARN configuration, where you quantify memory and vcores.

3. MapReduce configuration, where you allocate minimum and maximum resources for specific map and reduce

tasks.

YARN and MapReduce have many configurable properties. The Y ARN tuning spreadsheet lists the essential subset

of these properties that are most likely to improve performance for common MapReduce applications.
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Step 1: Worker host configuration

Define the configuration for a single worker host computer in your cluster

Step 1 isto define the configuration for a single worker host computer in your cluster.

STEP 1: Worker Host Configuration

Enter your likely machine configuration in the input boxes below. If you are
uncertain what machines you plan on buying, put in some minimum values that
will suit what you expect to buy.

Host Components Quantity Size Total Description / Notes

RAM 256G Node memory in Gigabytes

cPU 48 Number of CPU's and the number of HW cores per CPU. The calculation of vcores below includes HyperThreading support.
HyperThreading CPU Does the CPU support HyperThreading?

HDD (Hard Disk Drive) 72G Number of Hard Drives and size per drive in JBOD Configuration

Ethernet 2G Number of Ethernet connections and the transfer speed

Aswith any system, the more memory and CPU resources available, the faster the cluster can process large amounts
of data. A machine with 4 CPUs with HyperThreading, each with 6 cores, provides 48 vcores per host.

3 TB hard drivesin a 2-unit server installation with 12 available slotsin JBOD (Just a Bunch Of Disks) configuration
is areasonable balance of performance and pricing at the time the spreadsheet was created. The cost of storage
decreases over time, so you might consider 4 TB disks. Larger disks are expensive and not required for all use cases.

Two 1-Gigabit Ethernet ports provide sufficient throughput at the time the spreadsheet was published, but 10-Gigabit
Ethernet ports are an option where price is of less concern than speed.

Step 2: Worker host planning

Allocate resources on each worker machine,

STEP 2: Worker Host Planning

Now that you have your base Host configuration from Step 1, use the table
below to allocate resources, mainly CPU and memory, to the various software
components that run on the host.

Memory
Service Category CPU (cores) (MB) Notes
Operating System Overhead 5L rd Most operating systems use 4-8GB minimum.
Other services Overhead [/ Enter the required cores or memory for non CDH services not part of the OS.
Cloudera Manager agent Overhead “Li712] Allocate 1GB and 1 vcore for Cloudera Manager agents, which track resource usage on a host.
HDFS DataNode CDH «LirL ! Allocation for the HDFS DataNode heap: default 1GB and 1 vcore.
YARN NodeManager CDH «Lirl] Allocation for the YARN NodeManager heap: default 1GB and 1 vcore
Impala daemon CDH [\ (Optional Service) Suggestion: Allocate at least 16GB memory when using Impala.
Hbase RegionServer CDH |\] (Optional Service) Suggestion: Allocate no more than 12-16GB memory when using HBase Region Servers.
Solr Server CDH 1] (Optional Service) Suggestion: Minimum 1GB for Solr server. More might be necessary depending on index sizes.

Kudu Server CDH 1] (Optional Service) Suggestion: Minimum 1GB for Kudu Tablet server. More might be necessary depending on data sizes.
Available Container Resources

Container resources

Physical Cores to Vcores Multiplier _ Set this ratio based on the expected number of concurrent threads in a container per thread core. Default is 1.
YARN Available Vcores 44 This value will be used in STEP 4 for YARN Configuration
YARN Available Memory 250880 This value will be used in STEP 4 for YARN Configuration

Start with at least 8 GB for your operating system, and 1 GB for Cloudera Manager. If services outside of Cloudera
Runtime reguire additional resources, add those numbers under Other Services.

The HDFS DataNode uses a minimum of 1 core and about 1 GB of memory. The same requirements apply to the
YARN NodeManager.

The spreadsheet lists several optional services:

» Impaladaemon requires at least 16 GB for the daemon.
* HBase Region Serversrequires 12-16 GB of memory.
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» Solr server requires aminimum of 1 GB of memory.
» Kudu Tablet server requires aminimum of 1 GB of memory.

Any remaining resources are available for YARN applications (Spark and MapReduce). In this example, 44 CPU
cores are available. Set the multiplier for vcores you want on each physical core to calculate the total available vcores.

Step 3: Cluster size

Having defined the specifications for each host in your cluster, enter the number of worker hosts needed to support
your business case.

To see the benefits of parallel computing, set the number of hosts to a minimum of 10.

STEP 3: Cluster Size

Enter the number of nodes you have (or expect to have) in the cluster

Quantity
Number of Worker Hosts in the cluster

Steps 4 and 5: Verify settings

Verify the memory and vcore settings.
Step 4 pulls forward the memory and vcore numbers from step 2. Step 5 shows the total memory and vcores for the
cluster.

STEP 4: YARN Configuration on Cluster

These are the first set of configuration values for your cluster. You can set
these values in YARN->Configuration

YARN NodeManager Configuration Properties Value Note
yarn.nodemanager.resource.cpu-vcores 44 | Copied from STEP 2 "Available Resources"
yarn.nodemanager.resource.memory-mb 250880 | Copied from STEP 2 "Available Resources”

| |
STEP 5: Verify YARN Settings on Cluster

Go to the Resource Manager Web Ul (usually
http://<ResourceManager|P>:8088/ and verify the "Memory Total" and
"Vcores Total" matches the values above. If your machine has no bad nodes,
then the numbers should match exactly.

Resource Manager Property to Check Value Note
Expected Value for "Vcores Total" 440 | Calculated from STEP 2 "YARN Available Vcores" and STEP 3
Expected Value for "Memory Total” (in GB) 2450 | Calculated from STEP 2 "YARN Available Memory" and STEP 3

Step 6: Verify container settings on cluster

Y ou can change the values that impact the size of your containers.

The minimum number of vcores should be 1. When additional vcores are required, adding 1 at atime should result in
the most efficient allocation. Set the maximum number of vcore reservations to the size of the node.

9



Cloudera Runtime

Step 6A: Cluster container capacity

Set the minimum and maximum reservations for memory. The increment should be the smallest amount that can
impact performance. Here, the minimum is approximately 1 GB, the maximum is approximately 8 GB, and the

increment is 512 MB.

STEP 6: Verify Container Settings on Cluster

In order to have YARN jobs run cleanly, you need to configure the container

properties.

YARN Container Configuration Properties {Vcores) Value
yarn.scheduler.minimum-allocation-vcores
yarn.scheduler.maximum-allocation-vcores
yarn.scheduler.increment-allocation-vcores

Description
Minimum vcore reservation for a container
- Maximum vcore reservation for a container
Veore allocations must be a multiple of this value

YARN Container Configuration Properties {(Memory) Value

Description

yarn.scheduler.minimum-allocation-mb
yarn.scheduler.maximum-allocation-mb
yarn.scheduler.increment-allocation-mb

124 Minimum memory reservation for a container in MegaByte

i) Maximum memory reservation for a container in MegaByte

Memory allocations must be a multiple of this value in MegaByte

Step 6A: Cluster container capacity

Validate the minimum and maximum number of containersin your cluster, based on the numbers you entered

Step 6A: Cluster Container Capacity

This section will tell you the capacity of your cluster (in terms of containers).

Cluster Container Estimates Minimum | Maximum
Max possible number of containers, based on memaory configuration 2450
Max possible number of containers, based on vcore configuration 440
Container number based on 2 containers per disk spindles | 480
Min possible number of containers, based on memory configuration 10

Min possible number of containers, based on vecore configuration 10

Step 6B: Container sanity check

See whether you have over-allocated resources.

STEP 6B: Container Sanity Checking

This section will do some basic checking of your container parameters in STEP 6
against the hosts.

Sanity Check Description
Scheduler q vcores must be larger than minimum
i ion MB must be larger than mi

yarn.scheduler.

Ing

yarn.scheduler.maximum-allocation-vcores >= yarn.scheduler.minimum-allocation-vcores

b >= yarn.scheduler.minimum-allocation-mb

vcores must be greater than or equal to 0 yarn.scheduler.minimum-allocation-vcores >= 0
vcores must be greater than or equal to 1 yarn.scheduler.maximum-allocation-vcores >= 1

Host vcores must be larger than scheduler minimum vcores

Host vcores must be larger than scheduler i veores
Host allocation MB must be larger than scheduler minimum
Host allocation MB must be larger than scheduler r veores

Small container limit

yarn.nodemanager.resource.cpu-vcores >= yarn.scheduler.minimum-allocation-vcores
yarn.nedemanager.resource.cpu-vcores >= yarn.scheduler.maximum-allocation-vcores
yarn.nodemanager.resource.memory-mb >= yarn. imum-allocation-mb
yarn.nodemanager.resource.memory-mb >= yarn.scheduler.minimum-allocation-mb

If yarn.scheduler.minimum-allocation-mb is less than 1GB, containers will likely get killed by YARN due to OutOfMemory issues
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Step 7: MapReduce configuration

Step 7: MapReduce configuration

Y ou can increase the memory allocation for the ApplicationMaster, map tasks, and reduce tasks.

The minimum vcore allocation for any task is always 1. The Spill/Sort memory allocation of 400 should be sufficient,
and should be (rarely) increased if you determine that frequent spills to disk are hurting job performance.

The common MapReduce parameters mapreduce.map.java.opts, mapreduce.reduce.java.opts, and yarn.app.mapredu
ce.am.command-opts are configured for you automatically based on the HEAP TO CONTAINER SIZE RATIO.

STEP 7: MapReduce Configuration

For CDH 5.5 and later we recommend that only the heap or the container size
is specified for map and reduce tasks. The value that is not specified will be
calculated based on the setting mapreduce.job.heap.memory-mb.ratio. This
calculation follows Cloudera Manager and calculates the heap size based on

the ratio and the container size.

Application Master Configuration properties Description

yarn.app.mapreduce.am.resource.cpu-veores

& AM container vcore reservation

yarn.app.mapreduce.am.resource.mb

«LiP 8 AM container memaory reservation in MegaByte

yarn.app.mapreduce.am.command-opts

il AM Java heap size in MegaByte

Task auto heap sizing

Use task auto heap sizing

mapreduce.job.heap.memory-mb.ratio

Ratio between the container size and task heap size.

Map Task Configuration properties

mapreduce.map.cpu.vcores

Map task vcore reservation

mapreduce.map.memaory.mb

mapreduce.map.java.opts

mapreduce.task.io.sort.mb

ReduceTask Configuration properties

mapreduce.reduce.cpu.vcores

mapreduce.reduce.memory.mb

mapreduce.reduce.java.opts

Step 7A: MapReduce sanity checking

Verify at aglancethat al of your min

STEP 7A: MapReduce Sanity Checking

imum and maximum resource alocations are within the parameters you set.

Sanity check MapReduce settings against container minimum/maximum

properties.

Application Master Sanity Checks

Description

AM vcore request must fit within scheduler limits

AM memory request must fit within scheduler limits

yarn.scheduler.minimum-allocation-vcores <= yarn.app. am.resource. <= yarn- -vVeores

yarn ion-mb <= yarn.app am.resource <=yarn.

Container size must large enough for java heap and head

ion-mb

Java Heap should be between 75% and 90% of the container size: too low wastes resources, to high could lead to OOM

Ratio should be between 0.75 and 0.9

Java Heap should be between 75% and 90% of the container size: too low wastes resources, to high could lead to OOM

Map Task Sanity Checks

Description

Map task vcore request must fit within scheduler limits

Map task memory reguest must fit within scheduler limits

yarn.scheduler. ation-vcores <= map.cpu.vcores <= yarn-scheduler.maximum-allocation-vcores
yarn ini ion-mb <= map map.memory.mb <= yarn i ion-mb

Container size must large enough for java heap and

Java Heap should be between 75% and 90% of the container size: too low wastes resources, ta high could lead to 0OM

Spill/Sort memory should not use whole map task heap

GOOD Make sure that Spill/Sort memory reservation uses between 40% and 60% of the heap of a map task.

Reduce Task Sanity Checks

Reduce task vcore reguest must fit within scheduler limits

Reduce task memory request must fit within scheduler limits

Container size must large enough for java heap and head

Value Description
GOOD yarn.schedul im-allocation-vcores <= reduce.cpu.vcores <= yarn-schedul ion-veores
[l varn ini ion-mb <= reduce.memo ry.mb <= yarn i ion-mb
N/A Java Heap should be between 75% and 90% of the container size: too low wastes resources, to high could lead to OOM
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Set properties in Cloudera Manager

Set properties in Cloudera Manager

When you are satisfied with the cluster configuration estimates, use the values in the spreadsheet to set the
corresponding propertiesin Cloudera Manager

Table 1: Cloudera Manager Property Correspondence

Step YARN/MapReduce Property

Cloudera Manager Equivalent

4 yarn.nodemanager.resource.cpu-vcores Container Virtual CPU Cores

4 yarn.nodemanager.resource.memory-mb Container Memory

6 yarn.schedul er.minimum-all ocation-vcores Container Virtual CPU Cores Minimum
6 yarn.schedul er.maximum-allocation-vcores Container Virtual CPU Cores Maximum
6 yarn.scheduler.increment-all ocation-vcores Container Virtual CPU Cores Increment
6 yarn.schedul er.minimum-allocation-mb Container Memory Minimum

6 yarn.schedul er.maximum-allocation-mb Container Memory Maximum

6 yarn.schedul er.increment-allocation-mb Container Memory Increment

7 yarn.app.mapreduce.am.resource.cpu-vcores | ApplicationMaster Virtual CPU Cores
7 yarn.app.mapreduce.am.resource.mb ApplicationMaster Memory

7 mapreduce.map.cpu.vcores Map Task CPU Virtual Cores

7 mapreduce.map.memory.mb Map Task Memory

7 mapreduce.reduce.cpu.vcores Reduce Task CPU Virtual Cores

7 mapreduce.reduce.memory.mb Reduce Task Memory

7 mapreduce.task.io.sort.mb 1/0 Sort Memory

Configure memory settings

The memory configuration for YARN and MapReduce memory isimportant to get the best performance from your

cluster.

Several different settings are involved. The table below shows the default settings, as well as the settings that
Cloudera recommends, for each configuration option.

Table 2: YARN and MapReduce Memory Configuration

Cloudera Manager Property Cloudera Runtime Property Default Configuration Cloudera Tuning Guidelines
Name Name

Container Memory Minimum yarn.schedul er.minimum-allocatio
n-mb

Container Memory Maximum yarn.scheduler.maximum-alloc 64 GB amount of memory on largest host
ation-mb

Container Memory |ncrement yarn.scheduler.increment-allocat | 512 MB Use afairly large value, such as
ion-mb 128 MB

Container Memory yarn.nodemanager.resource.me 8GB 8GB
mory-mb

Map Task Memory mapreduce.map.memory.mb 1GB 1GB

12
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Cloudera Manager Property Cloudera Runtime Property Default Configuration Cloudera Tuning Guidelines
Name Name

Reduce Task Memory mapreduce.reduce.memory.mb 1GB 1GB
Map Task Java Opts Base mapreduce.map.java.opts -Djava.net.preferlPv4Stack=true | -Djava.net.preferl Pv4Stack=true -
Xmx768m
Reduce Task Java Opts Base mapreduce.reduce.java.opts -Djava.net.preferlPv4Stack=true | -Djava.net.preferl Pv4Stack=true -
Xmx768m
ApplicationMaster Memory yarn.app.mapreduce.am.resour 1GB 1GB
ce.mb
ApplicationMaster Java Opts Base | yarn.app.mapreduce.am.comman | -Djava.net.preferlPv4Stack=true | -Djava.net.preferl Pv4Stack=true -
d-opt Xmx768m
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