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Cloudera Runtime READ Support for FULL ACID ORC Tables

FULL ACID v2 transactional tables are readable in Impala without modifying any configurations. Y ou must have
Cloudera Runtime 7.2.2 or higher and have connection to Hive Metastore server in order to READ from FULL ACID
tables.

There are two types of transactional tables available with Hive ACID.

* [INSERT-ONLY
» FULL ACID

Until this release, Impalain CDP supported INSERT-ONLY transactional tables allowing both READ and WRITE
operations. The latest version of Impalain CDP now & so supports READ of FULL ACID ORC tables.

By default tables created in Impalaare INSERT-ONLY managed tables whereas the default tables in Hive are
managed tables that are FULL-ACID.

e Impalacannot CREATE or WRITE to FULL ACID transactional tables yet. You can CREATE and WRITE
FULL ACID transactional tables with transaction scope at the row level viaHIVE and use Impalato READ these
tables.

* Impaladoes not support ACID v1.

Before beginning to use FULL ACID v2 tables you must be aware of these new concepts like transactions, Writel ds,
rowlDs, delta delete directories, locks, etc. that are added to FULL ACID tablesto achieve ACID semantics.

For every transaction, both read and write, Hive will assign aglobally unique ID. For transactional writes like
INSERT and DELETE, it will also assign atable-wise unique 1D, awrite ID. The write ID range will be encoded in
the delta and del ete directory names. Results of a DML transactional query are allocated to alocation under partition/
table. Thislocation is derived by Write ID allocated to the transaction. This provides Isolation of DML queries and
such queries can run in parallel without interfering with each other.

New data files resulting from a DML query are written to a unique location derived from Writeld of the transaction.
Y ou can find the results of an INSERT query in delta directories under partition/table location. Depending on the
operation type there can be two types of delta directories:

« DeltaDirectory: Thistypeis created for the results of INSERT statements and is named delta <writeld>_<writel
d> under partition/table location.

» Delete Delta Directory: This deltadirectory is created for results of DELETE statements and isnamed delete delt
a <writeld>_<writeld> under partition/table location.

UPDATE operations create both delete and delta directories.

rowld is the auto-generated unique ID within the transaction and bucket. Thisis added to each row to identify each
row in atable. RowlD is used during a DELETE operation. When arecord is deleted from a table, the rowld of the
deleted row will be written to the delete_delta directory. So for all subsequent READ operations all rowswill be read
except these rows.




Cloudera Runtime READ Support for FULL ACID ORC Tables

INSERT-ONLY tables do not have a specia schema. They store the data just like plain original files from the non-
ACID world. However, their files are organized differently. For every INSERT statement the created files are put into
atransactional directory which has transactional information in its name.

Full ACID tables do have a special schema. They have row identifiers to support row-level DELETES. Soarow in
Full ACID format looks like this:

{
"operation": O,
"original Transaction": 1,
"bucket": 536870912,
"rowd": O,
"current Transaction": 1,
"row': {"i": 1}

* Thegreen columns are the hidden/system ACID columns.

* Field “row” holdsthe user data.

» operation 0 means INSERT, 1 UPDATE, and 2 DELETE. UPDATE will not appear because of the split-update
technique (INSERT + DELETE).

» originaTransaction isthe write ID of the INSERT operation that created this row.

« bucket is a 32-bit integer defined by BucketCodec class.

« rowld isthe auto-generated unique ID within the transaction and bucket.

e currentTransaction is the current write ID. For INSERT, it isthe same as currentTransaction. For DELETE, it is

the write ID when thisrecord isfirst created.
* row contains the actual data. For DELETE, row will be null.

Before beginning to use FULL ACID v2 tables you must be aware of the key differences between the INSERT-

ONLY and FULL-ACID tables.

This table highlights some of the differences between the INSERT-ONLY and FULL ACID tables.

Schema There is no special data schema. They
store the data just like plain origina

files from the non-ACID world.

Transactional information is encoded
in directory names.

Transactional information

Table properties ‘transactional'="true’,
‘transactional_properties='insert_only"
Supported operations INSERT-ONLY tables only support

insertion of data. UPDATES and
DELETES are not supported. These
tables also provide CREATE TABLE,
DROP TABLE, TRUNCATE,
INSERT, SELECT operations.

WRITE operation WRITE operations are atomic and the
results of the insert operation are not
visible to other query operations until

the operation is committed.

Dataisin specia format, i.e. there are synthetic columns
with transactional information in addition to actual data.

Full ACID tables also use the same directory structure as
INSERT-only tables. Transactional information is encoded
in the directory names. Directory name and filename are the
source of transactional information.

‘transactional'="true’

FULL ACID ORC tables can be READ using IMPALA.
These tables also provide UPDATE and DELETE
operations at the row level using HIVE. Thisis achieved
using transactions like Insert-Only Tables along with
changes in ORC Reader to support deletes.

WRITE operations are atomic - The operation either
succeeds completely or fails; it does not result in partial
data.
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INSERT operation

DELETE operation

UPDATE operation

READ operation

Supported file format

Compactions

For every INSERT statement
the created files are added to a
transactional directory which has

transactional information in its name.

N/A

N/A

READ operations always read a
consistent snapshot of the data.

Supports any file formats.

Minor and major compactions are
supported.

INSERT operation is done through HIVE and this
statement is executed in a single transaction. This operation
creates a delta directory containing information about this
transaction and its data.

DELETE operation is done through HIV E and this event
creates aspecia “delete delta” directory.

UPDATE operation is done through HIVE. This operation
issplit into an INSERT and DELETE operation. This
operation creates adelta dir followed by adelete dir.

READ operations always read a consistent snapshot of the
data.

Supports only ORC.

Minor compactions can be created, which means several
delta and delete directories can be compacted into one delta
and delete directory. Major compactions are also supported.

Hive 3 achieves atomicity and isolation of operations on transactional tables by using techniques in write, read, insert,
create, delete, and update operations that involve deltafiles, which can provide query status information and help you
troubleshoot query problems. For more information, see Hive 3 ACID transactions

As administrator, you need to manage compaction of deltafiles that accumulate during data ingestion. Compaction is
aprocess that performs critical housekeeping of files.

Hive creates a set of deltafilesfor each transaction that alters atable or partition and stores them in a separate

delta directory. When the number of delta and delete directoriesin the table grow, the read performance will be
impacted, since reading is a process of merging the results of valid transactions. To avoid any compromise on the read
performance, occasionally Hive performs compaction, namely minor and major. This process merges these directories
while preserving the transaction information.

For more information, see Data Compaction.

Y ou must review and configure the mandatory and recommended settings if you installed Impala without Cloudera
Manager or if you want to customize your environment after installing Impala. If you installed Impala using Cloudera
Manager, some of these configurations are completed automatically.

In some cases, depending on the level of Impala, CDP, and Cloudera Manager, you might need to add particular
component configuration detailsin one of the free-form fields on the Impala configuration pagesin Cloudera
Manager.

* You must enable short-circuit reads, whether or not Impalawas installed through Cloudera Manager. This setting
goes in the Impala configuration settings, not the Hadoop-wide settings.

e If youinstalled Impalain an environment that is not managed by Cloudera Manager, you must enable block
location tracking, and you can optionally enable native checksumming for optimal performance.

Enabling short-circuit reads allows Impala to read local data directly from the file system. This removes the need to
communicate through the DataNodes, improving performance. This setting also minimizes the number of additional
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copies of data. Short-circuit reads requires libhadoop.so (the Hadoop Native Library) to be accessible to both the
server and the client. You must install it from an .rpm, .deb, or parcel to use short-circuit local reads.

Note: If you use Cloudera Manager, you can enable short-circuit reads through a checkbox in the user
E interface and that setting takes effect for Impala as well.

To Enable Short-Circuit Reads
Y ou can enable short-circuit reads through a checkbox available under Configuration tab for both Impala and HDFS.

1. In Cloudera Manager Clusters select the Impala service, for example, IMPALA.

2. Onthe Configuration tab, search for dfs.client.read.shortcircuit.

3. Accept the default (enabled), or check to enable the dfs.client.read.shortcircuit property to read the HDFSfile
blocks directly.

4. Do theabove for HDFS service too by clicking Cloudera Manager Clusters and by selecting the HDFS service.

5. Savethe changes and Restart the service.

To configure DataNodes for short-circuit reads:
1. Onadl Impalanodes, configure the following attributes from the HDFS service as shown:

a. In ClouderaManager Clusters select the HDFS service, for example, HDFS.
b. Onthe Configuration tab, search for dfs.domain.socket.path and set the attribute.
c. Search for and set the attribute, if necessary, dfs.client.file-block-storage-locations.timeout.millis.
d. Search for and set the attribute, if necessary, dfs.datanode.hdfs-blocks-metadata.enabled
2. After applying these changes, restart all DataNodes.

Enabling block location metadata allows Impala to know which disk data blocks are located on, allowing better
utilization of the underlying disks. Impalawill not start unless this setting is enabled.

To enable block location tracking:
1. For each DataNode, enable the following attribute dfs.datanode.hdfs-blocks-metadata.enabled file:

a. In Cloudera Manager Clusters select the HDFS service, for example, HDFS.
b. Onthe Configuration tab, search for dfs.datanode.hdfs-blocks-metadata.enabled and enable the attribute if not
aready enabled.

2. After applying these changes, restart all DataNodes.

Enabling native checksumming causes Impalato use an optimized native library for computing checksums, if that
library isavailable.

To enable native checksumming:

If you installed CDP from packages, the native checksumming library isinstalled and setup correctly, and no
additional steps are required.

If you installed by other means, native checksumming may not be available due to missing shared objects. Finding the
message "Unable to load native-hadoop library for your platform... using builtin-java classes where applicable" in
the Impala logs indicates native checksumming may be unavailable.

To enable native checksumming, you must build and install libhadoop.so (the Hadoop Native Library).




Cloudera Runtime Modifying Impala Startup Options

Y ou can view and edit the configuration options for the Impala daemons to customize your Impala environment, such
as to specify which hosts and ports to use, to assign directories for logging,and to control resource usage and security.

Navigate to the following page to configure the settings for all the Impala-related daemons:
ClusterslmpalaConfiguration.

If the Cloudera Manager interface does not yet have aform field for a newly added option, or if you need to use
special options for debugging and troubleshooting, the Advanced category page for each daemon includes one or
more Safety Valve fields where you can enter option names directly.

Y ou can check the current runtime value of all these settings through the Impala Web Ul, available by default at:

e http://IMPALA_HOSTNAME:25000/varz for thei npal ad daemon
o http://IMPALA_HOSTNAME:25010/varz for the st at est or ed daemon
o http://IMPALA_HOSTNAME:25020/varz for the cat al ogd daemon

Web User Interface for Debugging

Asan administrator, you monitor Impala service and take action when necessary to keep it running smoothly and
avoid conflicts with other components running on the same cluster.

Y ou can review Impalalog files on each host, when you have traced an issue back to a specific system. The Impala
logs contain information about any errors Impala encountered, jobs Impala has completed, and settings Impalais
configured with.

The logs store information about Impala startup options. Thisinformation appears once for each time Impaais
started and may include:

e Machine name.

e Impalaversion number.

* Fagsused to start Impala.

e CPU information.

e The number of available disks.

A new set of log filesis produced each time the associated daemon is restarted. These log files have long names
including atimestamp. The .INFO, WARNING, and .ERROR files are physically represented as symbolic links to
the latest applicable log files.

Review Impalalog files on each host, when you have traced an issue back to a specific system:
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* By using the web interface at http://host-name:25000/logs where host-name is your Cloudera cluster host name.

The web interface limits the amount of logging information displayed. To view every log entry, access the log
files directly through the file system. Impalalog files can often be several megabytesin size.

* By examining the contents of thelog file

By default, the Impalalogs are stored at /var/log/impalad/, /var/log/catalogd/, and /var/log/statestore/. The most
comprehensive log, showing informational, warning, and error messages, is in the file name impalad.INFO.

For each of impalad, statestored, catalogd:

« Examinethe .INFO files to see configuration settings for the processes.

« Examinethe WARNING filesto see al kinds of problem information, including such things as suboptimal
settings and also serious runtime errors.

« Examinethe .ERROR and/or .FATAL filesto see only the most serious errors, if the processes crash, or
queries fail to complete. These messages are also in the WARNING file.

Cloudera Manager collects front-end and back-end logs together into asingle view and let you do a search across log
datafor all the managed nodes in DiagnosticslL ogs.

Y ou must configure the Impalalog settings to change the default log locations, to rotate logs, or to log verbose levels.

1. Tochangelogfilelocations:
a) In Cloudera Manager, navigate to |mpal a serviceConfiguration.
b) Inthe searchfield, typelog_dir.
¢) Specify the new log directories for Impala Daemon, Catalog Server, or StateStore in the respective fields:

e |ImpaaDaemon Log Directory
e Catalog Server Log Directory
» StateStore Log Directory
d) Click Save Changes and restart Impala.
2. To set up log rotation:
a) In Cloudera Manager, navigate to |mpal a serviceConfiguration.
b) Inthe search field, type max_log files.
c) Specify the values for Impala Daemon, Catalog Server, or StateStore in the respective fields:

¢ ImpalaDaemon Maximum Log Files
« Catalog Server Maximum Log Files
o StateStore Maximum Log Files

d) Click Save Changes and restart Impala.

The above configuration option specifies how many log filesto keep at each severity level (INFO, WARNING,
ERROR, and FATAL).

e Avalueof 0 preservesal log files, in which case you would set up set up manual log rotation using your
Linux tool or technique of choice.

* A vaueof 1 preservesonly the very latest log file.

e Thedefault valueis 10.

For some log levels, Impalalogs are first temporarily buffered in memory and only written to disk periodically.
The --logbufsecs setting controls the maximum time that |og messages are buffered for. For example, with the
default value of 5 seconds, there may be up to a5 second delay before alogged message shows up in thelog file.

It is not recommended that you set --logbufsecs to 0 as the setting makes the Impala daemon to spin in the thread
that triesto delete old log files.
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3. To specify how often the log information is written to disk:
a) In Cloudera Manager, navigate to |mpal a serviceConfiguration.
b) Inthe search field, type logbuflevel.
¢) Specify the values for Impala Daemon, Catalog Server, or StateStore in the respective fields:

* Impala Daemon Log Buffer Level
e Catalog Server Log Buffer Level
o StateStore Log Buffer Level

The default is 0, meaning that the log isimmediately flushed to disk when Impala outputs an important
messages such as awarning or an error, but less important messages such as informational ones are buffered in
memory rather than being flushed to disk immediately.

d) Click Save Changes and restart Impala.

4. To set the logging verbose levels:

a) In Cloudera Manager, navigate to |mpala serviceConfiguration.

b) Inthe search field, type GLOG v.

¢) Specify the values for Impala Daemon, Catalog Server, or StateStore in the respective fields:

* ImpalaDaemon Verbose Log Level
e Catalog Server Verbose Log Level
« StateStore Verbose Log Level

d) Click Save Changes and restart Impala.

Aslogging levelsincrease, the categories of information logged are cumulative. For example, GLOG_v=2 records
everything GLOG_v=1 records, aswell as additional information.

Increasing logging levels imposes performance overhead and increases |og size. Cloudera recommends using
GLOG_v=1 for most cases: thislevel has minimal performance impact but still captures useful troubleshooting
information.

Additional information logged at each level of GLOG v isasfollows:

« 1: Thedefault level. Logsinformation about each connection and query that isinitiated to an impalad instance,
including runtime profiles.

o 2: Everything from the previous level plusinformation for each RPC initiated. This level also records query
execution progress information, including details on each file that is read.

» 3 Everything from the previous level pluslogging of every row that is read. Thislevel isonly applicable for
the most serious troubleshooting and tuning scenarios, because it can produce exceptionally large and detailed
log files, potentially leading to its own set of performance and capacity problems.

B Note: For performance reasons, Cloudera highly recommends not setting the most verbose logging level
to 3.

Y ou can use the Atlas lineage graph to understand the source and impact of data and changes to data over time and
across all your data.

Atlas collects metadata from Impala to represent the lineage among data assets. The Atlas lineage graph shows the
input and output processes that the current entity participated in. Entities are included if they were inputs to processes
that lead to the current entity or they are output from processes for which the current entity was an input. Impala
processes follow this pattern.

Note that lineage is not updated between atable and views that the table is a part of when an Impala ALTER TABLE
operation runs on the table.

Impala metadata collection
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Y ou can use the Impala daemons (i npal ad, st at est or ed, and cat al ogd) Web Ul to display the diagnostic
and status information. Each of these Impala daemons includes a built-in web server.
Impala Daemon Web Ul

The Impala Daemon (i npal ad) Web Ul includes information about configuration settings,
running and completed queries, and associated performance and resource usage for queries. In
particular, the Details link for each query displays alternative views of the query including a
graphical representation of the plan, and the output of the EXPLAIN, SUMMARY, and PROFILE
statementsfrom i npal a- shel | . Each host that runsthei npal ad daemon hasits own instance
of the Web Ul, with details about those queries for which that host served as the coordinator. The

i npal ad Web Ul is primarily used for diagnosing query problems that can be traced to a particular

node.
StateStore Web Ul

The StateStore (st at est or ed) Web Ul includes information about memory usage, configuration
settings, and ongoing health checks performed by statestored. Because there isonly asingle
instance of the statestored within any Impala cluster, you access the Web Ul only on the particular
host that serves as the Impala StateStore.

Catalog Server Web Ul

The Catalog Server (cat al ogd0 Web Ul includes information about the databases, tables, and
other objects managed by Impala, in addition to the resource usage and configuration settings of
the catalogd. Because there is only a single instance of the catalogd within any Impala cluster, you
access the Web Ul only on the particular host that serves as the Impala Catalog Server.

Y ou can use the Impala Daemon (i npal ad) Web Ul to view information about configuration settings, running and
completed queries, and associated performance and resource usage for queries.

To debug and troubleshoot an i npal ad using aweb-based interface, open the URL http
JNIMPALA#SERVER#HOSTNAME: 25000/ in a browser. (For secure clusters, use the prefix https:// instead of http://.)

Because each Impala node produces its own set of debug information, you should choose a specific node that you
want to investigate an issue on.

Main Page
The main impalad Web Ul page at / lists the following information about the impalad:
» Theversion of thei npal ad daemon

The Version section a so contains other information, such as when Impala was built and what
build flags were used.

* Process start time

e Hardwareinformation
e OSinformation

» Processinformation

e CGroup information

Admission Controller Page

The Admission Controller impalad debug Web Ul is at /admission page under the main impalad
Web UI.

Use the /admission page to troubleshoot queued queries and the admission control.

The admission page provides the following information about each resource pool to which queries
have been submitted at least once:
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Time since the statestored received the last update

A warning if thisimpalad is considered disconnected from the statestored and thus the
information on this page could be stale.

Pool configuration

Queued queries submitted to this coordinator, in the order of submission
Running queries submitted to this coordinator

Pool stats

» Average of timein queue: An exponential moving average which represents the average time
in queue over the last 10 to 12 queries. If aquery is admitted immediately, the wait time of 0
isused in calculating this average wait time.

Histogram of the distribution of peak memory used by queries admitted to the pool

Use the histogram to figure out settings for the minimum and maximum query MEM_LIMIT
ranges for this pool.

The histogram displays data for all queries admitted to the pool, including the queries that
finished, got canceled, or hit an error.

Click on the pool name to only display information relevant to that pool. Y ou can then refresh the
debug page to see only the information for that specific pool.

Click Reset informational stats for all poolsto reset the stats that keep track of historical data, such
as Totals stats, Time in queue (exponential moving average), and the histogram.

The aboveinformation is also available as a JSON object from the following HTTP endpoint:

htt p: // | MPALA- SERVER- HOSTNAME: PORT/ adni ssi on?j son

Known Backends Page

The Known backends page of the impalad debug Web Ul is at /backends under the main impalad
Web UI.

This page lists the following info for each of thei npal ad nodesin the cluster. Because each
i mpal ad daemon knows about every other i npal ad daemon through the StateStore, this
information should be the same regardless of which node you select.

Catalog Page

Address of the node: Host name and port

KRPC address: The KRPC address of the impalad. Use this address when you issue the SHUT
DOWN command for this impalad.

Whether acting as a coordinator

Whether acting as an executor

Quiescing status: Specify whether the graceful shutdown process has been initiated on thisimpa
lad.

Memory limit for admission: The amount of memory that can be admitted to this backend by the
admission controller.

Memory reserved: The amount of memory reserved by queries that are active, either currently
executing or finished but not yet closed, on this backend.

The memory reserved for a query that is currently executing isits memory limit, if set.
Otherwise, if the query has no limit or if the query finished executing, the current consumption
is used.

Memory of the queries admitted to this coordinator: The memory submitted to this particular
host by the queries admitted by this coordinator.

The Catalog page of the impalad debug Web Ul is at /catalog under the main impalad Web UI.
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This page displays alist of databases and associated tables recognized by this instance of

i mpal ad. You can use this page to locate which database atableisin, check the exact spelling of a
database or table name, look for identical table names in multiple databases. The primary debugging
use case would be to check if an impalad instance has knowledge of a particular table that someone
expectsto be in a particular database.

Hadoop Configuration

The Hadoop Configuration page of the impalad debug Web Ul is at /hadoop-varz under the main
impalad Web Ul.

This page displays the Hadoop common configurations that Impalais running with.
JMX
The IMX page of the impalad debug Web Ul is at /jmx under the main impalad Web UlI.

This page displays monitoring information about various JVM subsystems, such as memory pools,
thread management, runtime. etc.

JavalogLevel

The Change log level page of the impalad debug Web Ul isat /log_level under the main impalad
Web Ul.

This page displays the current Java and backend log levels, and it allows you to change the log
levels dynamically without having to restart the impalad.

L ogs Page
The INFO logs page of the impalad debug Web Ul is at /logs under the main impalad Web UI.

This page shows the last portion of the impalad.INFO log file, including the info, warning, and error
logsfor thei mpal ad. You can see the details of the most recent operations, whether the operations
succeeded or encountered errors. This page provides one central place for the log files and saves
you from looking around the filesystem for the log files, which could be in different locations on
clusters that use cluster management software.

Memz Page

The Memory Usage page of the impalad debug Web Ul is at /memz under the main impalad Web
ul.

This page displays the summary and detailed information about memory usage by the impalad.
Metrics Page
The Metrics page of the impalad debug Web Ul is at /metrics under the main impalad Web Ul.

This page displays the current set of metrics, counters and flags representing various aspects of
impalad internal operations.

Queries Page
The Queries page of the impalad debug Web Ul is at /queries under the main impalad Web Ul.
This page lists:

e Currently running queries
* Queriesthat have completed their execution, but have not been closed yet
» Completed queries whose details still reside in memory

The queries are listed in reverse chronological order, with the most recent at the top. Y ou can
control the amount of memory devoted to completed queries by specifying the -#-#query_log_size
startup option for impalad.

This page provides:
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* How many SQL statements are failing (State value of EXCEPTION)
» How largetheresult setsare (# rows  fetched)
» How long each statement took (Start Time and End Time)

Click the Details link for aquery to display the detailed performance characteristics of that query,
such as the profile output.

On the query detail page, in the Profile tab, you have options to export the query profile output to
the Thrift, text, or Json format.

The Queries page also includes the Query L ocations section that lists the number of running queries
with fragments on this host.

RPC Services Page
The RPC durations page of the impalad debug Web Ul isat /rpcz under the main impalad Web UI.

This page displays information, such as the duration, about the RPC communications of thisimpa
lad with other Impala daemons.

Sessions Page
The Sessions page of the impalad debug Web Ul is at /session under the main impalad Web Ul.

This page displays information about the sessions currently connected to thisi npal ad instance.
For example, sessions could include connections from the impala-shell command, JDBC or ODBC
applications, or the Impala Query Ul in the Hue web interface.

Threadz Page
The Threads page of the impalad debug Web Ul is at /threadz under the main impalad Web UI.

This page displays information about the threads used by thisinstance of impalad, and it shows
which categories they are grouped into. Making use of this information requires substantial
knowledge about Impalainternals.

Varz Page
The Varz page of the impalad debug Web Ul is at /varz under the main impalad Web Ul.

This page shows the configuration settings in effect when this instance of impalad communicates
with other Hadoop components such as HDFS and Y ARN. These settings are collected from a set of
configuration files.

The bottom of this page also lists all the command-line settings in effect for this instance of impa
lad.

Prometheus Metrics Page

At /metrics_prometheus, under the main impalad Web Ul, the metrics are generated in Prometheus
exposition format that Prometheus can consume for event monitoring and alerting.

The /metrics_prometheusis not shown in the Web Ul list of pages.

Y ou can use the StateStore (st at est or ed) Web Ul to view information about memory usage, configuration
settings, and ongoing health checks performed by statestored.

To debug and troubleshoot the statestored daemon using a web-based interface, open the URL http
JIMPALA#SERVER#HOSTNAME: 25010/ in a browser. (For secure clusters, use the prefix https:// instead of http://.)

Main Page
The main statestored Web Ul page at / lists the following information about the statestored:

» Theversion of the statestored daemon
* Process start time
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* Hardware information
e OSinformation

» Processinformation

e CGroup information

L ogs Page
The INFO logs page of the debug Web Ul is at /logs under the main statestored Web UI.

This page shows the |ast portion of the statestored.INFO log file, including the info, warning, and
error logs for the statestored. Y ou can refer here to see the details of the most recent operations,
whether the operations succeeded or encountered errors. This page provides one central place for
the log files and saves you from looking around the filesystem for the log files, which could bein
different locations on clusters that use cluster management software.

Memz Page
The Memory Usage page of the debug Web Ul is at /memz under the main statestored Web Ul.

This page displays summary and detailed information about memory usage by the statestored. You
can see the memory limit in effect for the node, and how much of that memory Impalais currently
using.

Metrics Page
The Metrics page of the debug Web Ul is at /metrics under the main statestored Web UlI.

This page displays the current set of metrics: counters and flags representing various aspects of stat
estored internal operation.

RPC Services Page

The RPC durations page of the statestored debug Web Ul is at /rpcz under the main statestored Web
ul.

This page displays information, such as the durations, about the RPC communications of this stat
estored with other Impala daemons.

Subscribers Page
The Subscribers page of the debug Web Ul is at /subscribers under the main statestored Web UlI.

This page displays information about the other Impala daemons that have registered with the stat
estored to receive and send updates.

Threadz Page
The Threads page of the debug Web Ul is at /threadz under the main statestored Web UI.

This page displays information about the threads used by this instance of statestored, and shows
which categories they are grouped into. Making use of this information requires substantial
knowledge about Impalainternals.

Topics Page
The Topics page of the debug Web Ul is at /topics under the main statestored Web UI.

This page displays information about the topics to which the other Impala daemons have registered
to receive updates.

Varz Page
The Varz page of the debug Web Ul is at /varz under the main statestored Web UI.

This page shows the configuration settings in effect when this instance of statestored communicates
with other Hadoop components such as HDFS and Y ARN. These settings are collected from a set of
configuration files.
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The bottom of this page also lists all the command-line settings in effect for this instance of statesto
red.

Prometheus Metrics Page

At /metrics_prometheus, under the main statestored Web Ul, the metrics are generated in
Prometheus exposition format that Prometheus can consume for event monitoring and aerting.

The /metrics_prometheusis not shown in the Web Ul list of pages.

Y ou can use the Catalog Server (cat al ogd) Web Ul to view information about the databases, tables, and other
objects managed by Impala, in addition to the resource usage and configuration settings of the catalogd.

The main page of the debug Web Ul is at http://IMPALA#SERVER#HOSTNAME: 25020/ (non-secure cluster) or http
S/IIMPALA#SERVER#HOSTNAME: 25020/ (secure cluster).

Main Page
The main catalogd Web Ul page at / lists the following information about the catal ogd:

» Theversion of the catalogd daemon
* Process start time

¢ Hardware information

e OSinformation

* Processinformation

e CGroup information

Catalog Page
The Catalog page of the debug Web Ul is at /catalog under the main catalogd Web UI.

This page displays alist of databases and associated tables recognized by this instance of catalogd.
Y ou can use this page to locate which database atable isin, check the exact spelling of a database
or table name, look for identical table namesin multiple databases. The catalog information is
represented as the underlying Thrift data structures.

JMX
The IMX page of the catalogd debug Web Ul is at /jmx under the main catalogd Web UI.

This page displays monitoring information about various JVM subsystems, such as memory pools,
thread management, runtime. etc.

JavalLog Level

The Change log level page of the catalogd debug Web Ul is at /log_level under the main catalogd
Web UI.

The page displays the current Java and backend log levels and alows you to change the log levels
dynamically without having to restart the catalogd

L ogs Page
The INFO logs page of the debug Web Ul is at /logs under the main catalogd Web UI.

This page shows the last portion of the catalogd.INFO log file, including the info, warning,

and error logs for the catalogd daemon. Y ou can refer here to see the details of the most recent
operations, whether the operations succeeded or encountered errors. This page provides one central
place for the log files and saves you from looking around the filesystem for the log files, which
could be in different locations on clusters that use cluster management software.

Memz Page

The Memory Usage page of the debug Web Ul is at /memz under the main catalogd Web UI.
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This page displays summary and detailed information about memory usage by the catalogd. Y ou
can see the memory limit in effect for the node, and how much of that memory Impalais currently
using.

Metrics Page
The Metrics page of the debug Web Ul is at /metrics under the main catalogd Web UI.

This page displays the current set of metrics: counters and flags representing various aspects of cata
logd internal operation.

RPC Services Page
The RPC durations page of the catalogd debug Web Ul is at /rpcz under the main catalogd Web Ul.

This page displays information, such as the durations, about the RPC communications of this cata
logd with other Impala daemons.

Threadz Page
The Threads page of the debug Web Ul is at /threadz under the main catalogd Web UI.

This page displays information about the threads used by this instance of catalogd, and shows which
categories they are grouped into. Making use of this information requires substantial knowledge
about Impalainternals.

Varz Page
The Varz page of the debug Web Ul is at /varz under the main catalogd Web UI.

This page shows the configuration settings in effect when this instance of catalogd communicates
with other Hadoop components such as HDFS and Y ARN. These settings are collected from a set of
configuration files.

The bottom of this page also lists all the command-line settingsin effect for thisinstance of cata
logd.

Prometheus Metrics Page

At /metrics_prometheus, under the main catalogd Web Ul, the metrics are generated in Prometheus
exposition format that Prometheus can consume for event monitoring and alerting.

The /metrics_prometheusis not shown in the Web Ul list of pages.

As an administrator, you can diagnose issues with each daemon on a particular host, or perform other administrative
actions such as cancelling arunning query from the built-in web server's Ul. The built-in web server isinlcuded
within each of the Impala-related daemons. By default, these web servers are enabled. Y ou can turn them off in a
high-security configuration where it is not appropriate for users to have access to this kind of monitoring information
through aweb interface.

By default, these web servers are enabled. Y ou might turn them off in a high-security configuration where it is not
appropriate for users to have access to this kind of monitoring information through aweb interface.

To enable or disable Impala Web Servers for Web Ul in Cloudera Manager:
¢ ImpaaDaemon

Navigate to Clusterslmpala ServiceConfiguration.
Select Scopelmpala Daemon .

Select CategoryPorts and Addresses.

Select or clear Enable Impala Daemon Web Server.
Click Save Changes, and restart the Impala service.

o wbdheE
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Impala StateStore

1
2
3.
4
5

Im

g wpheE

. Navigate to Clustersimpala ServiceConfiguration.
. Select Scopelmpala StateStore.

Select CategoryMain.

. Select or clear Enable StateStore Web Server.
Click Save Changes, and restart the Impala service.
pala Catalog Server

Navigate to Clusterslmpala ServiceConfiguration.
Select Scopel mpala Catalog Server.

Select CategoryMain.

Check or clear Enable Catalog Server Web Server.

Click Save Changes, and restart the Impala service.

Cloudera Manager supports two methods of authentication for secure access to the Impala Catalog Server, Impala

Daemon, and StateStore web servers. password-based authentication and SPNEGO authentication.

Authentication for the three types of daemons can be configured independently.

3.
4,

Navigate to Clusterslmpala ServiceConfiguration.
Search for "password" using the Search box in the Configuration tab. This should display the password-related
properties (Username and Password properties) for the Impala Daemon, StateStore, and Catalog Server. If there

are multiple role groups configured for Impala Daemon instances, the search should display all of them.

Enter a username and password into these fields.
Click Save Changes, and restart the Impala service.

Now when you access the Web Ul for the Impala Daemon, StateStore, or Catalog Server, you are asked to log in
before accessis granted.

To provide security through Kerberos, Impala Web Uls support SPNEGO. SPNEGO is a protocol for securing HTTP

reguests with Kerberos by passing negotiation tokens through HTTP headers.
To enable authorization using SPNEGO in Cloudera Manager:

1
2.
3.

Navigate to Clusterslmpala ServiceConfiguration.
Select Scopelmpala 1 (Service-Wid).

Select the Enable Kerberos Authentication for HTTP Web-Consoles field.
This setting is effective only Kerberosis enabled for the HDFS service.

Click Save Changes, and restart the Impala service.

Create or obtain an TLS/SSL certificate.
Place the certificate, in .pem format, on the hosts where the Impala Catalog Server and StateStore are running,

and on each host where an Impala Daemon is running. It can be placed in any location (path) you choose. If al the
Impala Daemons are members of the same role group, then the .pem file must have the same path on every host.
Navigate to Clusterslmpala ServiceConfiguration.
Search for "certificate” using the Search box in the Configuration tab. This should display the certificate file
location properties for the Impala Catal og Server, Impala Daemon, and StateStore. If there are multiple role

groups configured for Impala Daemon instances, the search should display all of them.
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5. Inthe property fields, enter the full path name to the certificate file, the private key file path, and the password for
the private key file..

6. Click Save Changes, and restart the Impala service.

Important: If Cloudera Manager cannot find the .pem file on the host for a specific role instance, that role
will fail to start.

When you access the Web Ul for the Impala Catalog Server, Impala Daemon, and StateStore, https will be used.

1. Navigateto Clusterslmpala ServiceConfiguration.
2. Open the appropriate Web Ul:Select Web Ullmpala Catalog Web UI.

e To open StateStore Web Ul, select Web Ullmpala StateStore Web UI.
e Toopen Catalog Server Web Ul, select Web Ullmpala Catalog Web UI.
e To open Impala Daemon Web Ul:

a. Click the Instancestab.
b. Click an Impala Daemon instance.
¢. Click Impala Daemon Web UI.

Explains how to gracefully shut down Impala Daemons by first allowing running queries a specified amount of time
to complete the process.

The flow to gracefully shut down an Impala Daemon is as follows:

1. Theshutdown isinitiated.

2. The grace period starts. The Impala Daemon informs other coordinators not to schedule any new queries on it.
This allows queries already scheduled to run on this daemon by other coordinators to start executing.

The grace period expires.

The Impala Daemon continuously checks if there are no queries or fragments running.

If there are no queries or fragments running, it shuts down.

Otherwise, when it reaches the IMPALA_GRACEFUL_SHUTDOWN_DEADLINE duration, Impala Daemon
shuts down.

o gk w

Once Cloudera Manager initiates the stop/shutdown command, the Impala Daemon starts up the graceful shutdown
process, and the process cannot be reverted. However, if you need to change the hard deadline in Cloudera Manager,
you can cancel the shutdown command, change the Impala Daemon Graceful Shutdown, and start the shutdown
command again.
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1. Optionaly, set the grace period.
a) In Cloudera Manager, navigate to |mpala ServiceConfigurationScopel mpala Daemon.
b) Inthe Impala Daemon Command Line Argument Advanced Configuration Snippet (Safety Valve) field,
specify the grace period:
--shutdown_grace period _s=<new grace period in seconds>

The default grace period is 2 minutes.
It is strongly recommended that you use the default value and not change the setting.

2. Optionally, set the hard deadline after which Impalais shut down regardless of whether queries are still running
onit.

a) In Cloudera Manager, navigate to |mpal a ServiceConfigurationScopel mpala Daemon.
b) Inthe Impala Graceful Shutdown Deadline field, specify the time to wait for running queries.
The default is 60 minutes.
If you specify 0, Impalawill shutdown immediately without waiting for running queries
3. In Cloudera Manager, navigate to |mpala Servicel nstances.
4. Click an Impala Daemon role.
5. Click Actionsimpala Daemon Graceful Shutdown.

SHUTDOWN statement

Y ou must be aware of this set of security features Impala provides to protect your critical and sensitive data.
The Impala security features have several objectives.

« Atthebasiclevel, security prevents accidents or mistakes that could disrupt application processing, delete or
corrupt data, or reveal datato unauthorized users.

» Advanced security features and practices can harden the system against malicious userstrying to gain
unauthorized access or perform other disallowed operations.

» Theauditing feature provides away to confirm that no unauthorized access occurred, and detect whether any such
attempts were made.

Based on the above objectives, Impala security features are divided into the following categories.

Authentication

How does Impala verify the identity of the user to confirm that they really are allowed to exercise
the privileges assigned to that user? Impalarelies on the Kerberos subsystem for authentication.

Authorization

Which users are allowed to access which resources, and what operations are they allowed to
perform? Impalarelies on the open source Ranger project for authorization. By default (when
authorization is not enabled), Impala does al read and write operations with the privileges of the
impala user, which is suitable for a development/test environment but not for a secure production
environment. When authorization is enabled, Impala uses the OS user 1D of the user who runs

i mpal a- shel | or other client program, and associates various privileges with each user.

TLS/SSL Encryption

Thisfeature encrypts TLS/SSL network encryption, between Impala and client programs, and
between the Impala-related daemons running on different nodesin the cluster.

Auditing
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What operations were attempted, and did they succeed or not? This feature provides away to look
back and diagnose whether attempts were made to perform unauthorized operations. Y ou use this
information to track down suspicious activity, and to see where changes are needed in authorization
policies. The audit data produced by this feature is collected by the Cloudera Manager product and
then presented in a user-friendly form by the Cloudera Manager product.

The following are the important guidelines to protect a cluster running Impala against accidents and mistakes, or
malicious attackers trying to access sensitive data. See the subsequent topics that describe the security featuresin
detail.

Secure the root account. The root user can tamper with thei nmpal ad daemon, read and write the datafilesin
HDFS, log into other user accounts, and access other system services that are beyond the control of Impala.

Restrict membership in the sudoerslist (in the /etc/sudoers file). The users who can run the sudo command can do
many of the same things as the root user.

Ensure the Hadoop ownership and permissions for Impala data files are restricted.
The Impala authorization feature makes use of the HDFS file ownership and permissions mechanism.

1. Set up usersand assign them to groups at the OS level, corresponding to the different categories of users with
different access levels for various databases, tables, and HDFS locations (URIS).

2. Createthe associated Linux users using the user add command if necessary.

3. Add Linux usersto the appropriate groups with the user nrod command.

Ensure the Hadoop ownership and permissions for Impalalog files are restricted.

If you issue queries containing sensitive values in the WHERE clause, such as financial account numbers, those
values are stored in Impalalog filesin the Linux file system, and you must secure those files.

Ensure that the Impalaweb Ul (available by default on port 25000 on each Impala node) is password-protected.
Create apolicy file that specifies which Impala privileges are available to users in particular Hadoop groups
(which by default map to Linux OS groups). Create the associated Linux groups using the gr oupadd command
if necessary.

Design your databases, tables, and views with database and table structure to allow policy rules to specify simple,
consistent rules.

For example, if al tables related to an application are inside a single database, you can assign privileges for that
database and use the * wildcard for the table name. If you are creating views with different privileges than the
underlying base tables, you might put the views in a separate database so that you can use the * wildcard for the
database containing the base tables, while specifying the specific names of the individual views.

Enable authorization for al impalad daemons.

The authorization feature does not apply to the st at est or ed daemon, which has no access to schema objects
or datafiles.

Set up authentication using Kerberos, to make sure usersrealy are who they say they are.

Configuring Impala Web Ul

To

protect sensitive information being transmitted, Impala supports TLS/SSL network encryption, between Impala

and client programs, and between the Impala-related daemons running on different nodes in the cluster.

To

1
2.
3.

configure Impalato listen for Beeswax and HiveServer2 requests on TLS/SSL -secured ports:

In Cloudera Manager, select the Impala service from the Clusters drop down.
In the Configuration tab, select Scopelmpala (Service-Wide).
Select CategorySecurity.
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4. Edit the following property fields:

Enable TLS/SSL for Impala Encrypt communication between clients (like ODBC, JDBC, and the Impala shell) and the Impala
daemon using Transport Layer Security (TLS) (formerly known as Secure Socket Layer (SSL)).

Impala TLS/SSL Server Certificate Local path to the X509 certificate that identifies the Impala daemon to clients during TLS/SSL

File (PEM Format) connections. Thisfile must be in PEM format.

Impala TLS/SSL Server Private Key | Local path to the private key that matches the certificate specified in the Certificate for Clients. This
File (PEM Format) file must be in PEM format.

Impala TLS/SSL Private Key The password for the private key in the Impala TLS/SSL Server Certificate and Private Key file. If
Password left blank, the private key is not protected by a password.

Impala TLS/SSL CA Certificate Thelocation on disk of the certificate, in PEM format, used to confirm the authenticity of SSL/TLS

servers that the Impala daemons might connect to. Because the Impala daemons connect to each
other, this should aso include the CA certificate used to sign all the SSL/TLS Certificates. Without
this parameter, SSL/TL S between Impala daemons will not be enabled.

Y ou can use Kerberos authentication, TLS/SSL encryption, or both to secure connections from JDBC and ODBC
applications to Impala.

Typically, aclient program has corresponding configuration properties in Cloudera Manager to verify that it is
connecting to the right server. For example, with SSL enabled for Impala, you use the following options when starting
thei mpal a- shel | interpreter:

e --s9: enables TLS/SSL fori npal a- shel | .
» --ca_cert: thelocal pathname pointing to the third-party CA certificate, or to a copy of the server certificate for
self-signed server certificates.

If --ca_certisnot set, i mpal a- shel | enables TLS/SSL, but does not validate the server certificate. Thisis useful
for connecting to a known-good Impalathat is only running over TLS/SSL, when a copy of the certificate is not
available (such as when debugging customer installations).

For i npal a- shel | to successfully connect to an Impala cluster that has the minimum allowed TLS/SSL version
set to 1.2 (--ssl_minimum_version=tlsv1.2), the cluster that i npal a- shel | runson must have Python version
2.7.9 or higher (or a vendor-provided Python version with the required support. Some vendors patched Python 2.7.5
versions on Red Hat Enterprise Linux 7 and derivatives).

Depending on your cluster configuration and the security practices in your organization, you might need to restrict
the allowed versions of TLS/SSL used by Impala. Older TLS/SSL versions might have vulnerabilities or lack certain
features. Y ou can use startup options for thei npal ad, cat al ogd, and st at est or ed daemonsto specify a
minimum allowed version of TLS/SSL.

Specify one of the following values for the --ss_minimum_version configuration setting:

e tlsvl: Allow any TLSversion of 1.0 or higher. This setting is the default when TLS/SSL is enabled.

e tlsvl.1l: Allow any TLSversion of 1.1 or higher.

e tlsvl.2: Allow any TLSversion of 1.2 or higher.

Along with specifying the version, you can also specify the allowed set of TLS ciphers by using the --ssl_cipher_list
configuration setting. The argument to thisoption isalist of keywords, separated by colons, commas, or spaces, and
optionally including other notation. For example:

--ssl _ci pher _|ist="RC4- SHA, RC4- MD5"
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By default, the cipher list is empty, and Impala uses the default cipher list for the underlying platform. See the output
of man ci pher s for the full set of keywords and notation allowed in the argument string.

Authentication is the mechanism to ensure that only specified hosts and users can connect to Impala.

Authentication feature verifies that when clients connect to Impala, they are connected to a legitimate server. The
feature prevents spoofing such as impersonation (setting up a phony client system with the same account and group
names as a legitimate user) and man-in-the-middle attacks (intercepting application requests before they reach Impala
and eavesdropping on sensitive information in the requests or the results).

Impala automatically handles both Kerberos and LDAP authentication. Each i npal ad daemon can accept both
Kerberos and LDAP requests through the same port. No special actions need to be taken if some users authenticate
through Kerberos and some through LDAP.

Y ou can also make proxy connections to Impala through Apache Knox.

Regardless of the authentication mechanism used, Impala always creates HDFS directories and data files owned by
the same user (typically impala). Once you are finished setting up authentication, set up authorization to control user-
level access to databases, tables, columns, partitions when they connect through Impala.

Impala supports an enterprise-grade authentication system called Kerberos. Kerberos provides strong security benefits
including capabilities that render intercepted authentication packets unusable by an attacker. It virtually eliminates the
threat of impersonation by never sending auser's credentials in cleartext over the network.

i Important:

If you plan to use Impalain your cluster, you must configure your KDC to allow tickets to be renewed,
and you must configure krb5.conf to request renewabl e tickets. Typically, you can do this by adding the
max_renewable _life setting to your realm in kdc.conf, and by adding the renew_lifetime parameter to the
libdefaults section of krb5.conf.

Impala supports the Cloudera ODBC driver and the Kerberos interface provided. To use Kerberos through the ODBC
driver, the host type must be set depending on the level of the ODBD driver:

e Seclmpalafor the ODBC 1.0 driver.
* SecBeeswax for the ODBC 1.2 driver.

» Blank for the ODBC 2.0 driver or higher, when connecting to a secure cluster.
* HS2NoSad for the ODBC 2.0 driver or higher, when connecting to a non-secure cluster.

To enable Kerberos in the Impala shell, start thei npal a- shel | command using the -k flag.

Enabling Kerberos authentication for Impalainvolves steps that can be summarized as follows:

« Creating service principals for Impalaand the HTTP service. Principal names take the form:
SERVICENAME/FULLY.QUALIFIED.DOMAIN.NAME@KERBEROS REALM

« Creating, merging, and distributing key tab files for these principals.
» Editing /etc/default/impala (in cluster not managed by Cloudera Manager), or editing the Security settingsin the
Cloudera Manager interface, to accommodate K erberos authentication.
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For applications that need direct access to Impala APIs, without going through the HiveServer2 or Beeswax
interfaces, you can specify alist of Kerberos users who are allowed to call those APIs. By default, the impala and
hdfs users are the only ones authorized for this kind of access. Any users not explicitly authorized through the internal
_principals whitelist configuration setting are blocked from accessing the APIs. This setting appliesto all the Impala-
related daemons, although currently it is primarily used for HDFS to control the behavior of the catalog server.

Impala can support the additional mapping rules that will be inserted before rules generated from the list of trusted
realms and before the default rule. The support is disabled by default in Impala.

To enable mapping Kerberos principal s to short names:

1. InCloudera Manager, select the Impala service.

2. Inthe Configuration tab, select Impala (Service-Wide) in Scope and Advanced in Category.
3. Select the Use HDFS Rules to Map Kerberos Principals to Short Namesfield.

4. Click Save Changes, and restart the Impala service.

Impala uses LDAP for authentication, verifying the credentials of each user who connectsthrough i npal a- shel I,
Hue, a Business Intelligence tool, JDBC or ODBC applications.

Authentication is the process of allowing only specified named users to access the server (in this case, the Impala
server). Thisfeatureis crucial for any production deployment, to prevent misuse, tampering, or excessive load on the
server.

Only the connections between clients and Impala can be authenticated by LDAP.

To enable and configure LDAP:
1. In Cloudera Manager, select the Impala service.
2. Inthe Configuration tab, type Idap in the search box. The fields for LDAP configuration will be listed.
3. Setthefollowing fields to enable LDAP.
Enable LDAP Authentication (enable_Idap_auth)

Enables L DAP-based authentication between the client and Impala.
LDAP URL (Idap_uri)

Setsthe URI of the LDAP server to use. Typically, the URI is prefixed with Idap://. Y ou can specify
secure SSL-based LDAP transport by using the prefix Idaps://. The URI can optionally specify the
port, for example: Idap://Idap_server.example.com:389 or |daps://Idap_server.example.com:636.
(389 and 636 are the default ports for non-SSL and SSL LDAP connections, respectively.)
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4. Set thefollowing fieldsto support custom bind strings.

When Impala connects to LDAP, it issues abind call to the LDAP server to authenticate as the connected user.
Impalaclients, including the Impala-shell, provide the short name of the user to Impala. Thisis necessary so that
Impala can use role-based access, which uses short names.

However, LDAP servers often require more complex, structured usernames for authentication. Impala supports
three ways of transforming the short name (for example, 'henry") to a more complicated string. If necessary,
specify one of the following configuration options when starting the i npal ad daemon.

Active Directory Domain (--ldap_domain)
Replaces the username with a string USERNAME@LDAP_DOMAIN.
LDAP BaseDN (--Idap_baseDN)

Replaces the username with a“ distinguished name” (DN) of the form: uid=USERID,ldap_baseDN.
(Thisis equivalent to a Hive option).

L DAP Pattern (--ldap_bind_pattern)
Thisisthe most general option, and replaces the username with the string LDAP_BIND_PATTERN
where all instances of the string #UID are replaced with USERID. For example, an Idap_bind_pa

ttern of "user=#UID,0U=foo,CN=bar" with a username of henry will construct a bind name of "use
r=henry,OU=foo,CN=bar".

The above options are mutually exclusive, and Impala does not start if more than one of these options are
specified.
5. Set thefollowing fields for secure LDAP connections.

To avoid sending credentials over the wirein cleartext, you must configure a secure connection between both the
client and Impala, and between Impala and the LDAP server. The secure connection could use SSL or TLS.

Secure LDAP connections through SSL:

For SSL-enabled LDAP connections, specify a prefix of Idaps:// instead of Idap://. Also, the default port for SSL-
enabled LDAP connectionsis 636 instead of 389.

Secure LDAP connections through TLS:

TLS, the successor to the SSL protocal, is supported by most modern LDAP servers. Unlike SSL connections,
TLS connections can be made on the same server port as non-TL S connections. To secure al connections using
TLS, specify the following flags as startup options to the i npal ad daemon:

Enable LDAP TLS(--ldap_tls_

TellsImpalato start a TLS connection to the LDAP server, and to fail authentication if it cannot be
done.

LDAP Server CA Certificate (--Idap_ca certificate)

Specifies the location of the certificate in standard .PEM format. Store this certificate on the local
filesystem, in alocation that only the impala user and other trusted users can read.

6. Click Save Changes and restart the Impala service.

To connect to Impala using LDAP authentication through Hue, enable the LDAP setting in Hue.

Go to the Hue service.
Click the Configuration tab.
Select ScopeHue Server.
Select CategoryAdvanced.

> w DN P
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5. Add the following properties to the Hue Server Advanced Configuration Snippet (Safety Valve) for
hue_safety valve server.ini property

[ npal a]
aut h_user name=<LDAP user nane of Hue user to be authenticated>
aut h_passwor d=<LDAP password of Hue user to be authenticated>

6. Click Save Changes.

To connect to Impala using LDAP authentication, you specify command-line optionsto thei npal a- shel |
command interpreter and enter the password when prompted.
-l

Enables LDAP authentication.

Setsthe user. Per Active Directory, the user is the short username, not the full LDAP distinguished
name. |f your LDAP settings include a search base, use the --Idap_bind_pattern on thei npal ad
daemon to translate the short user name fromi npal a- shel | automatically to the fully qualified
name.

i mpal a- shel | automatically prompts for the password.

Authorization determines which users are allowed to access which resources, and what operations they are allowed to
perform. Y ou use Apache Ranger to enable and manage authorization in Impala.

» Resource-based and tag-based authorization policies
* Resource-based and tag-based column masking

* Row-leve filtering

In the Ranger Service Manager, you can use the Hadoop SQL preloaded resource-based and tag-based services and
policies to authorize access to Impaa
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" Ranger WUAccessManager [l Audit (%] SecurityZone & Settings

Sarvice Manager

Service Manager

= HDFS * (= HBASE
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T _Farm - [ i oI Ko

Y ou can configure services for Impala as described in Using Ranger to Provide Authorization in CDP.

For example, you can edit the all-global policy for an Impala user:

Select Group Select Usar FPermissions

| . E:-IEIEE
x impala x {USER) | IR :r-ciate | writa [

For information about using tag-based policies, see Tag-based column masking in Hive with Ranger policies.

Y ou set up privileges through the GRANT and REVOKE statementsin either Impala or Hive. Then both components
use those same privileges automatically.

By default, when authorization is not enabled, Impala does all read and write operations with the privileges of the
impala user, which is suitable for a development/test environment but not for a secure production environment. When
authorization is enabled, Impala uses the OS user ID of the user who runsi npal a- shel | or other client programs,
and associates various privileges with each user.

Privileges can be granted on different resourcesin the schema and are associated with alevel in the resource
hierarchy. A privilege on a particular resource automatically inherits the same privilege of its parent.

Theresource hierarchy is:

Server
URI
Dat abase
Tabl e
Col um
Functi on
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The table-level privileges apply to views as well. Anywhere you specify atable name, you can specify aview name
instead.

Y ou can specify privileges for individual columns.

The table below lists the minimum level of privileges and the scope required to execute SQL statementsin Impala
The following notations are used:

» The SERVER resource typein Ranger implies all databases, all tables, al columns, all UDFs, and all URLSs.
* ANY denotesthe CREATE, ALTER, DROP, SELECT, INSERT, or REFRESH privilege.

e ALL privilege denotesthe SELECT, INSERT, CREATE, ALTER, DROP, and REFRESH privileges.
 VIEW_METADATA privilege denotes the SELECT, INSERT, or REFRESH privileges.

» The parent levels of the specified scope are implicitly supported. For example, if a privilege islisted with the
TABLE scope, the same privilege granted on DATABASE and SERVER will allow the user to execute that
specific SQL statement on TABLE.

Note: For an "impala' user to access any managed tables under the warehouse root directory or external
E tables with directories outside the warehouse root directory, the "impala’ user must have HDFS RW access to
the underlying paths that are referenced in a query.

For example, to be able to execute CREATE VIEW, you need the CREATE privilege on the database and the SELE
CT privilege on the source table.

SQL Statement Privileges Object Type/
Resource Type
SELECT SELECT TABLE
WITH SELECT SELECT TABLE
EXPLAIN SELECT SELECT TABLE
INSERT INSERT TABLE
EXPLAIN INSERT INSERT TABLE
TRUNCATE INSERT TABLE
LOAD INSERT TABLE
ALL URI
CREATE DATABASE CREATE SERVER
CREATE DATABASE LOCATION CREATE SERVER
ALL URI
CREATE TABLE CREATE DATABASE
CREATE TABLE LIKE CREATE DATABASE
VIEW_METADATA TABLE
CREATE TABLE ASSELECT CREATE DATABASE
INSERT DATABASE
SELECT TABLE
EXPLAIN CREATE TABLE AS SELECT CREATE DATABASE
INSERT DATABASE
SELECT TABLE
CREATE TABLE LOCATION CREATE TABLE
ALL URI
CREATE VIEW CREATE DATABASE
SELECT TABLE
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ALTER DATABASE SET OWNER ALL WITH GRANT DATABASE
ALTER TABLE ALL TABLE
ALTER TABLE SET LOCATION ALL TABLE
ALL URI
ALTER TABLE RENAME CREATE DATABASE
ALL TABLE
ALTER TABLE SET OWNER ALL WITH GRANT TABLE
ALTER VIEW ALL TABLE
SELECT TABLE
ALTER VIEW RENAME CREATE DATABASE
ALL TABLE
ALTER VIEW SET OWNER ALL WITH GRANT VIEW
DROP DATABASE ALL DATABASE
DROP TABLE ALL TABLE
DROP VIEW ALL TABLE
CREATE FUNCTION CREATE DATABASE
ALL URI
DROP FUNCTION ALL DATABASE
COMPUTE STATS ALL TABLE
DROP STATS ALL TABLE
INVALIDATE METADATA REFRESH SERVER
INVALIDATE METADATA <table> REFRESH TABLE
REFRESH <table> REFRESH TABLE
REFRESH AUTHORIZATION REFRESH SERVER
REFRESH FUNCTIONS REFRESH DATABASE
COMMENT ON DATABASE ALL DATABASE
COMMENT ON TABLE ALL TABLE
COMMENT ON VIEW ALL TABLE
COMMENT ON COLUMN ALL TABLE
DESCRIBE DATABASE VIEW_METADATA DATABASE
DESCRIBE <table/view> VIEW_METADATA TABLE
If the user has the SELECT privilege at the SELECT COLUMN
COLUMN level, only the columns the user
has access will show.
USE ANY TABLE
SHOW DATABASES ANY TABLE
SHOW TABLES ANY TABLE
SHOW FUNCTIONS VIEW_METADATA DATABASE
SHOW PARTITIONS VIEW_METADATA TABLE
SHOW TABLE STATS VIEW_METADATA TABLE
SHOW COLUMN STATS VIEW_METADATA TABLE
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SHOW FILES VIEW_METADATA TABLE
SHOW CREATE TABLE VIEW_METADATA TABLE
SHOW CREATE VIEW VIEW_METADATA TABLE
SHOW CREATE FUNCTION VIEW_METADATA DATABASE
SHOW RANGE PARTITIONS (Kudu only) | VIEW_METADATA TABLE
UPDATE (Kudu only) ALL TABLE
EXPLAIN UPDATE (Kudu only) ALL TABLE
UPSERT (Kudu only) ALL TABLE
WITH UPSERT (Kudu only) ALL TABLE
EXPLAIN UPSERT (Kudu only) ALL TABLE
DELETE (Kudu only) ALL TABLE
EXPLAIN DELETE (Kudu only) ALL TABLE

The privileges not listed in the table above will be silently ignored by Impala.

Privileges are managed viathe GRANT and REVOKE SQL statements that require the Ranger service enabled.

Privileges can be also managed in Ranger Ul. Especially, for attribute-based access control, Ranger Ul isrequired to
manage authorization.

Impala authorization policies are listed in the Hive service section in Ranger Ul.

REFRESH AUTHORIZATION is not required when you make the changes to privileges within Impala. The changes
are automatically propagated.

If you make a change to privilegesin Ranger from outside of Impala, e.g. adding a user, removing a user, modifying
privileges, there are two options to propagate the change:

« Usethe ranger.plugin.hive.policy.pollIntervalMs property to specify how often to do a Ranger refresh. The
property is specified in ranger-impala-security.xml in the conf directory under your Impala home directory.

* Runthe REFRESH AUTHORIZATION statement to force arefresh.
f Warning: AsINVALIDATE METADATA is an expensive operation, you should useit judiciously.

URIsrepresent the file paths you specify as part of statements such as CREATE EXTERNAL TABLE and LOAD

DATA. Typically, you specify what look like UNIX paths, but these locations can also be prefixed with hdfs:// to
make clear that they are really URIs. To set privileges for a URI, specify the name of adirectory, and the privilege
appliesto all the filesin that directory and any directories underneath it.

URIs must start with hdfs://, s3a://, adl://, or file://. If aURI starts with an absolute path, the path will be appended to
the default filesystem prefix. For example, if you specify:

GRANT ALL ON URI '/tnp';
The above statement effectively becomes the following where the default filesystem is HDFS.

GRANT ALL ON URI ' hdfs://I|ocal host: 20500/t np';

31



Cloudera Runtime Securing Impala

When defining URIs for HDFS, you must also specify the NameNode. For example:

GRANT ALL ON URI file:///path/to/dir TO <rol e>
GRANT ALL ON URI hdfs://nanmenode: port/path/to/dir TO <rol e>

Warning: Because the NameNode host and port must be specified, it is strongly recommended that you use
High Availability (HA). This ensuresthat the URI will remain constant even if the NameNode changes. For
example:

GRANT ALL ON URI hdfs://ha-nn-uri/path/to/dir TO <rol e>

Note:

B e |f auser uses Impala SQL engine to access the resource of the specified URL/URI provided as part of the
SQL statement and as an admin if you must deny access permissions to this location for this particular
user, you must add the permission "All" in the "HADOOP SQL" palicy.

« However, if the user is using Hive as the execution engine and to deny access permission to alocation,
then you must add both the “Read” and “Write” permissionsin the field of ‘Permissions’ for the
corresponding deny conditions.

« |If the same Ranger policy is shared by both Hive and Impala, then you must add “All”, “Read”, and
“Write” to thefield of ‘Permissions’ to enforce the policy.

Object ownership for tables, views and databases is enabled by default in Impala.
To define owner specific privileges, go to Ranger Ul and define appropriate policies on the { OWNER} user.

The CREATE statements implicitly make the user running the statement the owner of the object. For example, if
USER A creates adatabase, FOO, viathe CREATE DATABASE statement, USER A now owns the FOO database
and is authorized to perform any operation on the FOO database.

An ownership can be transferred to another user or role viathe ALTER DATABASE, ALTER TABLE, or ALTER
VIEW with the SET OWNER clause.

Note: Currently, due to a known issue (IMPALA-8937), until the ownership information is fully loaded
B in the coordinator catalog cache, the owner of atable might not be able to see the table when executing the
SHOW TABLES statement. The owner can still query the table.

Ranger column masking hides sensitive columnar datain Impala query output. For example, you can define a policy
that reveals only thefirst or last four characters of column data. Column masking is enabled by default. To disable
column masking, modify the following configuration property in al coordinators:

--enabl e_col utm_maski ng=f al se

Thisflag might be removed in afuture release. The Impala behavior mimics Hive behavior with respect to column
masking.

Thefollowing table lists all Impala-supported, built-in mask types for defining column masking in a policy using the
Ranger REST API or Ranger Ul:

MASK Redact Replace lowercase with X', mask({ col})
uppercase with X', digits with ‘0’

MASK_SHOW_LAST_4 Partial mask: show last 4 Show last 4 characters; replace mask_show_last_n({col}, 4, ‘X',
rest with 'x' X', X', -1,'1")
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Type Name Description Transformer

MASK_SHOW_FIRST 4

Partial mask: show first 4

Show first 4 characters; replace
rest with 'x'

mask_show_first_n({col}, 4, ‘X',
X', X', -1, '1")

MASK_HASH Hash Hash the value mask_hash({ col})
MASK_NULL Nullify Replace with NULL N/A
MASK_NONE Unmasked (retain original value) | No masking N/A

MASK_DATE_SHOW_YEAR

Date: show only year

Date: show only year

mask({col}, X', ', X, -1,'1', 1, 0,
-1)

CUSTOM

Custom

Custom

N/A

The table includes the mask name as it appearsin the Ranger Ul.

Select Masking Option

Redact

Partial mask: show last 4

Partial mask: show first 4

Hash

Nullify

Unmasked (retain original valug)
Date: show only year

Custom

:

Ranger Column Masking Limitations in Impala

e Column masking introduces unused columns during the query analysis and, consequently, additional SELECT
privileges checks on all columns of the masked table.

e Impaamight produce more than one audit log entry for a column involved in a column masking policy under all
of these conditions: the column appearsin multiple placesin a query, the query is rewritten, or the query isre-
analyzed.

e Column masking policies, shared between Hive and Impala, might be affected by SQL/UDF differences between
Hive and Impala, as shown in the following example.

For instance, UTF-8 strings containing non-ASCl| characters are not guaranteed to work properly. Suppose a
column masking policy masks the last two characters of astring: s=> mask_last_n(s, 2, X', X', 'X', 'x). Applying
this policy, Hive properly masks SQL## to SQLxx, but the Impala masking produces SQL##xx because each
Chinese character is encoded in 3 bytes. Impala and Hive do not handle different lengths in the same way.

Limitations on Mask Functions

The mask functions in Hive are implemented through GenericUDFs. Even though Impala users can call Hive UDFs,
Impala does not yet support Hive GenericUDFs, so you cannot use Hive's mask functionsin Impala. However, Impala
has builtin mask functions that are implemented through overloads. In Impala, when using mask functions, not all
parameter combinations are supported. These mask functions are introduced in Impala 3.4

The following list includes all the implemented overloads.

» Overloads used by Ranger default masking policies,
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» Overloads with simple arguments,
* Overload with al argumentsin int type for full functionality. Char argument needs to be converted to their ASCI|
value.

To list the available overloads, use the following query:

show functions in _inpala_builtins Iike "mask*";

Note: An error message that states "No matching function with signature: mask..." implies that Impala does
B not contain the corresponding overload.

GRANT statement

REVOKE statement

Resource-based column masking in Hive with Ranger policies
Tag-based column masking in Hive with Ranger policies
Apache Ranger documentation

Enable Ranger authorization in Impala.

1. In Cloudera Manager, navigate to the Impala service.
2. Inthe Configuration tab, type ranger in the search field.
3. Specify the valuesin the following fields.

« Ranger Service: Select the Ranger service you are using. Thisis the server name to use when granting server
level privileges.

« Ranger Policy Cache Directory: Specify the directory where Ranger security policies are cached localy.

* Ranger DFS Audit Path: Specify the DFS path on which Ranger audits are written. The specia placeholder
'${ ranger_base audit_url}' should be used as the prefix, in order to use the centralized location defined in the
Ranger service.

« Ranger Audit DFS Spool Dir: Specify the spool directory for Ranger audits being written to DFS.

« Ranger Audit Solr Spool Dir: Specify the spool directory for Ranger audits being written to Solr.

4. Restart Impalaand Hive.

The following sections explains procedures for tuning Impala queries and other SQL operations.

Set up HDFS caching with Impala for improved performance.

Decide how much memory to devote to the HDFS cache on each host. The total memory available for cached data
isthe sum of the cache sizes on al the hosts. By default, any data block is only cached on one host although you can
cache ablock across multiple hosts by increasing the replication factor.
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1. Enable or disable HDFS caching through Cloudera Manager, using the configuration setting Maximum Memory
Used for Caching for the HDFS service.

This control sets the HDFS configuration parameter dfs datanode_max_locked memory, which specifies the
upper limit of HDFS cache size on each node. Set up the HDFS caching for your Hadoop cluster.
e All the other manipulation of the HDFS caching settings, such as what files are cached, is done through the
command line, either Impala DDL statements or the Linux hdf s cacheadmni n command.
2. Usingthehdf s cacheadm n command, set up one or more pools owned by the same user asthei npal ad
daemon (typically impala).
For example:

hdf s cacheadm n -addPool four gi g _pool -owner inpala -limt 4000000000

3. Once HDFS caching is enabled and one or more pools are available, on the Impala side, you specify the cache
pool name defined by the hdfs cacheadmin command in the Impala DDL statements that enable HDFS caching for
atable or partition, such as CREATE TABLE ... CACHED IN POOL or ALTER TABLE ... SET CACHED IN

POOL.
4, Youcanusehdfs cacheadmin -listDirectives togetalistof existing cache pools.
5. Youcanusehdfs cacheadmn -listDirectives -stats togetdetailed information about the pools.

When Impala compute nodes and its storage are not co-located, the network bandwidth requirement goes up as the
network traffic includes the data fetch as well as the shuffling exchange traffic of intermediate results. To mitigate the
pressure on the network, you can enable the compute nodes to cache the working set read from remote filesystems,
such as, remote HDFS data node, S3, ABFS, ADLS.

To enable remote data cache as follows.

1. In Cloudera Manager, navigate to Clustersimpala Service.

2. Inthe Configuration tab, select Enable Local Data Cache to enable the local Impala Daemon data cache for
caching of remote reads.

3. InImpala Daemon Data Cache Directories, add the directories Impala Daemon will use for caching of remote read
data.

4. InImpala Daemon Data Cache Per Directory Capacity, specify the maximum amount of local disk space Impala
will use per daemon in each of the configured directrories for caching of remote read data.

5. Click Save Changes and restart the Impala service.

Configure a dedicated coordinator and a dedicated executor roles to improve scalability of Impala.

+ Dedicated coordinator:

» Should be on an edge node with no other services running on it.
« Does not need large local disks but still needs some that can be used for Spilling.
¢ Require at least the same or even larger memory allocation than executors.
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» (Dedicated)Executors:

* Should be co-located with DataNodes.

« The number of hosts with dedicated executors typically increases as the cluster grows larger and handles more
table partitions, data files, and concurrent queries.

1. In Cloudera Manager, navigate to ClusterslmpalaConfigurationRole Groups.
2. Click Create to create two role groups with the following values.
a) Group for Coordinators

1. Group Name: Coordinators
2. Role Type: Impala Daemon
3. Copy from:
« Select Impala Daemon Default Group if you want the existing configuration gets carried over to the
Coordinators.
» Select Noneif you want to start with a blank configuration.
b) Group for Executors

1. Group Name: Executors
2. Role Type: Impala Daemon
3. Copy from:
« Select Impala Daemon Default Group if you want the existing configuration gets carried over to the
Executors.
e Seect Noneif you want to start with a blank configuration.

3. Inthe Role Groups page, click Impala Daemon Default Group.
a) Select the set of nodes intended to be coordinators.
1. Click Action for Selected and select Move To Different Role Group....

2. Select the Coordinators.
b) Select the set of nodes intended to be Executors.

1. Click Action for Selected and select Move To Different Role Group....
2. Select the Executors.
Click Configuration. In the search field, type Impala Daemon Specialization.
Click Edit Individual Values.
For Coordinators role group, select COORDINATOR_ONLY.
For Executorsrole group, select EXECUTOR_ONLY.
Click Save Changes and then restart the Impala service.

©o N o g A

Dedicated Coordinator

Impalaincludes the features that balance and maximize resources to improve query performance and scalability of
your Cloudera cluster.

A typical deployment uses the following resource management features:
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e Static service pools

Use the static service pools to allocate dedicated resources for Impalato manage and prioritize workloads on
clusters.

¢ Admission control

Within the constraints of the static service pool, you can further subdivide Impala's resources using dynamic
resource pools and admission control.

Creating Static Pools
Dynamic Resource Pool Settings

Admission control isan Impala feature that imposes limits on concurrent SQL queries to avoid resource usage spikes
and out-of-memory conditions on busy Cloudera clusters.

The admission control feature lets you set an upper limit on the number of concurrent Impala queries and on the
memory used by those queries. Any additional queries are queued until the earlier ones finish, rather than being
cancelled or running slowly and causing contention. As other queries finish, the queued queries are alowed to
proceed.

Y ou can specify these limits and thresholds for each pool or globally so that you can balance the resource usage and
throughput among steady well-defined workloads, rare resource-intensive queries, and ad-hoc exploratory queries.

In addition to the threshold values for currently executing queries, you can place limits on the maximum number
of queriesthat are queued (waiting) and alimit on the amount of time they might wait before returning with an
error. These queue settings let you ensure that queries do not wait indefinitely so that you can detect and correct
“starvation” scenarios.

Queries, DML statements, and some DDL statements, including CREATE TABLE AS SELECT and COMPUTE
STATS are affected by admission control.

On abusy Cloudera cluster, you might find there is an optimal number of Impala queries that run concurrently. For
example, when the 1/0 capacity isfully utilized by 1/O-intensive queries, you might not find any throughput benefit in
running more concurrent queries. By allowing some queriesto run at full speed while others wait, rather than having
all queries contend for resources and run slowly, admission control can result in higher overall throughput.

For another example, consider a memory-bound workload such as many large joins or aggregation queries. Each such
query could briefly use many gigabytes of memory to process intermediate results. Because Impala by default cancels
queries that exceed the specified memory limit, running multiple large-scale queries at once might require re-running
some queries that are cancelled. In this case, admission control improves the reliability and stability of the overall
workload by only allowing as many concurrent queries as the overall memory of the cluster can accommodate.

One way to limit resource usage through admission control isto set an upper limit on the number of concurrent
gueries. Thisisthe initial technique you might use when you do not have extensive information about memory usage
for your workload. The settings can be specified separately for each dynamic resource pool.

Max Running Queries

Maximum number of concurrently running queries in this pool. The default value is unlimited.
(optional)

The maximum number of queries that can run concurrently in this pool. The default valueis
unlimited. Any queries for this pool that exceed Max Running Queries are added to the admission
control queue until other queriesfinish. Y ou can use Max Running Queriesin the early stages

of resource management, when you do not have extensive data about query memory usage, to
determine if the cluster performs better overall if throttling is applied to Impala queries.
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For aworkload with many small queries, you typically specify a high value for this setting, or leave
the default setting of “unlimited”. For aworkload with expensive queries, where some number of
concurrent queries saturate the memory, 1/0, CPU, or network capacity of the cluster, set the value
low enough that the cluster resources are not overcommitted for Impala.

Once you have enabled memory-based admission control using other pool settings, you can till
use Max Running Queries as a safeguard. If queries exceed either the total estimated memory or the
maximum number of concurrent queries, they are added to the queue.

If Max Running Queries Multipleis set, the Max Running Queries setting isignored.

Max Running Queries Multiple

Thisfloating point number is multiplied by the current total number of executors at runtimeto give
the maximum number of concurrently running queries allowed in the pool. The effect of this setting
scales with the number of executors in the resource pool.

This calculation is rounded up to the nearest integer, so the result will always be at |east one.

If set to zero or a negative number, the setting isignored.

Max Queued Queries

Maximum number of queriesthat can be queued in this pool. The default value is 200. (optional).

If Max Queued Queries Multiple is set, the Max Queued Queries setting is ignored.

Max Queued Queries Multiple

Thisfloating point number is multiplied by the current total number of executors at runtimeto give
the maximum number of queries that can be queued in the pool. The effect of this setting scales with
the number of executors in the resource pool.

This calculation is rounded up to the nearest integer, so the result will always be at |east one.

If set to zero or a negative number, the setting isignored.

Queue Timeout

The amount of time, in milliseconds, that a query waits in the admission control queue for this pool
before being canceled. The default value is 60,000 milliseconds.

In the following cases, Queue Timeout is not significant, and you can specify a high value to avoid
canceling queries unexpectedly:

* Inalow-concurrency workload where few or no queries are queued

* Inan environment without a strict SLA, where it does not matter if queries occasionally take
longer than usual because they are held in admission control

Y ou might also need to increase the value to use Impala with some business intelligence tool s that
have their own timeout intervals for queries.

In a high-concurrency workload, especialy for querieswith atight SLA, long wait timesin
admission control can cause a serious problem. For example, if a query needsto run in 10 seconds,
and you have tuned it so that it runsin 8 seconds, it violatesits SLA if it waitsin the admission
control queue longer than 2 seconds. In a case like this, set alow timeout value and monitor how
many queries are cancelled because of timeouts. This technique helps you to discover capacity,
tuning, and scaling problems early, and helps avoid wasting resources by running expensive queries
that have already missed their SLA.

If you identify some queries that can have a high timeout value, and others that benefit from alow
timeout value, you can create separate pools with different values for this setting.

Y ou can combine these settings with the memory-based approach described below. If either the maximum number
of or the expected memory usage of the concurrent queries is exceeded, subsequent queries are queued until the
concurrent workload falls below the threshold again.
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Each dynamic resource pool can have an upper limit on the cluster-wide memory used by queries executing in that
pool.

Use the following settings to manage memory-based admission control.
Max Memory

The maximum amount of aggregate memory available across the cluster to all queries executing in
this pool. This should be a portion of the aggregate configured memory for Impala daemons, which
will be shown in the settings dialog next to this option for convenience. Setting this to a non-zero
value enables memory based admission control.

Impala determines the expected maximum memory used by al queriesin the pool and holds back
any further queries that would result in Max Memory being exceeded.

If you specify Max Memory, you should specify the amount of memory to allocate to each query in
this pool. Y ou can do thisin two ways:

* By setting Maximum Query Memory Limit and Minimum Query Memory Limit. Thisis
preferred asit gives Impalaflexibility to set aside more memory to queries that are expected to
be memory-hungry.

* By setting Default Query Memory Limit to the exact amount of memory that Impala should set
aside for queriesin that pool.

Note that in the following cases, Impalawill rely entirely on memory estimates to determine how
much memory to set aside for each query. Thisis not recommended because it can result in queries
not running or being starved for memory if the estimates are inaccurate. And it can affect other
gueries running on the same node.

*  Max Memory, Maximum Query Memory Limit, and Minimum Query Memory Limit are not set,
and the MEM_LIMIT query option is not set for the query.

o Default Query Memory Limit is set to 0, and the MEM_LIMIT query option is not set for the
query.

If Max Memory Multipleis set, the Max Memory setting isignored.

Max Memory Multiple

This number of bytesis multiplied by the current total number of executors at runtime to give the
maximum memory available across the cluster for the pool. The effect of this setting scales with the
number of executors in the resource pool.

If set to zero or a negative number, the setting isignored.
Minimum Query Memory Limit and Maximum Query Memory Limit

These two options determine the minimum and maximum per-host memory limit that will be chosen
by Impala Admission control for queriesin this resource pool. If set, Impala admission control

will choose a memory limit between the minimum and maximum values based on the per-host
memory estimate for the query. The memory limit chosen determines the amount of memory that
Impala admission control will set aside for this query on each host that the query is running on. The
aggregate memory across all of the hosts that the query is running on is counted against the pool’s
Max Memory.

Minimum Query Memory Limit must be less than or equal to Maximum Query Memory Limit and
Max Memory.

A user can override Impala s choice of memory limit by setting the MEM_LIMIT query option. If
the Clamp MEM_LIMIT Query Option setting is set to TRUE and the user setssMEM_LIMIT to
avalue that is outside of the range specified by these two options, then the effective memory limit
will be either the minimum or maximum, depending on whether MEM_LIMIT islower than or
higher the range.

39



Cloudera Runtime Managing Resources in Impala

For example, assume aresource pool with the following parameters set:

e Minimum Query Memory Limit = 2GB
e Maximum Query Memory Limit = 10GB

If auser triesto submit a query with the MEM_LIMIT query option set to 14 GB, the following
would happen:

o If Clamp MEM_LIMIT Query Option = true, admission controller would override MEM_LIMIT
with 10 GB and attempt admission using that value.

o If Clamp MEM_LIMIT Query Option = false, the admission controller will retain the MEM _
LIMIT of 14 GB set by the user and will attempt admission using the value.

Clamp MEM_LIMIT Query Option
If thisfield is not selected, the MEM_LIMIT query option will not be bounded by the Maximum
Query Memory Limit and the Minimum Query Memory Limit values specified for this resource
pool. By default, thisfield is selected. The field is disabled if both Minimum Query Memory Limit
and Maximum Query Memory Limit are not set.

Y ou can combine the memory-based settings with the upper limit on concurrent queries. If either the maximum
number of or the expected memory usage of the concurrent queriesis exceeded, subsequent queries are queued until
the concurrent workload falls below the threshold again.

To see how admission control works for particular queries, examine the profile output or the summary output for the
query.
Profile

Theinformation is available through the PROFILE statement ini npal a- shel | immediately
after running a query in the shell, on the queries page of the Impala debug web Ul, or in the Impala
log file (basic information at log level 1, more detailed information at log level 2).

The profile output contains details about the admission decision, such as whether the query was
gueued or not and which resource pool it was assigned to. It also includes the estimated and actual
memory usage for the query, so you can fine-tune the configuration for the memory limits of the
resource pools.

Summary

The summary output includes the queuing status consisting of whether the query was queued and
what was the latest queuing reason.

Theinformationisavailableini npal a- shel | whentheLIVE _PROGRESSor LIVE_SUM
MARY query option is set to TRUE.

Y ou can also start an impala-shell session with the --live_progress or --live_summary flagsto
monitor al queriesin that impala-shell session.

Enable admission control on all production clusters to alleviate possible capacity issues. The capacity issues could be
because of ahigh volume of concurrent queries, because of heavy-duty join and aggregation queries that require large
amounts of memory, or because Impalais being used alongside other Hadoop data management components and the
resource usage of Impala must be constrained to work well.
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Navigate to Clustersimpala.

In the Configuration tab, navigate to CategoryAdmission Control.

Select or clear both the Enable Impala Admission Control and the Enable Dynamic Resource Pools.
Enter a Reason for change, and then click Save Changes to commit the changes.

Restart the Impala service.

After completing this task, for further configuration settings, customize the configuration settings for the dynamic
resource pools.

o 0k~ wbdPE

To manage and prioritize workloads on clusters, use the static service poolsto allocate dedicated resources for Impala
for predictable resource availahility. When static service pools are used, Cloudera Manager creates a cgroup in which
Impalaruns. This cgroup limits memory, CPU and Disk 1/O according to the static partitioning policy.

Create static resource pools for the services running in your Cloudera cluster.

1. In ClouderaManager, navigateto Clusters Static service pools.
2. Inthe Configuration tab, allocate a portion of resource to each component.

¢ HDFS aways needs to have a minimum of 5-10% of the resources.
* Generaly, YARN and Impala split the rest of the resources.

» For mostly batch workloads, you might allocate Y ARN 60%, |mpala 30%, and HDFS 10%.
« For mostly ad-hoc query workloads, you might allocate Impala 60%, Y ARN 30%, and HDFS 10%.

3. Click Continue.
4. Review the changes and click Continue.
5. Click Restart Now.

Admission control and dynamic resource pools are enabled by default. However, until you configure the settings for
the dynamic resource pools, the admission control feature is effectively not enabled.

There is aways aresource pool designated as root.default. By default, all Impala queries run in this pool when the
dynamic resource pool feature is enabled for Impala. Y ou create additional pools when your workload includes
identifiable groups of queries (such as from a particular application, or a particular group within your organization)
that have their own reguirements for concurrency, memory use, or service level agreement (SLA). Each pool has its
own settings related to memory, humber of queries, and timeout interval.

1. In Cloudera Manager, navigate to ClustersDynamic Resource Pool Configuration. If the cluster has an Impala
service, the Resource Pools tab displays under the Impala Admission Control tab.

2. Inthe Impala Admission Control tab, click Create Resource Pool.
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3. Specify aname and resource limits for the pool:

* Inthe Resource Pool Name field, type a unique name containing only alphanumeric characters.

* Optionaly, in the Submission Access Control tab, specify which users and groups can submit queries. By
default, anyone can submit queries. To restrict this permission, select the Allow these users and groups option
and provide a comma-delimited list of users and groups in the Users and Groups fiel ds respectively.

4. Click Create.
5. Click Refresh Dynamic Resource Pools.

Use the following settings to configure your dynamic resource pools for Impala.
Max Memory

Maximum amount of aggregate memory available across the cluster to al queries executing in this
pool. This should be a portion of the aggregate configured memory for Impala daemons, which will
be shown in the settings dialog next to this option for convenience. Setting this to a non-zero value
enables memory based admission control.

Impal a determines the expected maximum memory used by al queriesin the pool and holds back
any further queries that would result in Max Memory being exceeded.

If you specify Max Memory, you should specify the amount of memory to allocate to each query in
this pool. Y ou can do thisin two ways:

e By setting Maximum Query Memory Limit and Minimum Query Memory Limit. Setting them
gives Impalaflexibility to set aside more memory to queries that are expected to be memory-
hungry.

¢ By setting Default Query Memory Limit to the exact amount of memory that Impala should set
aside for queriesin that pool.

Note that if you do not set any of the above options, or set Default Query Memory Limit to O,
Impalawill rely entirely on memory estimates to determine how much memory to set aside for each
query. Thisis not recommended because it can result in queries not running or being starved for
memory if the estimates are inaccurate.

For example, consider the following scenario:

e Thecluster isrunning impalad daemons on five hosts.

* A dynamic resource pool has Max Memory set to 100 GB.

* The Maximum Query Memory Limit for the pool is 10 GB and Minimum Query Memory Limit
is2 GB. Therefore, any query running in this pool could use up to 50 GB of memory (Maximum
Query Memory Limit * number of Impala nodes).

« Impaawill execute varying numbers of queries concurrently because queries may be given
memory limits anywhere between 2 GB and 10 GB, depending on the estimated memory
requirements. For example, Impala may execute up to 10 small queries with 2 GB memory
limits or two large queries with 10 GB memory limits because that is what will fit in the 100 GB
cluster-wide limit when executing on five hosts.

« The executing queries may use less memory than the per-host memory limit or the Max Memory
cluster-wide limit if they do not need that much memory. In general thisis not a problem so long
asyou are able to execute enough queries concurrently to meet your needs.

Minimum Query Memory Limit and Maximum Query Memory Limit
These two options determine the minimum and maximum per-host memory limit that will be chosen
by Impaa Admission control for queriesin this resource pool. If set, Impala admission control
will choose a memory limit between the minimum and maximum value based on the per-host

memory estimate for the query. The memory limit chosen determines the amount of memory that
Impala admission control will set aside for this query on each host that the query is running on. The
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aggregate memory across all of the hosts that the query is running on is counted against the pool’s
Max Memory.

Minimum Query Memory Limit must be less than or equal to Maximum Query Memory Limit and
Max Memory.

Y ou can override Impala s choice of memory limit by setting the MEM_LIMIT query option. If
the Clamp MEM_LIMIT Query Option is selected and the user sets MEM_LIMIT to avaluethat is
outside of the range specified by these two options, then the effective memory limit will be either
the minimum or maximum, depending on whether MEM_LIMIT islower than or higher than the
range.

Max Running Queries

Maximum number of concurrently running queriesin this pool. The default value is unlimited.

The maximum number of queries that can run concurrently in this pool. The default valueis
unlimited. Any queries for this pool that exceed Max Running Queries are added to the admission
control queue until other queries finish. Y ou can use Max Running Queries in the early stages

of resource management, when you do not have extensive data about query memory usage, to
determine if the cluster performs better overall if throttling is applied to Impala queries.

For aworkload with many small queries, you typicaly specify ahigh value for this setting, or leave
the default setting of “unlimited”. For aworkload with expensive queries, where some number of
concurrent queries saturate the memory, 1/0, CPU, or network capacity of the cluster, set the value
low enough that the cluster resources are not overcommitted for Impala.

Once you have enabled memory-based admission control using other pool settings, you can still
use Max Running Queries as a safeguard. If queries exceed either the total estimated memory or the
maximum number of concurrent queries, they are added to the queue.

Max Queued Queries

Maximum number of queriesthat can be queued in this pool. The default value is 200. (optional)

Queue Timeout

The amount of time, in milliseconds, that a query waits in the admission control queue for this pool
before being canceled. The default value is 60,000 milliseconds.

It the following cases, Queue Timeout is not significant, and you can specify a high value to avoid
canceling queries unexpectedly:

* Inalow-concurrency workload where few or no queries are queued
* Inan environment without a strict SLA, where it does not matter if queries occasionally take
longer than usual because they are held in admission control

Y ou might also need to increase the value to use Impala with some business intelligence tool s that
have their own timeout intervals for queries.

In ahigh-concurrency workload, especially for queries with atight SLA, long wait timesin
admission control can cause a serious problem. For example, if aquery needsto run in 10 seconds,
and you have tuned it so that it runsin 8 seconds, it violatesits SLA if it waitsin the admission
control queue longer than 2 seconds. In a case like this, set alow timeout value and monitor how
many queries are cancelled because of timeouts. This technique helps you to discover capacity,
tuning, and scaling problems early, and helps avoid wasting resources by running expensive queries
that have already missed their SLA.

If you identify some queries that can have a high timeout value, and others that benefit from alow
timeout value, you can create separate pools with different values for this setting.

Clamp MEM_LIMIT Query Option

If thisfield is not selected, the MEM_LIMIT query option will not be bounded by the Maximum
Query Memory Limit and the Minimum Query Memory Limit values specified for this resource
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pool. By default, thisfield is selected. The field is disabled if both Minimum Query Memory Limit
and Maximum Query Memory Limit are not set.

Y ou can learn about the factors you must consider when allocating Impala s resources and the process you need to
follow to set up admission control for the selected workload.

Anne Chang is administrator for an enterprise data hub that runs a number of workloads, including Impala.

Anne has a 20-node cluster that uses Cloudera Manager static partitioning. Because of the heavy Impala workload,
Anne needs to make sure Impala gets enough resources. While the best configuration values might not be known in
advance, she decidesto start by allocating 50% of resources to Impala. Each node has 128 GiB dedicated to each
impalad. Impala has 2560 GiB in aggregate that can be shared across the resource pools she creates.

Next, Anne studies the workload in more detail. After some research, she might choose to revisit these initial values
for static partitioning.

To figure out how to further allocate Impala s resources, Anne needs to consider the workloads and users, and
determine their requirements. There are afew main sources of Impala queries:

« Largereporting queries executed by an external process/tool. These are critical business intelligence queries that
are important for business decisions. It isimportant that they get the resources they need to run. There typically
are not many of these queries at a given time.

» Frequent, small queries generated by aweb Ul. These queries scan alimited amount of data and do not require
expensive joins or aggregations. These queries are important, but not as critical, perhaps the client tries resending
the query or the end user refreshes the page.

» QOccasionally, expert users might run ad-hoc queries. The queries can vary significantly in their resource
reguirements. While Anne wants a good experience for these users, it is hard to control what they do (for example,
submitting inefficient or incorrect queries by mistake). Anne restricts these queries by default and tells usersto
reach out to her if they need more resources.

To set up admission control for this workload, Anne first runs the workloads independently, so that she can observe
the workload' s resource usage in Cloudera Manager. If they could not easily be run manually, but had been runin
the past, Anne uses the history information from Cloudera Manager. It can be helpful to use other search criteria (for
example, user) to isolate queries by workload. Anne uses the Cloudera Manager chart for Per-Node Peak Memory
usage to identify the maximum memory requirements for the queries.

From this data, Anne observes the following about the queries in the groups above:

» Largereporting queries use up to 32 GiB per node. There are typically 1 or 2 queries running at atime. On one
occasion, she observed that 3 of these queries were running concurrently. Queries can take 3 minutes to complete.

« Web Ul-generated queries use between 100 MiB per node to usually lessthan 4 GiB per node of memory, but
occasionally as much as 10 GiB per node. Queries take, on average, 5 seconds, and there can be as many as 140
incoming queries per minute.

« Anne haslittle data on ad hoc queries, but some are trivial (approximately 100 MiB per node), others join severa
tables (requiring afew GiB per node), and one user submitted a huge crossjoin of all tables that used all system
resources (that was likely amistake).

Based on these observations, Anne creates the admission control configuration with the following pools:

Max Memory 1280 GiB
Maximum Query Memory Limit 32GiB
Minimum Query Memory Limit 32GiB
Max Running Queries 2
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Property Value

Queue Timeout 5 minutes

This pool isfor large reporting queries. To support running 2 queries at atime, the pool memory resources are set to
1280 GiB (aggregate cluster memory). Thisisfor 2 queries, each with 32 GiB per node, across 20 nodes. Anne sets
the pool’ s Maximum Query Memory Limit to 32 GiB so that no query uses more than 32 GiB on any given node.
She sets Max Running Queriesto 2 (though it is not necessary she do so). She increases the pool’ s queue timeout to

5 minutesin case athird query comesin and has to wait. She does not expect more than 3 concurrent queries, and she
does not want them to wait that long anyway, so she does not increase the queue timeout. If the workload increasesin
the future, she might choose to adjust the configuration or buy more hardware.

HighThroughput_Ul

Property Value

Max Memory 960 GiB (inferred)
Maximum Query Memory Limit 4GiB

Minimum Query Memory Limit 2GiB

Max Running Queries 12

Queue Timeout 5 minutes

This pool is used for the small, high throughput queries generated by the web tool. Anne sets the Maximum Query
Memory Limit to 4 GiB per node, and sets Max Running Queriesto 12. Thisimplies a maximum amount of memory
per node used by the queriesin this pool: 48 GiB per node (12 queries* 4 GiB per node memory limit).

Notice that Anne does not set the pool memory resources, but does set the pool’ s Maximum Query Memory Limit.
Thisisintentional: admission control processes queries faster when a pool uses the Max Running Queries limit
instead of the peak memory resources.

This should be enough memory for most queries, since only afew go over 4 GiB per node. For those that do require
more memory, they can probably still complete with less memory (spilling if necessary). If, on occasion, a query
cannot run with this much memory and it fails, Anne might reconsider this configuration later, or perhaps she does
not need to worry about a few rare failures from thisweb Ul.

With regard to throughput, since these queries take around 5 seconds and sheis allowing 12 concurrent queries,

the pool should be able to handle approximately 144 queries per minute, which is enough for the peak maximum
expected of 140 queries per minute. In case thereis alarge burst of queries, Anne wants them to queue. The default
maximum size of the queue is already 200, which should be more than large enough. Anne does not need to change it.

Default
Property Value
Max Memory 320GiB
Maximum Query Memory Limit 4GiB
Minimum Query Memory Limit 2GiB
Max Running Queries Unlimited
Queue Timeout 60 Seconds

The default pool (which already exists) isacatch al for ad-hoc queries. Anne wants to use the remaining memory

not used by the first two pools, 16 GiB per node (XL _Reporting uses 64 GiB per node, High_Throughput_UI uses

48 GiB per node). For the other pools to get the resources they expect, she must till set the Max Memory resources
and the Maximum Query Memory Limit. She sets the Max Memory resources to 320 GiB (16 * 20). She setsthe
Maximum Query Memory Limit to 4 GiB per node for now. That is somewhat arbitrary, but satisfies some of the ad
hoc queries she observed. If someone writes a bad query by mistake, she does not actually want it using all the system

45

Managing Resourcesin Impaa



Cloudera Runtime Using HLL Datasketch Algorithmsin Impala

resources. If auser has alarge query to submit, an expert user can override the Maximum Query Memory Limit (up
to 16 GiB per node, since that is bound by the pool Max Memory resources). If that is still insufficient for this user’s
workload, the user should work with Anne to adjust the settings and perhaps create a dedicated pool for the workload.

Various client applications let you interactively cancel queries submitted or monitored through those applications.

An Impala administrator can set adefault value of the EXEC_TIME_LIMIT_S query option for aresource pool. If a
user accidentally runs alarge query that executes for longer than the limit, it will be automatically terminated after the
time limit expires to free up resources.

Y ou can override the default value per query or per session if you do not want to apply the default EXEC_TIME_LI
MIT_Svalueto aspecific query or a session.

* InthelmpalaWeb Ul for thei npal ad host (on port 25000 by default), cancel a query: In the /queriestab, click
Cancel for aquery in the queriesin flight list.

e Ini npal a-shel |, press~C

e InHue, click Cancel from the Watch page.

Y ou can manually cancel aquery in the ImpalaWeb Ul for thei nmpal ad host (on port 25000 by default):

Y ou can use Datasketch algorithms (HLL) for queries that take too long to calculate exact results due to very large
data sets (e.g. number of distinct values).

Y ou may use data sketches (HLL algorithms) to generate approximate results that are much faster to retrieve. HLL
is an algorithm that gives approximate answers for computing the number of distinct values in a column. The value
returned by this algorithm is similar to the result of COUNT(DISTINCT col) and the NDV function integrated with
Impala. However, HLL algorithm is much faster than COUNT(DISTINCT col) and the NDV function and is less
memory-intensive for columns with high cardinality.

These HLL agorithms create “ sketches’, which are data structures containing an approximate calculation of some
facet of the data and which are compatible regardless of which system reads or writes them. For e.g., This particular
algorithm works in two phases. First it creates a sketch from the dataset provided for the algorithm and then asthe
second step in the process you can read the estimate from the sketch. Using this approach it’s also possible to create
granular sketches for a specific dataset (e.g. one sketch per partition) and later on use them to provide answers for
different count(distinct) queries without reading the actual data as they can also be merged together. Using HLL you
can create sketches by Hive and read it with Impala for getting the estimate and vice versa.

Query results produced by the HLL algorithm are approximate but within well defined error bounds. Because the
number of distinct valuesin a column returned by this HLL algorithm is an estimate, it might not reflect the precise
number of different values in the column, especialy if the cardinality is very high.

Thefollowingisalist of currently supported data types of the datasets that these HLL functions are compatible with.
Supported:
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1. Numeric Types:

TINYINT, INT, BIGINT, FLOAT, DOUBLE
2. String types:

STRING, CHAR, VARCHAR
3. Other types:

BINARY
Unsupported:

1. Complex types
2. Some of the scalar types: DECIMAL, TIMESTAMP, BOOLEAN, SMALLINT, DATE

The currently supported file formats are ORC and Parquet. Since Impala does not yet have read support for
materialized views, it isrequired for Hive to write the sketches into regular tables (i.e. not into a materialized view),
using the BINARY type. Then Impala can be used to read these sketches and calcul ate the estimate as Hive does.

Limitations:

Y ou can write HLL sketchesinto atext table, however it may not work as the serialized sketches can contain
characters that are special for text format.

The configuration is hard coded and the level of compression isHLL_4 and the number of bucketsin the HLL array
isk=12 (2 power of 12).

This datasketch algorithm works in two phases.

» First it creates a sketch from the dataset provided for the algorithm.
» Asthe second step in the process the function provides an estimate from the sketch.

The following example shows how to create a sketch and to create an estimate from the sketch.

Creating a sketch

This query creates a sketch using the ds_hll_sketch function from a column date_string_col containing the supported
data type.

Sel ect ds_hl| _sketch(date _string col) fromtabl eNang;

This query receives a primitive expression and returns a serialized HLL sketch that is not in areadble format.
Estimating the number of distinct valuesin acolumn

The following query returns a cardinality estimate (similarly to ndv() ) for that particular column (date_string_col) by
using the HLL function ds hll_estimate.

Sel ect ds_hll _estimate(ds_hll_sketch(date_string_col)) fromtabl eNane;

This query receives a primitive expression (column name) and then creates a sketch from the column, and then passes
the sketch to the outer function that gives a cardinality estimate.
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Fetched 1 row(s) in 0.25s

The above result is similar to the results received using the count(distinct col) or the ndv() approach.

Sel ect count (distinct date_string col) fromtabl eNane;

FocococococoCcoCcoCoCoCoCOCOCOCOCOCOCOCOCoOCoOCoCoooC +
| count (distinct date_string_col) [
feccoocococcoococococoococoooocococooococoooooocooooc +
| 730 [
fecococoococooccoccoocoocoooocoocoocoocoocoooocoocoooooc +

feccoocococcoococococoococoooocococooococoooooocooooc +
| ndv (date_string_col) |
fecococoococooccoccoocoocoooocoocoocoocoocoooocoocoooooc +
| 736 |
FocococococoCcoCcoCoCoCoCOCOCOCOCOCOCOCOCoOCoOCoCoooC +

Inserting the derived sketch into atable

Y ou can create a sketch and save it for later use. If you save the sketches to atable or view with the same granularity
(e.g. one sketch for each partition in atable) then later you can simply read the sketch and get the estimate almost for
free asthereal cost hereisjust the sketch creation.

The following example shows the creation of a sketch for the column (date_string_col) from the table “tableName”
and saving the created sketch into another table called sketch_table and later reading the sketch and its estimate from
the saved table called sketch_table.

sel ect year, nonth, ds_hll _estinmate(ds_hll_sketch(date string_col)) from
t abl eNane group by year, nonth;

fcococoocococcoccooccoocoocoocoooocooCooCoocoCCoScooCoooCoocoocoooooc +
| year | nmonth | ds_hll_estimte(ds_hll_sketch(date_string col))|
eemaan emmaaa- e +
| 2010 | 5 | 31 [
| 2010 | 11 | 30 [
| 2010 | 6 | 30 [
| 2010 | 2 | 28 [
| 2010 | 10 | 31 [
| 2009 | 11 | 30 [
| 2009 | 7 | 31 [
| 2009 | 10 | 31 [
| 2010 | 11 | 31 [
| 2009 | 7 | 31 [
| 2010 | 10 | 31 [
| 2010 | 8 | 30 [
| 2010 | 5 | 31 [
| 2009 | 7 | 30 [
| 2010 | 4 | 31 [
| 2010 | 12 | 30 [
| 2009 | 9 | 31 [
| 2009 | 8 | 30 [
| 2010 | 6 | 28 [
| 2010 | 3 | 31 [
| 2010 | 4 | 31 [
| 2010 | 2 | 30 [
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Insert the created sketch into another table;

insert into sketch_table select year, nonth, ds_hll_sketch(date_string_
col) fromtabl eNane group by year, nonth;

Verify the number of rows modified using count function in the table:

sel ect count (1) from sketch_table;

Y ou can also verify it by getting the estimates from the sketches stored in the table using the following query:

sel ect year, nonth, ds_hll _estimte(sketch col) from sketch_table;

Combining Sketches

Y ou can combine sketches to allow complex queries to be computed from a few number of simple sketches.

sel ect ds_hll _estinmate(ds_hll _union(sketch col)) from sketch_tabl e;

Based on the characteristics of a query, DataSketches HLL might return results in a non-deterministic manner. During
the cache populating phase it returns exact results but in the approximating phase the algorithm can be sensitive to the
order of datait receives. Asaresult you might see the results differ in consecutive runs but al of them will be within
the error range of the algorithm.

Due to the characteristics of the algorithm, and to how it was implemented in Impala, the results might be non-
deterministic when the query is executed on one node and the input data set is big enough that the algorithm starts
approximating instead of giving exact results.

From the above examples you will notice that the NDV function is much faster than the Datasketches. But NDV is
used only by Impalaand not by Hive whereas the Datasketches are implemented in Hive aswell asin Impala. In
order to maintain the inter-operability between Hive and Impala we recommend to use Datasketches to calculate the
estimate. A sketch created by Hive using Datasketches can be fed to Impala to produce an estimate.

Y ou can use the stochastic streaming algorithm (KL L) that uses the percentile/quantile functions to statistically
analyze the approximate distribution of comparable datafrom avery large stream.

Usethe ds kll_quantiles() or its inverse functions the Probability Mass Function ds_kll_ PMF() and the Cumulative
Distribution Function ds_kll_CDF() to obtain the analysis. Query results produced by this KLL algorithm are
approximate but within well defined error bounds.

49



Cloudera Runtime Using KLL Datasketch Algorithmsin Impala

KLL function currently supports only floats. If you sketch an int datathe KLL function convertsit into float.

Y ou can sketch data from any file formats. However it is recommended to save the sketchesinto parquet tables. It is
not recommended to save the sketches to text format.

This datasketch algorithm works in two phases.

« First it creates a sketch from the dataset provided for the algorithm.
« Asthe second step in the process you can read the estimate from the sketch.

Using this approach you can create granular sketches for a specific dataset (e.g. one sketch per partition) and later
use them to provide answers for different quantile queries without reading the actual data as they can also be merged
together. Using KLL you can create sketches by Hive and read it with Impalafor getting the estimate and vice versa.

Creating a sketch

The following example shows how to create a sketch using the ds_kll_sketch function from a column (float_col)
containing the supported data type. This created sketch is a data structure containing an approximate calculation of
some facet of the data and which are compatible regardless of which system reads or writes them.

sel ect ds_kl I _sketch(float_col) fromtabl eNane;

where ds_kll_sketch() is an aggregate function that receives afloat parameter (e.g. afloat column of atable) and
returns a serialized Apache DataSketches KLL sketch of the input data set wrapped into STRING type. Since the
serialized data might contain unsupported characters this query may error out. So another approach to this method is
to insert the derived sketch into atable or aview and later use for quantile approximations.

Inserting the derived sketch into atable
If you save the sketches to atable or view with the same granularity (e.g. one sketch for each partition in atable) then
later you can simply read the sketch for quantile approximation.

insert into table_nane select ds_kll _sketch(float_col) fromtabl eNane;

Debugging the created sketch

To troubleshoot the sketch created by the ds kll_sketch function, use ds_kll_stringify on the sketch. ds_kll_stringify
() receives a string that is a serialized Apache DataSketches sketch and returnsits stringified format by invoking the
related function on the sketch's interface.

select ds_KkIl _stringify(ds_kll_sketch(float_col)) fromtabl eNane;

fooccooccococcocococococococococoocococoooooocooooooc +
| ds_klIl _stringify(ds_kll _sketch(float _col))|
FococococococococoocoCcoCoCoCoCoCoCoCooooooooo +
| ### KLL sketch summary: [
| K : 200 |
[ mn K : 200 [
I M 8 I
[ N : 100 [
| Epsi | on : 1.33% |
[ Epsi | on PMF : 1.65% [
| Enpt y . fal se |
[ Esti mati on node . fal se [
| Level s 1 |
[ Sort ed . fal se [
| Capacity itens : 200 |
[ Ret ai ned itens : 100 [
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[ St orage bytes : 432 [
| M n val ue 0 |
| Max val ue 9 |
| ### End sketch summary [
fcoccocococcooccooccoccoocooccocooocoocoocoocoooos +

Determining the number of datasets sketched

To determine the number of records sketched into this sketch, use ds kll_n function.

sel ect ds_kll _n(ds_kll _sketch(float_col)) fromtabl eNane;

foccoccococcoccococcoccocoooccocooooooc +
| ds_kll_n(ds_kll _sketch(float_col)) |
fococococcoccoccoccoocoococoocoocoocooos +
| 100 |
feccoccococooccococooccocooocococooooooc +

Thisfunction ds_kll_quantile() function receives two parameters, a STRING parameter that contains a serialized KLL
sketch and a DOUBLE (0.5) that represents the rank of the quantile in the range of [0,1]. E.g. rank=0.5 meansthe
approximate median of all the sketched data.

ccoocococooococoooScocooooococoooScocoooooocooooc +
| ds_kIl _quantile(ds_kll _sketch(float_col), 0.5) |
feccoocococcoococococoococococoocococooococooooococooooc +
| 4.0 |
feoocococcoccoccoocoocoooocooccoocoocoocoooocoocoooooc +

This query returns a data (4.0) that is bigger than the 50% of the data.
Calculating quantiles

To calculate the quantiles for multiple rank parameters, use the function ds_kll_quantiles as string () that is very
similar to ds_kll_quantile() but this function receives any number of rank parameters and returns a comma separated
string that holds the results for all of the given ranks.

sel ect ds_kll _quantiles_as _string(ds_kll_sketch(float_col), 0.5, 0.6, 1)
from t abl eNane;

R ) S SR S S Ay S +
| ds_kIl _quantiles_as_string(ds_kll _sketch(float_col), 0.5, 0.6, 1) |
oocooccmoocoocooooCooSCEoOSoOCCECONOOSCECo0ooDCoCoooooCoEo0oo0SaE0s +
| 4, 5, 9 [
o 5 C N O CCCCCEOCCCCCENNCCECCENNCOCCCENNNOCCCN NN OCCCNNCOC0CNN00C000000000 s +
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Thisrank function ds_kll_rank() receives two parameters, a STRING that represents a serialized DataSketches KLL
sketch and afloat to provide a probing value in the sketch.

sel ect ds_klI _rank(ds_kll _sketch(float_col), 4) fromtabl eNang;

ococococococococococococococococococococococoooc +
| ds_kll_rank(ds_kl|_sketch(float_col), 4) |
o m e m e e e e e e e e e e e memeemeemmeemeom-oa-aoa-- +
| 0.48 I
S +

This query returns a DOUBLE that isthe rank of the given probing value in the range of [0,1]. E.g. areturn value of
0.48 means that the probing value given as parameter is greater than 48% of all the valuesin the sketch.

E Note: Thisisonly an approximate calculation.

This Probabilistic Mass Function (PMF) ds_kll_pmf_as string()receives a serialized KLL sketch and one or more
float values to represent ranges in the sketched values. In the following example, the float values[1, 3, 4, 8] represent
the following ranges. (-inf, 1), [1, 3), [3, 4), [4, 8) [8, +inf)

IE Note: Theinput values for the ranges have to be unique and monotonically increasing.

sel ect ds kIl _pnf_as string(ds_kll_sketch(float _col), 1, 3, 4, 8) fromtable

Nanme
fccoocococooococooooococoooSCocoCCooCocoooSoCocoSoSCocoSoooocooc +
| ds_kIl _pnf_as string(ds_kll _sketch(float col), 1, 3, 4, 8) |
o ccoococoocoooocooooCoCoCooCOCCCoSOCOCCooSOCOCCooSOCOCCSoooooooC +
| 0.12, 0.24, 0.12, 0.36, 0.16 [
fcococoococococooccoccoocoocooooooCooCooCoocoocoocCCooocoocoocoooooc +

This query returns a comma separated string where each value in the string is a number in the range of [0,1] and
shows what percentage of the dataisin the particular ranges.

This Cumulative Distribution Function (CDF) ds kll_cmf _as string()receives a serialized KLL sketch and one or
more float values to represent ranges in the sketched values. In the following example, the float values[1, 3, 4, 8]
represents the following ranges: (-inf, 1), (-inf, 3), (-inf, 4), (-inf, 8), (-inf, +inf)
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E Note: Theinput values for the ranges have to be unique and monotonically increasing.

sel ect ds_klI _cdf _as_string(ds_kll_sketch(float_col), 1, 3, 4, 8) fromtable
Nane;

feccoocococooocococooococoooococoCooCcocoooSCcocoSoococoSoooocooc +
| ds_kIl _cdf _as string(ds_kll _sketch(float col), 1, 3, 4, 8) |
feccocoococoococooccooccoocoocoocoooCooCooCoocoocooCoooooooooooooooc +
| 0.12, 0.36, 0.48, 0.84, 1 |
FococoCcoCoCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCOCoOCoOCoooC +

This query returns a comma separated string where each value in the string is a number in the range of [0,1] and
shows what percentage of the dataisin the particular ranges.

To take advantage of the UNION function, create granular sketches for a specific dataset (one sketch per partition),
write these sketches to a separate table and based on the partition you are interested in, you can UNION the relevant
sketches together to get an estimate.

insert into sketch_tbl select ds kIl _sketch(float_col) fromtabl eNane;

sel ect ds_klI _quantile(ds_klI _union(sketch _col), 0.5) from sketch_tbl
where partition_col=1 OR partition_col =5;

Thisfunction ds_kll_union() receives a set of serialized Apache DataSketches KLL sketches produced by ds kil _s
ketch() and merges them into a single sketch.

This section describes various knobs you can use to control how I mpala manages its metadata in order to improve
performance and scalability.

With the on-demand metadata feature, the Impala coordinators pull metadata as needed from catalogd and cache it
locally. The cached metadata gets evicted automatically under memory pressure.

The granularity of on-demand metadata fetchesis at the partition level between the coordinator and catalogd.
Common use cases like add/drop partitions do not trigger unnecessary serialization/deserialization of large metadata.

The feature can be used in either of the following modes.
M etadata on-demand mode

In this mode, all coordinators use the metadata on-demand.
Set the following on catal ogd:

--cat al og_t opi ¢c_node=ni ni nal
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Set the following on all impalad coordinators:
--use_| ocal _catal og=t rue

Mixed mode
In this mode, only some coordinators are enabled to use the metadata on-demand.

We recommend that you use the mixed mode only for testing local catalog’s impact on heap usage.
Set the following on catalogd:

--catal og_t opi c_node=ni xed
Set the following on impalad coordinators with metdadata on-demand:
--use_|l ocal _catal og=t rue
Limitation:

HDFS caching is not supported in On-demand metadata mode coordinators.

Note:
E In Impala 3.4.0 and above, global INVALIDATE METADATA statement is supported when On-demand
feature is enabled.

INVALIDATE METADATA Usage Notes:

To return accurate query results, Impala needs to keep the metadata current for the databases and tables queried.
Through "automatic invalidation" or "HMS event polling" support, Impala automatically picks up most changesin
metadata from the underlying systems. However there are some scenarios where you might need to run INVALIDA
TE METADATA or REFRESH.

 if some other entity modifies information used by Impalain the metastore, the information cached by Impala must
be updated viaINVALIDATE METADATA or REFRESH,

« if you have"local catalog" enabled without "HM S event polling" and need to pick up metadata changes that were
done outside of Impalain Hive and other Hive client, such as SparkSQL,

e andsoon.

. Note: Asthisisavery expensive operation compared to the incremental metadata update done by the
REFRESH statement, when possible, prefer REFRESH rather than INVALIDATE METADATA.

Invalidate M etadata Statement

To keep the size of metadata bounded, the Impala Catalog Server periodically scans al the tables and invalidates
those not recently used.

There are two types of configurationsin Catalog Server that control the automatic invalidation of metadatain
the Catalog Server Command Line Argument Advanced Configuration Snippet (Safety Valve) field in Cloudera
Manager.

Time-based cacheinvalidation
Catalogd invalidates tables that are not recently used in the specified time period (in seconds).
The #invalidate tables timeout_sflag needs to be applied to both impalad and catal ogd.
Memory-based cache invalidation
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When the memory pressure reaches 60% of JVM heap size after a Java garbage collection in cata
logd, Impalainvalidates 10% of the least recently used tables.

The##invalidate tables on_memory_pressure flag needs to be applied to both impalad and cata
logd.

Automatic invalidation of metadata provides more stability with lower chances of running out of memory, but the
feature could potentially cause performance issues and may require tuning.

In thisrelease, you can invalidate or refresh metadata automatically after changes to databases, tables or partitions
render metadata stale. Y ou control the synching of tables or database metadata by basing the process on events. You
learn how to access metrics and state information about the invalidate event processor.

When tools such as Hive and Spark are used to process the raw dataingested into Hive tables, new HMS metadata
(database, tables, partitions) and filesystem metadata (new filesin existing partitiong/tables) are generated. In
previous versions of Impala, in order to pick up this new information, Impala users needed to manually issue an
INVALIDATE or REFRESH commands.

When automatic invalidate/refresh of metadata is enabled,, the Catalog Server polls Hive Metastore (HMS)
notification events at a configurable interval and automatically applies the changes to Impala catalog.

Impala Catalog Server polls and processes the following changes.

* Invalidates the tableswhen it receivesthe ALTER TABLE event.

» Refreshesthe partition when it receives the ALTER, ADD, or DROP partitions.

» Addsthetables or databases when it receives the CREATE TABLE or CREATE DATABASE events.
* Removes the tables from catalogd when it receivesthe DROP TABLE or DROP DATABASE events.
» Refreshesthe table and partitions when it receives the INSERT events.

If thetableis not loaded at the time of processing the INSERT event, the event processor does not need to refresh
the table and skipsit.

« Changes the database and updates catalogd when it receives the ALTER DATABASE events. The following
changes are supported. This event does not invalidate the tables in the database.

» Change the database properties

» Change the comment on the database

» Change the owner of the database

e Change the default location of the database

Changing the default location of the database does not move the tables of that database to the new location.
Only the new tables which are created subsequently use the default location of the databasein caseit is not
provided in the create table statement.

Thisfeature is controlled by the ##hms_event_polling_interval_sflag. Start the catalogd with the ##hms_event
polling_interval_sflag set to a positive integer to enable the feature and set the polling frequency in seconds. We
recommend the value to be less than 5 seconds.

The following use cases are not supported:

* When you bypass HMS and add or remove data into table by adding files directly on the filesystem, HM S does
not generate the INSERT event, and the event processor will not invalidate the corresponding table or refresh the
corresponding partition.

It is recommended that you use the LOAD DATA command to do the data load in such cases, so that event
processor can act on the events generated by the LOAD command.
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» The Spark API that saves data to a specified location does not generate eventsin HMS, thus is not supported. For
example:

Seq((1, 2)).toDF("i", "j").wite.save("/user/hivel/warehouse/spark_etl . db/
cust omer s/ dat e=01012019")

Thisfeature is turned off by default with the ##hms_event_polling_interval_sflag set to 0.

When the ##hms_event_polling_interval_sflag is set to a non-zero value for your catalogd, the event-based automatic
invalidation is enabled for all databases and tables. If you wish to have the fine-grained control on which tables or
databases need to be synced using events, you can use the impala.disableHmsSync property to disable the event
processing at the table or database level.

When you add the DBPROPERTIES or TBLPROPERTIES with the impala.disableHmsSync key, the HM S event
based sync is turned on or off. The value of the impala.disableHmsSync property determinesif the event processing
needs to be disabled for a particular table or database.

« If impala.disableHmsSync'="true, the events for that table or database are ignored and not synced with HMS.

e |If 'impala.disableHmsSync'="false’ or if impala.disableHmsSync is not set, the automatic sync with HMSis
enabled if the ##hms_event_polling_interval_sglobal flag is set to non-zero.

* Todisablethe event based HMS sync for a new database, set the impal a.disableHmsSync database propertiesin
Hive as currently, Impala does not support setting database properties:
CREATE DATABASE <nane> W TH DBPROPERTI ES ('i npal a. di sabl eHnsSync' =' true');
* Toenableor disable the event based HMS sync for atable:
CREATE TABLE <nane> ... TBLPROPERTI ES ('i npal a. di sabl eHsSync' =" true' |
‘fal se');
» To change the event based HMS sync at the table level:

ALTER TABLE <nane> SET TBLPROPERTI ES ('i npal a. di sabl eHrsSync' =" true' | '
fal se');

When both table and database level properties are set, the table level property takes precedence. If the table level
property is not set, then the database level property is used to evaluate if the event needs to be processed or not.

If the property is changed from true (meaning events are skipped) to false (meaning events are not skipped), you need
to issue amanual INVALIDATE METADATA command to reset event processor because it doesn't know how many
events have been skipped in the past and cannot know if the object in the event isthe latest. In such a case, the status
of the event processor changesto NEEDS _INVALIDATE.

Y ou can use the web Ul of the catalogd to check the state of the automatic invalidate event processor.

By default, the debug web Ul of catalogd is at http://IMPALA-SERVER-HOSTNAME: 25020 (non-secure cluster) or
https.//IMPALA-SERVER-HOSTNAME: 25020 (secure cluster).

Under the web Ul, there are two pages that presents the metrics for HM S event processor that is responsible for the
event based automatic metadata sync.

* /metricsttevents
* Jevents

This provides a detailed view of the metrics of the event processor, including min, max, mean, median, of the
durations and rate metrics for all the counters listed on the /metricsttevents page.
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The /metricsttevents page provides the following metrics about the HM 'S event processor.

Name Description

events-processor.avg-events-fetch- Average duration to fetch a batch of events and processit.
duration

events-processor.avg-events-process- | Average time taken to process a batch of events received from the Metastore.

duration
events-processor.events-received Total number of the Metastore events received.
events-processor.events- Exponentially weighted moving average (EWMA) of number of eventsreceived in last 15 min.

received-15min-rate Thisrate of events can be used to determine if there are spikes in event processor activity during certain

hours of the day.

events-processor.events- Exponentially weighted moving average (EWMA) of number of eventsreceived in last 1 min.

received-min-rate Thisrate of events can be used to determine if there are spikes in event processor activity during certain

hours of the day.

events-processor.events- Exponentially weighted moving average (EWMA) of number of eventsreceived in last 5 min.

received-5min-rate Thisrate of events can be used to determine if there are spikesin event processor activity during certain

hours of the day.

events-processor.events-skipped Total number of the Metastore events skipped.

Events can be skipped based on certain flags are table and database level. Y ou can use this metric to
make decisions, such as:

« If most of the events are being skipped, seeif you might just turn off the event processing.
« If most of the events are not skipped, see if you need to add flags on certain databases.

events-processor.status Metastore event processor status to see if there are events being received or not. Possible states are:
« PAUSED

The event processor is paused because catalog is being reset concurrently.
e ACTIVE

The event processor is scheduled at a given frequency.
* ERROR
*  Theevent processor isin error state and event processing has stopped.
* NEEDS INVALIDATE

The event processor could not resolve certain events and needs a manual INVALIDATE command
to reset the state.

e STOPPED

The event processing has been shutdown. No events will be processed.
« DISABLED

The event processor is not configured to run.

Configuring Event Based Automatic Metadata Sync

Asthefirst step to use the HM S event based metadata sync, enable and configure HM S notifications in Cloudera
Manager.

Procedure

1. In Cloudera Manager, navigate to ClustersHive.
2. Navigate to ConfigurationFiltersSCOPEHive Metastore Server.
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3. InHive Metastore Server Advanced Configuration Snippet (Safety Valve) for hive-site.xml, click + to expand and
enter the following:

* Name: hive.metastore.notifications.add.thrift.objects

* Vaue true

« Name: hive.metastore.alter.notifications.basic

e Value fase

¢ Name: hive.metastore.dml.events

* Value true

Click Save Changes.

Navigate to FiltersSCOPEHive-1 (Service-Wide).

Select Enable Metastore Natifications for DML Operations.
Click Save Changes.

If you want the INSERT events are generated when the Spark (and other non-Hive) applications insert datainto
existing tables and partitions:

a. Navigate to FiltersSCOPEGateway.

b. InHive Client Advanced Configuration Snippet (Safety Valve) for hive-site.xml, click + to expand and enter
the following:

© N o g A

¢ Name: hive.metastore.dml.events
* Value: true
c. Click Save Changes.
9. Restart stale services.

Depending on how busy your cluster is, you might increase or decrease various timeout values. Increase timeouts if
Impalais cancelling operations prematurely, when the system is responding slower than usual but the operations are
still successful if given extratime. Decrease timeouts if operations are idle or hanging for long periods, and theidle or
hung operations are consuming resources and reducing concurrency.

Impala connections to the backend client are subject to failure in cases when the network is momentarily overloaded.

To avoid failed queries due to transient network problems, you can configure the number of Thrift connection retries
using the following option:

1. In Cloudera Manager, navigate to Impala serviceConfiguration.
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2. Inthe Impala Daemon Command Line Argument Advanced Configuration Snippet (Safety Valve) field, specify
the following.

To avoid failed queries due to transient network problems, you can configure the number of Thrift connection
retries using the following option:

* The--backend_client_connection_num_retries option specifies the number of times Impalawill try connecting
to the backend client after the first connection attempt fails. By default, i npal ad will attempt three re-
connections before it returns afailure.

Y ou can configure timeouts for sending and receiving data from the backend client. Therefore, if for some reason
aquery does not respond, instead of waiting indefinitely for aresponse, Impalawill terminate the connection after
a configurable timeout.

* The--backend client_rpc_timeout_ms option can be used to specify the number of milliseconds Impala should
wait for aresponse from the backend client before it terminates the connection and signals afailure. The
default value for this property is 300000 milliseconds, or 5 minutes.

3. Click Save Changes and restart Impala.

If you have an extensive Impala schema, for example, with hundreds of databases, tens of thousands of tables, you
might encounter timeout errors during startup as the Impala catalog service broadcasts metadata to all the Impala
nodes using the StateStore service. To avoid such timeout errors on startup, increase the StateStore timeout value
from its default of 10 seconds.

Increase the timeout value of the StateStore service if you see messages in the impalad log such as;

Connection with state-store | ost
Trying to re-register with state-store

In Cloudera Manager, navigate to Impala serviceConfiguration.

In the search field, type -statestore_subscriber_timeout_seconds.

In the StateStoreSubscriber Timeout field, specify a new timeout value larger than the current value.
Click Save Changes and restart Impala.

pw DN PR

To keep long-running queries or idle sessions from tying up cluster resources, you can set timeout intervals for both
individual queries, and entire sessions.

1. In Cloudera Manager, navigate to Impala serviceConfiguration.
2. Inthe searchfield, typeidle.
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3. Intheldle Query Timeout field, specify the time in seconds after which an idle query is cancelled.

This could be a query whose results were all fetched but was never closed, or one whose results were partially
fetched and then the client program stopped requesting further results. This condition is most likely to occur in a
client program using the JDBC or ODBC interfaces, rather than in the interactivei npal a- shel | interpreter.
Once aquery is cancelled, the client program cannot retrieve any further results from the query.

Y ou can reduce the idle query timeout by using the QUERY_TIMEOUT _S query option at the query level. Any
non-zero value specified in this field serves as an upper limit for the QUERY _TIMEOUT _S query option.

The value of 0 disables query timeouts.
4. Intheldle Session Timeout field, specify the time in seconds after which an idle session expires.

A session isidle when no activity is occurring for any of the queriesin that session, and the session has not started
any new queries. Once asession is expired, you cannot issue any new query requeststo it. The session remains
open, but the only operation you can performisto closeit.

The default value of 0 specifies sessions never expire.

Y ou can override this setting with the IDLE_SESSION_TIMEOUT query option at the session or query level.
5. Click Save Changes and restart Impala.

Impala checks periodically for idle sessions and queries to cancel. The actual idle time before cancellation might be
up to 50% greater than the specified configuration setting. For example, if the timeout setting was 60, the session or
query might be cancelled after being idle between 60 and 90 seconds.

For most clusters that have multiple users and production availability requirements, you might want to set up aload-
balancing proxy server to relay requests to and from Impala.

When using aload balancer for Impala, applications connect to a single well-known host and port, rather than keeping
track of the hosts where a specific Impala daemon is running. The load balancer aso lets the Impala nodes share
resources to balance out the work loads.

Set up a software package of your choice to perform these functions.

Most considerations for load balancing and high availability apply to the impalad daemons. The statestored and cata
logd daemons do not have special requirements for high availability, because problems with those daemons do not
result in dataloss.

The following are the general setup steps that apply to any load-balancing proxy software:

1. Select and download aload-balancing proxy software or other load-balancing hardware appliance. It should only
need to be installed and configured on a single host, typically on an edge node.
2. Configure the load balancer (typically by editing a configuration file). In particular:

« Torelay Impalarequests back and forth, set up a port that the load balancer will listen on.

» Select aload balancing algorithm.

« For Kerberized clusters, follow the instructions in Special Proxy Considerations for Clusters Using Kerberos
on page 61 below.

3. If you are using Hue or JDBC-based applications, you typically set up load balancing for both ports 21000 and
21050, because these client applications connect through port 21050 while thei npal a- shel | command
connects through port 21000. See Ports used by Impalafor when to use port 21000, 21050, or another value
depending on what type of connections you are load balancing.

4. Run the load-balancing proxy server, pointing it at the configuration file that you set up.

5. In Cloudera Manager, navigate to | mpalaConfigurationlmpala Daemon Default Group.
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6. Inthe Impala Daemons Load Balancer field, specify the address of the load balancer in the HOST:PORT format.

This setting lets Cloudera Manager route all appropriate Impala-related operations through the load-balancing
proxy server.

7. For any scripts, jobs, or configuration settings for applications that formerly connected to a specifici nmpal ad
to run Impala SQL statements, change the connection information (such asthe-i optionini npal a- shel |1 ) to
point to the load balancer instead.

Note: The following sections use the HAProxy software as a representative example of aload balancer that
you can use with Impala. For information specifically about using Impalawith the F5 BIG-1P load balancer,
see ImpalaHA with F5 BIG-IP.

L oad-balancing software offers a number of algorithms to distribute requests. Each algorithm has its own
characteristics that make it suitable in some situations but not others.

IE Note: Source |P Persistenceis required for setting up high availability with Hue.

L eastconn

Connects sessions to the coordinator with the fewest connections, to balance the load evenly.
Typically used for workloads consisting of many independent, short-running queries. In
configurations with only afew client machines, this setting can avoid having al requests go to only
asmall set of coordinators.

Recommended for Impalawith F5.

Source | P Persistence

Sessions from the same I P address always go to the same coordinator. A good choice for Impala
workloads containing a mix of queries and DDL statements, such as CREATE TABLE and ALTE
R TABLE. Because the metadata changes from a DDL statement take time to propagate across the
cluster, prefer to use the Source | P Persistence algorithm in this case. If you are unable to choose
Source | P Persistence, run the DDL and subsequent queries that depend on the results of the DDL
through the same session, for example by running impala-shell -f  SCRIPT_FILE to submit
several statements through a single session.

Round-robin
Distributes connections to all coordinator nodes. Typically not recommended for Impala.

Y ou might need to perform benchmarks and load testing to determine which setting is optimal for your use case.
Always set up using two load-balancing algorithms: Source IP Persistence for Hue and L eastconn for others.

In acluster using Kerberos, applications check host credentials to verify that the host they are connecting to isthe
same one that is actually processing the request.

InImpala2.11 and lower versions, once you enable a proxy server in a Kerberized cluster, users will not be able to
connect to individual impala daemons directly from impala-shell.

In Impala 2.12 and higher, when you enable a proxy server in a Kerberized cluster, users have an option to connect
to Impala daemons directly fromi npal a- shel | usingthe-b/ --kerberos host fqdni npal a- shel | flag. This
option can be used for testing or troubl eshooting purposes, but not recommended for live production environments as
it defeats the purpose of aload balancer/proxy.

Example:

i mpal a-shell -i inpal ad-1. mydomai n. com -k -b | oadbal ancer-1. mydomai n. com
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Alternatively, with the fully qualified configurations:

i mpal a-shel | --inpal ad=i npal ad- 1. nydonai n. com 21000 - - kerberos --kerberos_ho
st _fqdn=l oadbal ancer-1. mydonai n. com

See Impala Shell Configuration Options on page 67 for information about the option.
To validate the load-balancing proxy server, perform these extra K erberos setup steps:

1. This section assumes you are starting with a Kerberos-enabled cluster. See Configuring Kerberos Authentication
on page 24 for instructions for setting up Impala with Kerberos.

2. Choose the host you will use for the proxy server. Based on the Kerberos setup procedure, it should aready have

an entry impala/PROXY_HOST@REALM in its keytab.

In Cloudera Manager, navigate to ImpalaConfigurationlmpala Daemon Default Group.

4. Inthe Impala Daemons Load Balancer field, specify the address of the load balancer in the HOST:PORT format.

w

When thisfield is specified and Kerberos is enabled, Cloudera Manager adds a principal for impa
|a/PROXY_HOST@REALM to the keytab for all Impala daemons.
5. Restart the Impala service.

When a client connect to Impala, the service principa specified by the client must match the -principal setting, impa
|a/lPROXY_HOST@REALM, of the Impala proxy server as specified in its keytab. And the client should connect to
the proxy server port.

In hue.ini, set the following to configure Hue to automatically connect to the proxy server:

[1npal a]
server _host =PROXY_HOST
i mpal a_pri nci pal =i npal a/ PROXY_HOST

The following are the JIDBC connection string formats when connecting through the load balancer with the load
balancer's host name in the principal:

j dbc: hi ve2:// PROXY_HOST: LOAD BALANCER PORT/ ; pri nci pal =i npal a/ _HOST@REALM
j dbc: hi ve2:// PROXY_HOST: LOAD BALANCER PORT/ ; pri nci pal =i npa
| a/ PROXY_HOST@REALM

When starting i mpal a- shel |, specify the service principa viathe -b or --kerberos_host_fqdn flag.

When TLS/SSL is enabled for Impala, the client application, whether impala-shell, Hue, or something else, expects
the certificate common name (CN) to match the hostname that it is connected to. With no load balancing proxy
server, the hostname and certificate CN are both that of the impalad instance. However, with a proxy server, the
certificate presented by the impalad instance does not match the load balancing proxy server hostname. If you try to
load-balance a TLS/SSL -enabled Impalainstallation without additional configuration, you see a certificate mismatch
error when a client attempts to connect to the load balancing proxy host.

Y ou can configure a proxy server in several waysto load balance TLS/SSL enabled Impala:

TLS/SSL Bridging
In this configuration, the proxy server presents a TLS/SSL certificate to the client, decrypts the
client request, then re-encrypts the request before sending it to the backend impalad. The client

and server certificates can be managed separately. The request or resulting payload is encrypted in
transit at all times.

TLS/SSL Passthrough
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In this configuration, traffic passes through to the backend impal ad instance with no interaction
from the load balancing proxy server. Traffic is still encrypted end-to-end.

The same server certificate, utilizing either wildcard or Subject Alternate Name (SAN), must be
installed on each impalad instance.

TLS/SSL Offload

In this configuration, all traffic is decrypted on the load balancing proxy server, and traffic between
the backend impalad instances is unencrypted. This configuration presumes that cluster hosts reside
on atrusted network and only externa client-facing communication need to be encrypted in-transit.

If you plan to use Auto-TL S, your load balancer must perform TLS/SSL bridging or TLS/SSL offload.

Refer to your load balancer documentation for the steps to set up Impala and the load balancer using one of the
options above.

For information specifically about using Impala with the F5 BIG-1P load balancer with TLS/SSL enabled, see Impala
HA with F5 BIG-IP.

If you are not already using aload-balancing proxy, you can experiment with HAProxy afree, open source load
balancer.

Attention: HAProxy isnot a CDH component, and Cloudera does not provide the support for HAProxy.
Refer to HAProxy for questions and support issues for HAProxy.
This example shows how you might install and configure that 1oad balancer on a Red Hat Enterprise Linux system.
* Install the load balancer:

yuminstall haproxy
» Set up the configuration file: /etc/haproxy/haproxy.cfg. See the following section for a sample configuration file.
* Runtheload balancer (on asingle host, preferably one not running i npal ad):

[ usr/sbin/ haproxy —f /etc/haproxy/haproxy.cfg

« Ini npal a- shel | , IDBC applications, or ODBC applications, connect to the listener port of the proxy host,
rather than port 21000 or 21050 on a host actually running i mpal ad. The sample configuration file sets haproxy
to listen on port 25003, therefore you would send all requests to HAPROXY HOST:25003.

Thisisthe sample haproxy.cfg used in this example:

gl obal
# To have these nessages end up in /var/log/ haproxy.|log you will
# need to:
#
# 1) configure syslog to accept network [ og events. This is done
# by adding the '-r' option to the SYSLOGD OPTIONS in
# / et c/ sysconfi g/ sysl og
#
# 2) configure local 2 events to go to the /var/l og/ haproxy.|og
# file. Aline like the followi ng can be added to
# letc/sysconfig/syslog
#
# | ocal 2. * /var /| og/ haproxy. | og
#
| og 127.0.0.1 local 0
| og 127.0.0.1 local 1 notice
chr oot /var /i b/ haproxy
pidfile /var/run/ haproxy. pid
maxconn 4000
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user hapr oxy
group hapr oxy
daenon

# turn on stats uni x socket
#stats socket /var/lib/haproxy/stats

o
# common defaults that all the '"listen' and 'backend' sections wll
# use if not designated in their block
#
# You might need to adjust timng values to prevent timeouts.
#
# The tineout values shoul d be dependant on how you use the cluster
# and how | ong your queries run
P
defaul ts

node http

| og gl obal

option ht t pl og

option dont | ognul

option http-server-cl ose

option forwardfor except 127.0.0.0/8

option redi spatch

retries 3

maxconn 3000

ti meout connect 5000

ti meout client 3600s

ti meout server 3600s
#
# This sets up the admi n page for HA Proxy at port 25002.
#
listen stats :25002

bal ance

node http

stats enabl e
stats aut h USERNAME: PASSWORD

# This is the setup for Inpala. Inpala client connect to | oad bal ancer _hos
t: 25003.
# HAProxy wi Il bal ance connections anong the list of servers |isted bel ow.
# The list of Inpalad is listening at port 21000 for beeswax (inpal a-shell)
or original ODBC driver.
# For JDBC or ODBC version 2.x driver, use port 21050 instead of 21000.
listen inpala :25003

node tcp

option tcpl og

bal ance | east conn

server SYMBOLI C_NAME 1 i npal a- host - 1. exanpl e. com 21000 check
server SYMBOLI C_ NAME 2 i npal a- host - 2. exanpl e. com 21000 check
server SYMBOLI C_ NAME 3 i npal a- host - 3. exanpl e. com 21000 check
server SYMBOLI C_NAME 4 i npal a- host - 4. exanpl e. com 21000 check

Setup for Hue or other JDBC-enabl ed applications.
In particular, Hue requires sticky sessions.
The application connects to | oad_bal ancer host: 21051, and HAProxy bal ances
connections to the associ ated hosts, where Inpala listens for JDBC
requests on port 21050.
sten inpal aj dbc : 21051

node tcp

option tcpl og

bal ance source

server SYMBOLI C_ NAME 5 i npal a- host - 1. exanpl e. com 21050 check

T HHHHH
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server SYMBOLI C_ NAME 6 i npal a- host - 2. exanpl e. com 21050 check
server SYMBOLI C_ NAME 7 i npal a- host - 3. exanpl e. com 21050 check
server SYMBOLI C_ NAME 8 i npal a- host - 4. exanpl e. com 21050 check

Important: Hue requires the check option at the end of each line in the above file to ensure HAProxy can
& detect any unreachable impalad server, and failover can be successful. Without the TCP check, you can hit an
error when the i mpal ad daemon to which Hue tries to connect is down.

Note: If your JIDBC or ODBC application connects to Impala through aload balancer such as haproxy, be
cautious about reusing the connections. If the load balancer has set up connection timeout values, either check
the connection frequently so that it never sitsidle longer than the load balancer timeout value, or check the
connection validity before using it and create a new one if the connection has been closed.

&

Ports used by Impala

Application devel opers have a number of options to interface with Impala

The core development language with Impalais SQL. Y ou can aso use Java or other languages to interact with Impala
through the standard JDBC and ODBC interfaces used by many business intelligence tools. For specialized kinds of
analysis, you can supplement the Impala built-in functions by writing user-defined functionsin C++ or Java.

Y ou can connect and submit requests to the |mpala through:

* Theimpaashell interactive command interpreter

e TheHue web-based user interface

-« JDOBC

« ODBC

* Impyla

Impalaclients can connect to any Coordinator Impala Daemon (impalad) via HiveServer2 over HTTP or over the

TCP binary or via Beeswax. All interfaces support Kerberos and LDAP for authentication to Impala. See below for
the default ports and the Impala configuration field names to change the ports in Cloudera Manager.

HiveServer2 HTTP 28000 Impala Daemon HiveServer2 HTTP Port
HiveServer2 binary TCP 21050 Impala Daemon HiveServer2 Port
Beeswax 21000 Impala Daemon Beeswax Port

Use the following flags to control client connections to Impala when starting Impala Daemon coordinator. If a
configuration field exists in Cloudera Manager, the field name is shown in parenthesis next to the flag name.

If the Cloudera Manager interface does not yet have aform field for an option, the Advanced category page for each
daemon includes one or more Safety Valve fields where you can enter option names directly.
--accepted_client_cnxn_timeout
Controls how Impala treats new connection requestsif it has run out of the number of threads
configured by --fe_service threads.

If --accepted_client_cnxn_timeout > 0, new connection requests are rejected if Impala can't get a
server thread within the specified (in seconds) timeout.
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If --accepted_client_cnxn_timeout=0, i.e. no timeout, clients wait indefinitely to open the new
session until more threads are available.

The default timeout is 5 minutes.
The timeout applies only to client facing thrift servers, i.e., HS2 and Beeswax servers.

--disconnected_session_timeout
When a HiveServer2 session has had no open connections for longer than this value, the session will
be closed, and any associated queries will be unregistered.
Specify the value in hours.
The default value is 1 hour.

This flag does not apply to Beeswax clients. When a Beeswax client connection is closed, Impala
closes the session associated with that connection.

--fe_service _threads (Impala Daemon Max Client)
Specifies the maximum number of concurrent client connections allowed. The default value is 64
with which 64 queries can run ssmultaneously.

If you have more clients trying to connect to Impala than the value of this setting, the later arriving
clients have to wait for the duration specified by --accepted_client_cnxn_timeout. Y ou can increase
this value to allow more client connections. However, alarge value means more threads to be
maintained even if most of the connections are idle, and it could negatively impact query latency.
Client applications should use the connection pool to avoid need for large number of sessions.
--idle_client_poall_time s
The value of this setting specifies how frequently Impala pollsto check if a client connection isidle
and closesit if the connection isidle. A client connectionisidleif all sessions associated with the
client connection areidle.

By default, --idle_client_poll_time_sis set to 30 seconds.

If --idle_client_poll_time sissetto 0, idle client connections stay open until explicitly closed by
the clients.

The connection will only be closed if all the associated sessions are idle or closed. Sessions cannot
beidle unless either the flag --idle_session_timeout or the IDLE_SESSION_TIMEOUT query
option is set to greater than 0. If idle session timeout is not configured, a session cannot become idle
by definition, and therefore its connection stays open until the client explicitly closesit.

--max_cookie lifetime s
Starting in Impala 3.4.0, Impala uses cookies for authentication when clients connect via

HiveServer2 over HTTP. Use the --max_cookie_lifetime_s startup flag to control how long
generated cookies are valid for.

Specify the value in seconds.
The default valueis 1 day.
Setting the flag to O disables cookie support.

When an unexpired cookie is successfully verified, the user name contained in the cookieis set on
the connection.

Each impalad usesits own key to generate the signature, so clients that reconnect to a different impa
lad have to re-authenticate.

On asingle impalad, cookies are valid across sessions and connections.

--beeswax_port (Impala Daemon Beeswax Port)
Specifies the port for clients to connect to Impala daemon via the Beeswax protocol.
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Y ou can disable the Beeswax end point for clients by setting the flag to O.

--hs2_http_port (Impala Daemon HiveServer2 HTTP Port)
Specifies the port for clientsto connect to Impala daemon over HTTP.

Y ou can disable the HTTP end point for clients by setting the flag to O.

To enable TLS/SSL for HiveServer2 HTTP endpoint, use --s3l_server_certificate and --sd_privat
e key.

--hs2_port (Impala Daemon HiveServer2 Port)
Specifies the port for clientsto connect to Impala daemon via the HiveServer2 protocol.

Y ou can disable the binary HiveServer2 end point for clients by setting the flag to 0.

Y ou can use the Impala shell tool (impala-shell) to set up databases and tables, insert data, and issue queries.

For ad-hoc queries and exploration, you can submit SQL statements in an interactive session. To automate your work,
you can specify command-line options to process a single statement or a script file. Thei npal a- shel | accepts al
the same SQL statements, plus some shell-only commands that you can use for tuning performance and diagnosing
problems.

ClouderaManager installsi npal a- shel | automatically. You might install i npal a- shel | manually on other
systems not managed by Cloudera Manager, so that you can issue queries from client systems that are not also
running the Impala daemon or other Apache Hadoop components.

Y ou can specify the following options when starting impala-shell to control how shell commands are executed. Y ou
can specify options on the command line or in the impala-shell configuration file.

-Bor write_delimited=true Causes all query results to be printed in plain format as a delimited

—delimited text file. Useful for producing data files to be used with other Hadoop
components. Also useful for avoiding the performance overhead of
pretty-printing all output, especially when running benchmark tests
using queries returning large result sets. Specify the delimiter character
with the --output_delimiter option. Store al query resultsin afile
rather than printing to the screen with the -B option.

--live_progress live_progress=true Prints a progress bar showing roughly the percentage complete for each
query. Information is updated interactively as the query progresses.

--disable _live progress live_progress=false Disableslive progressin the interactive mode.

-bor kerberos_host_fgdn= If set, the setting overrides the expected hostname of the Impala
daemon's Kerberos service principal. i npal a- shel | will check

~kerberos_host_fqan LOAD-BALANCER-HOSTNAME | 4.t ihe server's principal matches this hostname. This may be used
when impalad is configured to be accessed via aload-balancer, but it is
desired for impala-shell to talk to a specific impalad directly.

--print_header print_header=true

-0 FILENAME or output_file=FILENAME Stores al query resultsin the specified file. Typically used to store

the results of a single query issued from the command line with the -q
option. Also works for interactive sessions; you see the messages such
as number of rows fetched, but not the actual result set. To suppress
these incidental messages when combining the -q and -o options,
redirect stderr to /dev/null.

--output_file FILENAME
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Command-Line Option

--output_delimiter=

output_delimiter=CHARACTER

Configuration File Setting Explanation

Specifies the character to use as a delimiter between fields when query
results are printed in plain format by the -B option. Defaults to tab ('\t').

CHARACTER If an output value contains the delimiter character, that field is quoted,
escaped by doubling quotation marks, or both.

-por show_profiles=true Displays the query execution plan (same output as the EXPLAIN

—show profiles statement) and a more detailed low-level breakdown of execution steps,
P for every query executed by the shell.

-hor N/A Displays help information.

--help

N/A history_max=1000 Sets the maximum number of queries to store in the history file.

-i HOSTNAME or impalad=HOSTNAME[:PORTNUM] Connects to the impalad daemon on the specified host. The default

impalad=HOSTNAME[:PORTNUM

port of 21000 is assumed unless you provide another value. Y ou can
connect to any host in your cluster that is running impalad. If you
connect to an instance of impalad that was started with an alternate port
specified by the --fe_port flag, provide that aternative port.

-q QUERY or
--query=QUERY

query=QUERY

Passes a query or other i npal a- shel I command from the command
line. Thei npal a- shel | interpreter immediately exits after
processing the statement. It is limited to a single statement, which
could bea SELECT, CREATE TABLE, SHOW TABLES, or any other
statement recognized in impala-shell. Because you cannot pass a USE
statement and another query, fully qualify the names for any tables
outside the default database. (Or use the -f option to pass afile with a
USE statement followed by other queries.)

-f QUERY_FILE or
--query_file=QUERY_FILE

query_file=PATH_TO_QUERY FIL

Passes a SQL query from afile. Multiple statements must be semicolon
(;) delimited.

-k or use_kerberos=true Kerberos authentication is used when the shell connects to impalad. If
Kerberosis not enabled on the instance of impalad to which you are
--kerberos . 3
connecting, errors are displayed.
--query_option= Header line [impala.query_option | Sets default query options for an invocation of thei npal a- shel |
"OPTION=VALUE 5], followed on subsequent lines | command. To set multiple query options at once, use more than one
- by OPTION=VALUE, one option | instance of this command-line option. The query option names are not
-Q per line. case-sensitive.

"OPTION=VALUE"

-s KERBEROS SERVICE_NAME
or

--kerberos_service_name=
NAME

kerberos_service_name=NAME

Instructs impala-shell to authenticate to a particular impalad service
principal. If aKERBEROS SERVICE_NAME is not specified, impalais
used by default. If this option is used in conjunction with a connection
in which Kerberos is not supported, errors are returned.

-V or --verbose verbose=true Enables verbose output.
--quiet verbose=false Disables verbose output.

-V Or --version version=true Displays version information.
-C ignore_query_failure=true Continues on query failure.

-d DEFAULT_DB or
--database=DEFAULT_DB

default_db=DEFAULT_DB

Specifies the database to be used on startup. Same as running the USE
statement after connecting. If not specified, a database named DEFA
ULT isused.

—-sdl

ssl=true

Enables TLS/SSL fori npal a- shel | .
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Command-Line Option

Configuration File Setting Explanation

PATH_TO_CERTIFICATE

ca_cert=PATH_TO_CERTIFICATE

Thelocal pathname pointing to the third-party CA certificate, or to
acopy of the server certificate for self-signed server certificates. If
--ca_certisnot set, i npal a- shel | enables TLS/SSL, but does
not validate the server certificate. Thisis useful for connecting to a
known-good Impalathat is only running over TLS/SSL, when a copy
of the certificate is not available (such as when debugging customer
installations).

use_|ldap=true

Enables LDAP authentication.

-u

user=USER_NAME

Supplies the username, when LDAP authentication is enabled by the -
| option. (Specify the short username, not the full LDAP distinguished
name.) The shell then promptsinteractively for the password.

--ldap_password_cmd= N/A Specifies acommand to run to retrieve the LDAP password, when
LDAP authentication is enabled by the -1 option. If the command

COMMAND . )
includes space-separated arguments, enclose the command and its
argumentsin quotation marks.

--config_file= N/A Specifies the path of thefile containing i npal a- shel |

PATH_TO_CONFIG_FILE configurati on _settl ngs. The default |_s/etc/| mpalarc. This setting can
only be specified on the command line.

--live_progress N/A Prints a progress bar showing roughly the percentage complete for each
query. The information is updated interactively as the query progresses.

--live_summary N/A Prints a detailed report, similar to the SUMMARY command, showing
progress details for each phase of query execution. Theinformation is
updated interactively as the query progresses.

--var= N/A Defines a substitution variable that can be used within thei npal a-

_ shel | session. The variable can be substituted into statements
VARIABLE_NAME= processed by the -g or -f options, or in an interactive shell session.
VALUE Within a SQL statement, you substitute the value by using the notation

${var:VARIABLE_NAME}.

--auth_creds ok_in_clear N/A Allows LDAP authentication to be used with an insecure connection to
the shell. WARNING: Thiswill allow authentication credentials to be
sent unencrypted, and hence may be vulnerable to an attack.

--protocol= N/A Protocol to use for the connection to Impala.

PROTOCOL Valid PROTOCOL values are:

e 'hs2": Impala-shell uses the binary TCP based transport to speak to
the Impala Daemon viathe HiveServer2 protocol.

e 'hs2-http": Impala-shell uses HTTP transport to speak to the Impala
Daemon viathe HiveServer2 protocol.

e 'beeswax': Impala-shell uses the binary TCP based transport to
speak to the Impala Daemon via Beeswax. Thisis the current
default setting.

Y ou cannot connect to the 3.2 or earlier versions of Impalausing the
'hs2' or 'hs2-http' option.

Beeswax support is deprecated and will be removed in the future.

Impala Shell Configuration File

You can store a set of default settingsfor i npal a- shel | inthei npal a- shel | configuration file.

Thegloba i nmpal a- shel | configuration fileislocated in /etc/impalarc.

Theuser-level i npal a- shel | configuration fileislocated in ~/.impalarc.

Note that the global-level file name is different from the user-level file name. The global-level file name does not
include adot (.) in the file name.

The default path of the global configuration file can be changed by setting the SIMPALA_SHELL_GLOBAL_CON
FIG_FILE environment variable.
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To specify adifferent file name or path for the user-level configuration file, start i nmpal a- shel | with the --config
_filei npal a- shel | option set to the path of the configuration file.

Typically, an administrator creates the global configuration file for thei npal a- shel | , and if the user-level
configuration file exists, the options set in the user configuration file take precedence over those in the global
configuration file.

In turn, any options you specify on thei npal a- shel I command line override any corresponding options within
the configuration file.

Thei nmpal a- shel | configuration file (global or user) must contain a header label [impald], followed by the
options specifictoi npal a- shel | .

Thei nmpal a- shel | configuration file consists of key-value pairs, one option per line. Everything after the #
character on aline istreated as a comment and ignored.

The names of the optionsin the configuration file are similar (although not necessarily identical) to the long-form
command-line argumentsto thei npal a- shel | command. For the supported options in the configuration file, see
Impala Shell Configuration Options on page 67.

Y ou can specify key-value pair options using keyval, similar to the --var command-line option. For example, keyv
a=VARIABLE1=VALUEL1.

The query options specified in the [impala] section override the options specified in the [impala.query_options]
section.

The following example shows a configuration file that you might use during benchmarking tests. It sets verbose
mode, so that the output from each SQL query is followed by timing information. i nmpal a- shel | startsinside
the database containing the tables with the benchmark data, avoiding the need to issue a USE statement or use fully
qualified table names.

In this example, the query output is formatted as delimited text rather than enclosed in ASCII art boxes, and is stored
in afile rather than printed to the screen. Those options are appropriate for benchmark situations, so that the overhead
of i mpal a- shel | formatting and printing the result set does not factor into the timing measurements. It also
enables the show_profiles option. That option prints detailed performance information after each query, which might
be valuable in understanding the performance of benchmark queries.

[1npal a]

ver bose=true

defaul t _db=t pc_benchmar ki ng

write delimted=true

out put _delimter=,

out put _file=/home/testerl/benchmark results.csv
show _profil es=true

keyval =nsgl=hel | o, keyval =nmsg2=wor | d

The following example shows a configuration file that connects to a specific remote Impala node, runs a single query
within a particular database, then exits. Any query options predefined under the [impala.query_options] section in the
configuration file take effect during the session.

Y ou would typically use this kind of single-purpose configuration setting with thei npal a- shel I command-line
option --config_file=PATH_TO_CONFIG_FILE, to easily select between many predefined queries that could be run
againgt different databases, hosts, or even different clusters. To run a sequence of statementsinstead of asingle query,
specify the configuration option query_file=PATH_TO_QUERY_FILE instead.

[1npal a]

i mpal ad=i npal a-t est - nodel. exanpl e. com

default _db=site stats

# Issue a predefined query and i nmedi ately exit.

query=sel ect count(*) fromweb_traffic where event_date = trunc(now(),"'dd")

[ npal a. query_opti ons]
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mem | i mt=32¢g

Inani npal a- shel | session, you need to connect to ani mpal ad daemon to issue queries. When you connect to
an impalad, and that daemon coordinates the execution of all queries sent to it.

Specify the connection information using the following options:

» Through command-line options when you run thei npal a- shel | command.
» Through aconfiguration file that is read when you run thei npal a- shel | command.
* Duringani npal a- shel | session, by issuinga CONNECT command.

Note: Y ou cannot connect to the 3.2 or earlier versions of Impala using the 'hs2' or 'hs2-http' protocol (--pr
B otocol option).

To connect the Impala shell during shell startup:

1. Locate the hosthame that is running an instance of thei npal ad daemon. If that i npal ad uses a non-default
port (something other than port 21000) for i npal a- shel | connections, find out the port number also.

2. Usethe-i option to thei npal a- shel | interpreter to specify the connection information for that instance of
i mpal ad:

# When you are connecting to an inpalad running on the sane machi ne.

# The pronpt will reflect the current hostnane.

$ i npal a- shel

# When you are connecting to an inpalad running on a renote machi ne, and
inpalad is listening

# on a non-default port over the HTTP HiveServer2 protocol

$ inpal a-shell -i SOME. OTHER. HOSTNAME: PORT_NUMBER - - prot ocol =' hs2-http

# When you are connecting to an inpalad running on a renote nmachi ne, and
i mpal ad is |istening

# on a non-default port.

$ inpal a-shell -i SOVE. OTHER. HOSTNANME: PORT NUVBER

To connect to an Impalain thei npal a- shel | session:
1. Start the Impala shell with no connection:

i mpal a- shel |

2. Locate the hostname that is running the i npal ad daemon. If that i npal ad uses a non-default port (something
other than port 21000) for i npal a- shel | connections, find out the port number also.

3. Usethe connect command to connect to an Impalainstance. Enter acommand and replace IMPALAD-HOST with
the hostname you have configured to run Impalain your environment.

[ Not connected] > connect | MPALAD- HOST
[ I MPALAD- HOST: 21000] >

Tostarti nmpal a- shel | in aspecific database:

Y ou can use al the same connection options as in previous examples. For simplicity, these examples assume that you
are logged into one of the Impala daemons.

1. Find the name of the database containing the relevant tables, views, and so on that you want to operate on.

2. Usethe-doptiontothei npal a- shel | interpreter to connect and immediately switch to the specified database,
without the need for a USE statement or fully qualified names:

# Subsequent queries with unqualified nanes operate on
# tables, views, and so on inside the database nanmed 'staging' .
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To

$ inpala-shell -i l|ocal host -d staging

# It is common during devel opnent, ETL, benchnarking, and so on
# to have different databases containing the sane table nanes
# but with different contents or | ayouts.

$ inpala-shell -i |ocal host -d parquet_snappy_conpression

$ inpal a-shell -i |ocal host -d parquet _gzi p_conpression

run one or severa statements in non-interactive mode:

Y ou can use al the same connection options as in previous examples. For simplicity, these examples assume that you

are
1

Thi

logged into one of the Impala daemons.

Construct a statement, or afile containing a sequence of statements, that you want to run in an automated way,
without typing or copying and pasting each time.

Invokei npal a- shel | with the -q option to run a single statement, or the -f option to run a sequence of
statements from afile. Thei npal a- shel | command returnsimmediately, without going into the interactive
interpreter.

# A utility conmand that you m ght run while devel opi ng shell scripts

# to mani pul ate HDFS fil es.

$ inpal a-shell -i |ocal host -d database_of _interest -q 'show tables'

# A sequence of CREATE TABLE, CREATE VIEW and sinilar DDL statenents

# can go into a file to nake the setup process repeatabl e.

$ inpal a-shell -i local host -d database_of interest -f recreate_tables. sql

stopic provides the commonly used syntax and shortcut keys in impala-shell.

The following are afew of the key syntax and usage rules for running commands and SQL statements in impala-shell.

To see the full set of available commands, press TAB twice.
To cycle through and edit previous commands, click the up-arrow and down-arrow keys.

Use the standard set of keyboard shortcutsin GNU Readline library for editing and cursor movement, such as
Ctrl-A for the beginning of line and Ctrl-E for the end of line.

Commands and SQL statements must be terminated by a semi-colon.
Commands and SQL statements can span multiple lines.
Use -- to denote a single-line comment and /* */ to denote a multi-line comment.

A comment is considered part of the statement it precedes, so when you enter a-- or /* */ comment, you get a
continuation prompt until you finish entering a statement ending with a semicolon. For example:

[impala] > -- This is a test conment
> SHOW TABLES LIKE '"t*";

If acomment contains the ${ VARIABLE_NAME} and it is not for a variable substitution, the $ character must be
escaped, e.g. -- \${ hello}.

Y ou can define substitution variables to be used within SQL statements processed by i npal a- shel | .

1

2.

Y ou specify the variable and its value as below.

* On the command line, you specify the option --var=VARIABLE_NAME=VALUE

« Within an interactive session or a script file processed by the -f option, use the SET
VAR:VARIABLE _NAME=VALUE command.

Use the above variable in SQL statementsin the impala-shell session using the notation: ${VA

R:VARIABLE_NAME}.

72



Cloudera Runtime Configuring Client Accessto Impala

For example, here are somei npal a- shel | commands that define substitution variables and then use them in

SQL statements executed through the -q and -f options. Notice how the -q argument strings are single-quoted to
prevent shell expansion of the ${ var:value} notation, and any string literals within the queries are enclosed by double
guotation marks.

$ inpal a-shell --var=tnane=tablel --var=col nane=x --var=col type=string -q '
CREATE TABLE ${var:tnane} (${var:col nane} ${var:coltype}) STORED AS PARQUET
Query: CREATE TABLE tablel (x STRING STORED AS PARQUET

The below example shows a substitution variable passed in by the --var option, and then referenced by statements
issued interactively. Then the variable is reset with the SET command.

$ inpal a-shell --quiet --var=tnane=tablel
[impal a] > SELECT COUNT(*) FROM ${var:tnane};

[inpal a] > SET VAR t nane=t abl e2;
[inpal a] > SELECT COUNT(*) FROM ${var:tnane};

When you run a query, the live progress bar appears in the output of a query. The bar shows roughly the percentage of
completed processing. When the query finishes, the live progress bar disappears from the console output.

Use the following commands within impala-shell to pass requests to the impalad daemon that the shell is connected
to. You can enter acommand interactively at the prompt or passit as the argument to the -q option of impala-shell.

Impala SQL statements You canissue valid SQL statements to be executed.

connect Connects to the specified instance of impalad. The default port of 21000 is assumed unless you provide another
value. Y ou can connect to any host in your cluster that is running impalad. If you connect to an instance of impalad
that was started with an alternate port specified by the --fe_port flag, you must provide that alternate port.

help Help provides alist of all available commands and options.
history Maintains an enumerated cross-session command history. This history is stored in the ~/.impalahistory file.
profile Displays low-level information about the most recent query. Used for performance diagnosis and tuning. The report

starts with the same information as produced by the EXPLAIN statement and the SUMMARY command.
quit Exits the shell. Remember to include the final semicolon so that the shell recognizes the end of the command.

rerun or @ Executes apreviousi npal a- shel | command again, from the list of commands displayed by the history
command. These could be SQL statements, or commands specifictoi npal a- shel | such as quit or profile.

Specify an integer argument. A positive integer N represents the command labelled N in the output of the HIST
ORY command. A negative integer -N represents the Nth command from the end of the list, such as-1 for the most
recent command. Commands that are executed again do not produce new entriesin the HISTORY output list.

set Manages query optionsfor ani npal a- shel | session. These options are used for query tuning and
troubleshooting. Issue SET with no arguments to see the current query options, either based on thei npal ad
defaults, as specified by you at i mpal ad startup, or based on earlier SET statements in the same session. To
modify option values, issue commands with the syntax set  OPTION=VALUE. To restore an option to its default,
use the unset command.

shell Executes the specified command in the operating system shell without exiting impala-shell. You can use the !
character as shorthand for the shell command.

Note: Quote any instances of the -- or /* tokens to avoid them being interpreted as the start of a
comment. To embed comments within source or ! commands, use the shell comment character # before
the comment portion of theline.
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source or src Executes one or more statements residing in a specified file from the local filesystem. Allows you to perform the
same kinds of batch operations as with the -f option, but interactively within the interpreter. The file can contain
SQL statements and other i npal a- shel I commands, including additional SOURCE commands to perform a
flexible sequence of actions. Each command or statement, except the last one in the file, must end with a semicolon.

summary Summarizes the work performed in various stages of a query. It provides a higher-level view of the information
displayed by the EXPLAIN command. Added in Impala 1.4.0.

The time, memory usage, and so on reported by SUMMARY only include the portions of the statement that read
data, not when dataiis written. Therefore, the PROFILE command is better for checking the performance and
scalability of INSERT statements.

Y ou can see a continuously updated report of the summary information while aquery isin progress.

unset Removes any user-specified value for a query option and returns the option to its default value.
Y ou can also use it to remove user-specified substitution variables using the notation UNSET VA
R:VARIABLE_NAME.

use Indicates the database against which to execute subsequent commands. Lets you avoid using fully qualified names
when referring to tables in databases other than default. Not effective with the -q option, because that option only
allows asingle statement in the argument.

version Returns Impala version information.

Download and configure the ODBC driver to integrate your applications with Impala.

Impala has been tested with the Impala ODBC driver version 2.5.42, and Cloudera recommends that you use this
version with the current version of Impala.

1. Download and install an ODBC driver.
2. Configure the ODBC port.

Versions 2.5 and 2.0 of the Cloudera ODBC Connector use the HiveServer2 protocol, corresponding to Impala
port 21050.

Version 1.x of the Cloudera ODBC Connector uses the original HiveServerl protocol, corresponding to Impala
port 21000.

Download and configure the JDBC driver to access Impalafrom a Java program that you write, or a Business
Intelligence or similar tool that uses JDBC to communicate with database products.

The following are the default ports that Impala server accepts JDBC connections through:

Protocol Default Port Flag to Specify an Alternate Port
HTTP 28000 ##hs2 http_port
Binary TCP 21050 ##hs2 port
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Make sure the port for the protocol you are using is available for communication with clients, for example, that it is
not blocked by firewall software.

If your JDBC client software connects to a different port, specify that aternative port number with the flag in the
above table when starting the impal ad.

1. Configure the JDBC port.

Impala server accepts JDBC connections through port 21050 by default. Make sure this port is available for
communication with other hosts on your network, for example, that it is not blocked by firewall software. If your
JDBC client software connects to a different port, specify that alternative port number in the Impala Daemon
HiveServer2 Portfield in Cloudera Manager, in the Configuration tab.

2. Instal the JDBC driver.

Impala has been tested using the Impala JDBC driver version 2.5.45 and 2.6.2. Cloudera recommends that you use
one of these two versions with Impala.

3. Enable Impala JDBC support on client systems.
4. Establish JIDBC connections.

The JDBC driver class depends on which driver you select.
Using the Cloudera JDBC Connector (recommended):

Depending on the level of the JIDBC API your application istargeting, you can use the following fully-qualified
class names (FQCNS):

» com.cloudera.impalajdbc4l.Driver
e com.clouderaimpalajdbc4l.DataSource

» com.clouderaimpala.jdoc4.Driver
« com.cloudera.impala.jdbc4.DataSource

» com.clouderaimpala.jdbc3.Driver
« com.cloudera.impala.jdbc3.DataSource

The connection string has the following format:
j dbc: i npal a: / / HOST: PORT[ / SCHEMA] ; PROPERTY1=VALUE; PROPERTY2=VALUE; . . .

The port value istypically 21050 for Impala.

To connect to an instance of Impalathat requires Kerberos authentication, use a connection string of the form jdbc
:impala:/[HOST:PORT/;principa =PRINCIPAL_NAME. The principal must be the same user principal you used
when starting Impala.

To connect to an instance of Impalathat requires LDAP authentication, use a connection string of the form jdbc
:impala://HOST:PORT/DB_NAME;user=LDAP_USERID;password=LDAP_PASSNORD.

To connect to an instance of Impala over HTTP, specify the HTTP port, 28000 by default, and transportM ode=ht
tp in the connection string.

Note: To establish a connection with an Impalainstance from your client, using any authentication
mode, you must use the connection string jdbc:impala. Using the connection string jdbc:hive2 is not
recommended and is not supported.

For updated information on the version of the JDBC driver you are using and for connection string examples for
different supported authentications, refer to the link provided under Related Information.
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Explains how to install Impylato connect to and submit SQL queriesto Impala. Impylais a Python client wrapper
around the HiveServer2 Thrift Service. It connects to Impala and implements Python DB API 2.0.

Impylareleases are available at pypi.org. To get the available releases, check Release history.

Ij Note: Clouderawill not support versions of Impylathat are built manually from source code.

Key Features of Impyla

e HiveServer2 compliant.

*  Workswith Impalaincluding nested data.

e DB API 2.0 (PEP 249)-compliant Python client (similar to sglite or MySQL clients) supporting Python 2.6+ and
Python 3.3+.

»  Workswith Kerberos, LDAP, SSL.

e SQLAIchemy connector.

« Convertsto pandas DataFrame, allowing easy integration into the Python data stack (including scikit-learn and
matplotlib); see the Ibis project for aricher experience.

» For more information, see here.

Different systems require different packages to be installed to enable SASL support in Impyla. The following list
shows some examples of how to install the packages on different distributions.

Y ou must have the following installed in your environment before installing impyla. Python 2.6+ or 3.3+ and the pip
packages six, bitarray, thrift and thriftpy2 will be automatically installed as dependencies when installing impyla.
However if you clone the impylarepo and run their local copy, you must install these pip packages manually.

* Install the latest pip and setuptools:
python -mpip install --upgrade pip setuptools

Optionally, to install Impylawith Hive and/or GSSAPI (kerberos) support, you will also need to install additional
software packages:
*  RHEL/CentOS:

sudo yuminstall gcc-c++ cyrus-sasl-nd5 cyrus-sasl-plain cyrus-sasl-gssapi
cyrus-sasl - devel

* Ubuntu:

sudo apt install g++ |libsasl 2-dev |ibsasl2-2 |ibsasl 2-nodul es-gssapi -mit

1. Using pip you can install the latest release: pip install impyla
2. Optionaly, to install Impylawith GSSAPI (kerberos) support:pip install impyla[kerberog]

3. You aso need to pip-install pandas for conversion to DataFrame objects or sglalchemy for the SQLAIchemy
engine.

Sample codes
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Impylaimplements the Python DB API v2.0 (PEP 249) database interface (refer to it for API details):

from i npal a. dbapi inport connect

conn = connect (host = "my. host.conl, port = 21050)

cursor = conn. cursor ()

cursor. execute("SELECT * FROM nytable LIMT 100")
print(cursor.description) # prints the result set's schema
results = cursor.fetchall ()

cursor.cl ose()

conn. cl ose()

The Cursorobject also exposes the iterator interface, which is buffered (controlled by cursor.arraysize):

cursor. execut e("SELECT * FROM nytable LIMT 100")
for rowin cursor:
print(row)

Furthermore the Cursor object returns you information about the columns returned in the query. Thisis useful to
export your dataasacsv file.

i mport csv

cursor. execut e("SELECT * FROM nytable LIMT 100")
columms = [datuni{ 0] for datumin cursor.description]
targetfile = "/tnp/foo.csv"

with open(targetfile, "W, newWine = "") as outcsv:
witer = csv.witer(
out csv,
delimter
quot echar ,
quoting = csv. QUOTE_ALL,
lineterm nator = "\n")
witer.witerow col ums)
for rowin cursor:
witer.witerow(row)

Y ou can also get back a pandas DataFrame object

frominpala.util inport as_pandas

# carry df through scikit-learn, for exanple
df = as_pandas(cur)

Connecting over HTTP/HTTPS

GSSAPI (kerberos) authentication over HTTP has been supported since 0.17al. Use this example to establish
connection over HTTP/HTTPS.

frominpal a. dbapi inport connect

conn = connect (
"i mpal a- coor di nat or . exanpl e. cont',
28000,
aut h_mechani sm = " GSSAPI ",
ker beros_service_nane = "inpal a",
use _http _transport = True,
http_path = "cliservice"
aut h_cooki e_nane = "i npal a. aut h")
cursor = conn. cursor ()
cur sor. execut e( " SHOW DATABASES")
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res = cursor.fetchall ()
cursor.cl ose()
conn. cl ose()

Running Queries on Impala Tables

Lists an example code to connect to Impalawith LDAP over http using LDAP as the authentication mechanism.

Sample code

frominpal a. dbapi inport connect

conn = connect (

host = "aaaaaaa- aaaa- master 0. se-sandb. a465- 9g4k. cl oudera. site"
port = 443,

aut h_nmechani sm = " LDAP",

use_ssl = True,

use_http_transport = True,

htt p_path = "aaaaaaa- aaaal/ cdp- proxy-api/inpal a"

user = "aaaaaaa",

password = "xXXxxXx"

cursor = conn. cursor ()
cursor. execut e(" SELECT * FROM defaul t. emax_t enp")

for rowin cursor:
print(row)

cursor.cl ose()

conn. cl ose()

Lists an example code to connect to DataHub Data Mart using LDAP as the authentication mechanism.

Must have the latest Impylarelease.

Sample code

from i npal a. dbapi inport connect

conn = connect (
"XXXXXXX- dat a- mart - mast er 0. XXXXXXX. xcu2- 8y8x. dev. cl dr. wor k",
443,
aut h_nmechani sm = " LDAP",
user = "XXXXX",
password = " XXXXX",
use_ssl = True,
use http _transport = True,
http_path = "xxxxxxx-dat a-mart/cdp-proxy-api/inpala”)
cursor = conn. cursor()
cur sor. execut e( " SHOW DATABASES")
res = cursor.fetchall ()
print(res)
cursor.cl ose()
conn. cl ose()
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Impala supports user and group delegation for client connections.

When users submit Impala queries through a separate application, such as Hue or a business intelligence tool,
typicaly al requests are treated as coming from the same user. Impala supports “delegation” where users whose
names you specify can delegate the execution of a query to another user. The query runs with the privileges of the
delegated user, not the original authenticated user.

Y ou also have an option to delegate using groups. Instead of listing alarge number of delegated users, you can create
agroup of those users and specify the delegated group name in the Impalad startup option. The client sends the
delegated user name, and Impala performs an authorization to see if the delegated user belongs to a delegated group.

The name of the delegated user is passed using the HiveServer2 protocol configuration property impal a.doas.user
when the client connects to Impala.

When the client connects over HTTP, the doAs parameter can be specified in the HTTP path. For example:
/ 2doAs=DELEGATED_USER

Currently, the delegation feature is available only for Impala queries submitted through application interfaces such as
Hue and Bl tools. For example, Impala cannot issue queries using the privileges of the HDFS user.

Attention:
AN

« When the delegation is enabled in Impala, the Impala clients should take an extra caution to prevent
unauthorized access for the delegate-able users.

« Impalarequires Apache Ranger on the cluster to enable delegation. Without Ranger installed, the
delegation feature will fail with the following error: User userl is not authorized to delegate to user2.
User/group delegation is disabled.

To enable delegation:
1. In Cloudera Manager, navigate to Clustersimpala.
2. Inthe Configuration tab, click Impala-1 (Service-Wide) in the Scope and click Security in the Category.

3. Inthe Proxy User Configuration field, type the a semicolon-separated list of key=value pairs of authorized proxy
users to the user(s) they can impersonate.

Thelist of delegated users are delimited with acomma, e.g. hue=userl, user2.

4. Inthe Proxy Group Configuration field, type the a semicolon-separated list of key=value pairs of authorized proxy
users to the group(s) they can impersonate.

Thelist of delegated groups are delimited with a comma, e.g. hue=groupl, group2.
5. Click Save Changes and restart the Impala service.

In Impala, you can control how query results are materialized and returned to clients, e.g. impala-shell, Hue, JDBC
apps.

Result spooling is turned off by default, but can be enabled viathe SPOOL_QUERY _RESULTS query option.

« When query result spooling is disabled, Impalarelies on clients to fetch results to trigger the generation of more
result row batches until all the result rows have been produced. If a client issues a query without fetching all
the results then that query continues to be in the running state indefinitely and the query fragments continue to

79



Cloudera Runtime Configuring Client Accessto Impala

consume the resources until the query is cancelled and unregistered, potentially tying up resources and causing
other queries to wait for an extended period of time in admission control.

Impalawould materialize rows on-demand where rows are created only when the client requests them.

For example, if a Hue user runs a complex query that returns 1000 rows, but does not scroll through all the
returned rows, and then stays idle for awhile, the query will remain running and will hold onto all of its resources
until it is explicitly closed or the session times out.

*  When query result spooling is enabled, result sets of queries are eagerly fetched and spooled in the spooling
location, either in memory or on disk.

Once al result rows have been fetched and stored in the spooling location, the resources are freed up. Incoming
client fetches can get the data from the spooled results.

Query results spooling collects and stores query results in memory that is controlled by admission control. Use the
following query options to calibrate how much memory to use and when to spill to disk.
MAX_RESULT_SPOOLING_MEM

The maximum amount of memory used when spooling query results. If this value is exceeded when
spooling results, all memory will most likely be spilled to disk. Set to 100 MB by defaullt.

MAX_SPILLED_RESULT_SPOOLING_MEM

The maximum amount of memory that can be spilled to disk when spooling query results. Must
be greater than or equal to MAX_RESULT_SPOOLING_MEM. If thisvalueis exceeded, the
coordinator fragment will block until the client has consumed enough rows to free up more
memory. Set to 1 GB by default.

Resources for a query are released when the query completes its execution. To prevent clients from indefinitely
waiting for query results, use the FETCH_ROWS_TIMEOUT_MS query option to set the timeout when clients fetch
rows. Timeout applies both when query result spooling is enabled and disabled:

*  When result spooling is disabled (SPOOL_QUERY_RESULTS= FALSE), the timeout controls how long a
client waits for asingle row batch to be produced by the coordinator.

*  When result spooling is enabled ( (SPOOL_QUERY_RESULTS= TRUE), aclient can fetch multiple row
batches at atime, so this timeout controls the total time a client waits for row batches to be produced.

Below isthe part of the EXPLAIN plan output for result spooling.

FO1l: PLAN FRAGVENT [ UNPARTI TI ONED] hosts=1 instances=1

| Per-Host Resources: nemestinmate=4.02MB nmemreservati on=4. 00MB t hread-r
eservation=1

PLAN- ROOT SI NK

| memestinmte=4. 00MB nemreservati on=4. 00MB spil | -buffer=2. 00MB t hread-res
ervati on=0

e The mem-estimate for the PLAN-ROOT SINK is an estimate of the amount of memory needed to spool all the
rows returned by the query.

* The mem-reservation is the number and size of the buffers necessary to spool the query results. By default, the
read and write buffers are 2 MB in size each, which iswhy the default is4 MB.

In Impala, the PlanRootSink class controls the passing of batches of rows to the clients and acts as a queue of rows to
be sent to clients.
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*  When result spooling is disabled, a single batch or rows is sent to the PlanRootSink, and then the client must
consume that batch before another one can be sent.

*  When result spooling is enabled, multiple batches of rows can be sent to the PlanRootSink, and multiple batches
can be consumed by the client.

Impala query options
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