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Access the YARN Web User Interface

Accessthe YARN Web User Interface to monitor clusters, queues, applications, services, and flow activities.

About this task
Y ou can access the YARN Web User Interface from Cloudera Manager to monitor the cluster.

Procedure
1. In Cloudera Manager, select the YARN service.

2. Click the Web Ul tab.

3. Select the ResourceManager Web UI.
The ResourceManager Web Ul opensin a new browser window.

Note, that in a ResourceManager High Availability configuration, if you select the non-active ResourceM anager
the link directs to the web Ul of the active ResourceManager.

View Cluster Overview

The Cluster Overview page shows cluster resource usage by applications and queues, information about finished and
running applications, and usage of memory and vCoresin the cluster.

z}v' fnadDDp Cluster Overview Queues Applications Services Flow Activity Nodes Tools

Cluster Resource Usage By Applications Cluster Resource Usage By Leaf Queues

M default = 83.33%
Used by others = 0.00%
Available = 16.6667%

M appiication_1527233129462_0005 = 50.00%
application_1527233129462_0007 = 33.33%
| Used by others = 0.00%
Available = 16.6667%

Total

100%

Finished Apps From All Users Running Apps From All Users
Completed = 1 Pending = 0
Killed = 4 Running = 2
M Failed=0
Total Total
5 2
memory-mb - Usages vcores - Usages
M Used=5.0Gi M Used =50

Available = 4.0 Gi Available = 1.0

Total Total
9.0Gi 6.0

Cluster Resource Usage by Applications
Displays the percentage of cluster resources in use by applications and the percentage available for
usage.
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Cluster Resour ce Usage by L eaf Queues
Displays the percentage of cluster resourcesin use by leaf queues and the percentage available for
usage.

Finished Apps From All Users
Displays the number of completed, killed, and failed applications.

Monitor Running Apps

Displays the number of pending and running applications.
memory-mb - Usages

Displays the amount of used and available memory.
vcor es - Usages

Displays the number of used and available virtual cores.
Monitor Node M anagers

Displays the status of the Node Managers under the following categories:

* Active

* Unhealthy

» Decommissioning
» Decommissioned

The Nodes page on the Y ARN Web User Interface enables you to view information about the cluster nodes on which
the NodeManagers are running.

The Nodes page displays details under the following headers: Information, Node Status and Nodes Heatmap Chart.

The Information tab displays the node details as shown in the following figure:

~APACH
GhEEEEs Cluster Overview ~ Queues  Applications  Services  Flow Activity | Nodes | Tools

Homo / Nodes
Information Node Status Nodes Heatmap Chart
Search 25 Rows +
Node Label Node Label 7 Rack 7 NodeState 7 Node Address 7 Node HTTP Address 7 Containers ¥ Mem Used
@ default 1 - )
default /default-rack [ runnin | ©7404.ambari.apache.org:45454 c7404.ambari.apache.org:8042 0 0B
More
Node State
© RUNNING 1
More
Apply  [IReEY

Y ou can sort through any of the columns to view the details of the required nodes. Y ou can also search to find the
specific node labels from the entire list.

To view the Node Manager page of any node label, click the corresponding Node HT TP address. The Node Manager
page displays details of a node as shown in the following figure:
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View Queues and Queue Details
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Y ou can also view the resource usage in the following categoriesin a pie-chart representation:

1. Memory
2. VCores

3. yarn-io/GPU

Node Status

This tab displays the node managersin apictoria representation. It displays details such as the number of active
nodes, number of unhealthy nodes, decommissioning nodes, and the number of decommissioned node managers.

Nodes Heatmap Chart

Thistab graphically displays nodes on the basis of their usage of memory. Y ou can enter host or rack detailsin the
search bar to filter nodes.

View Queues and Queue Details

The Queues page is scheduler dependent and displays details of YARN queues. Y ou can either view queues from all
the partitions or filter to view queues of a partition.
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Capacity Scheduler

AWAPACHE - d : g . .
(JCJ' fnadacp Cluster Overview Queues Applications Services Flow Activity Nodes Tools

Home Queues

capacity scheduler - Showing queues from all partitions

© O

default

View Queue Details

In the capacity scheduler view, click the circle that represents a particular queue. The right column of the page gets
updated with details of that queue.

The following example shows the details of a queue:
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default

@ Running

absolute used § absolute capacity
66.66667 %
nbuuhrtu max mpnt:lty 100%

Running Apps From All Users in Queue

B Pending Apps = 0
W Active Apps =2

Y ou can double-click the queue to view its details on a separate page. Y ou can aso view details of any application
submitted to that queue by clicking its corresponding Application ID.

View All Applications

Y ou can search for applications and view their details using the Y ARN Web User Interface.
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CHREEEEP  cuswovwrion  Queies | Aoplcations  sarvc

The Applications page displays details of the Y ARN applicationsin atabular form.

» Application ID: The identifier for the application.

« Application Type: Specifies the application type for Mapreduce, YARN, TEZ, or other applications.
« Application Name: Provides the name of the application

e User: The name of the user who is the owner of the application.

» State: The running state of the application.

*  Queue: Specifiesthe name of the queue to which the application belongs.
* Progress: The progress of the application in a percentage display.

« Start Time: The time when an application run started.

» Elapsed Time: Thetime taken for the application run.

« Finished Time: Thetime of completion of the application run.

e Priority: The priority of running the application.

*  %(Cluster: The percentage of cluster resources used by the application run.

The Applications page displays the list of YARN applicationsin atabular form. Y ou can apply search filters on this
list to show only those applications that match the search criteria.

Y ou can specify the search criteria either asregular expressions or SQL statements.

1. Onthe Applications page, select either Regex or SQL from the drop-down list depending on the type of search
you want to perform.

2. Inthe Search box, specify the search criteria.

Search Criteria Description

Regex Lists the applications whose details match the search
criterion specified as aregular expression.

For example, if you want to view application runs
longer than an hour, mention the regular expression
"hso that the YARN Ul shows only those applications
that mention the Elapsed Time value in terms of hours,
minutes, and seconds.

SQL Lists the applications whose details match the search
criterion specified as a SQL statement.

For example, if you want to view al the applications
submitted by the user yarn, specify "User"="yarn' asthe
search criterion.
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3. Click Search to view details of the applications matching the search criteria.

Note:
E « Apart from specifying search criteriato filter the list of applications, you can also select or clear the
State and Queue check-boxes to view a specific set of applications depending on your requirements.

e You can sort the application entriesin ascending or descending order by clicking the corresponding
arrow next to any column header in the table.

Clicking a YARN application on the Applications page displays its details.
Y ou can view the following details for the selected application:

« Application Attempts
* Resource Usage

« Diagnostics
e Logs
word count = default
Priority 0
© Finished History

2 ambari-ga © Finished at 2018/06/01 12:56:35

Ui 8 Resource Usage  Diagnostics  Logs

Application Attempts

GraphView  Grid View

t_1527837750131_0002_000001

Application Attempt Id appattempt_1527837750131_0002_000001
Started Time 2018/06/01 12:56:00

Finished Time 2018/06/01 12:56:35

Elapsed Time 35 Secs

AM Container Id container_1527837750131_0002_01_000...
AM Node Id ¢7403.ambari.apache.org:45454

AM Node Web Ul €7403.ambari.apache.org:8042

Log Link

Y ou can view the attempts in Graph View and Grid View.

Graph View
A graph displays the start time and finish time of the attempt. Y ou can also find the details of the
attempt such as application attempt 1D, started time, finished time, elapsed time, AM Container 1D,
and AM Node ID in the form of atable. Y ou can access the Node Ul using the AM Node Web UI.
You can aso view the log by clicking on the log link.

Grid View
A table displays the details of the application attempts. Y ou can find the details of the attempt such
as application attempt 1D, started time, finished time, elapsed time, AM Container ID, and AM

Node ID. Y ou can access the Node Ul using the AM Node Web Ul. Y ou can also view the log by
clicking on the log link.

This tab displays the resources used by the application attempts.
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Use thistab to view the diagnostics details of the application attempts. Y ou can view any outstanding resource
reguests, and scheduling information.

Use thistab to view logs specific to containers. Select an attempt from the dropdown list and select the specific
container to view the desired logs.

You can view the YARN configuration and Y ARN Daemon logs on the Tools page.
Y ARN Configuration
Y ou can see the values of the properties defined in the following configuration files:

1. Core Configuration: Details of properties defined in the core-default.xml file.
2. YARN Configuration: Details of properties defined in the yarn-default.xml file.
3. MapReduce Configuration: Details of the properties defined in the mapred-default.xml file.

YARN Daemon Logs

You can view thelist of log files. Click on alog file to view its contents in another tab of your browser.

Usethe YARN CLI to view logs for running application. Configure the log aggregation to aggregate and write out
logsfor al containers belonging to a single Application grouped by NodeManagers to single log files at a configured
location in the file system.

Y ou can access container log files using the Y ARN ResourceManager web Ul, but more options are available when
you use the yarn logs CL1 command.

Use the following command format to view all logs for an application:

yarn | ogs -applicationld <Application |ID>

Use the following command format to view all logs of a particular type for an application:

yarn |l ogs -applicationld <Application ID> -log files <log_file_type>
For example, to view only the stderr error logs:

yarn |l ogs -applicationld <Application ID> -log files stderr

The -logFiles option also supports Java regular expressions, so the following format would return all types of log
files:

yarn |l ogs -applicationld <Application ID> -log files .*

11



Cloudera Runtime Usethe YARN CLI to View Logsfor Applications

Use the following command format to view all ApplicationMaster container log files for an application:
yarn | ogs -applicationld <Application ID> -am ALL
Use the following command format to view only the first ApplicationMaster container log files:

yarn logs -applicationld <Application ID> -am 1

Use the following command format to list all container IDs for an application:

yarn |l ogs -applicationld <Application |ID> -show application_|log_info

Once you have the container IDs, you can use the following command format to list the log files for a particular
container:

yarn |l ogs -applicationld <Application ID> -containerld <Container |D>

Use the following command format to list all of the container log file names (types) for an application:
yarn |l ogs -applicationld <Application |ID> -show container_|og info

Y ou can then use the -logFiles option to view a particular log type.

For large container log files, you can use the following command format to list only a portion of the log filesfor a
particular container:

yarn |l ogs -applicationld <Application ID> -containerld <Container |ID> -size
<byt es>

To view the first 1000 bytes:

yarn |l ogs -applicationld <Application ID> -containerld <Container |ID> -size
1000

To view thelast 1000 bytes:

yarn |l ogs -applicationld <Application ID> -containerld <Container |ID> -size
-1000

Use the following command format to download logs to alocal folder:
yarn |l ogs -applicationld <Application ID> -out <path_to | ocal folder>

The container log files are organized in parent folders labeled with the applicable node ID.
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To display Help for yarn logs, run the following command:

yarn |l ogs -help
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