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Apache Knox Overview

Securing Access to Hadoop Cluster: Apache Knox
The Apache Knox Gateway (“Knox”) is a system to extend the reach of Apache™ Hadoop® services to users outside
of a Hadoop cluster without reducing Hadoop Security. Knox also simplifies Hadoop security for users who access
the cluster data and execute jobs. The Knox Gateway is designed as a reverse proxy.

Establishing user identity with strong authentication is the basis for secure access in Hadoop. Users need to reliably
identify themselves and then have that identity propagated throughout the Hadoop cluster to access cluster resources.

Layers of Defense for a CDP Private Cloud Base Cluster

• Authentication: Kerberos

Cloudera uses Kerberos for authentication. Kerberos is an industry standard used to authenticate users and
resources within a Hadoop cluster. CDP also includes Cloudera Manager, which simplifies Kerberos setup,
configuration, and maintenance.

• Perimeter Level Security: Apache Knox

Apache Knox Gateway is used to help ensure perimeter security for Cloudera customers. With Knox, enterprises
can confidently extend the Hadoop REST API to new users without Kerberos complexities, while also
maintaining compliance with enterprise security policies. Knox provides a central gateway for Hadoop REST
APIs that have varying degrees of authorization, authentication, SSL, and SSO capabilities to enable a single
access point for Hadoop.

• Authorization: Ranger

OS Security: Data Encryption and HDFS

Apache Knox Gateway Overview
A conceptual overview of the Apache Knox Gateway, a reverse proxy.

Overview

Knox integrates with Identity Management and SSO systems used in enterprises and allows identity from these
systems be used for access to Hadoop clusters.

Knox Gateway provides security for multiple Hadoop clusters, with these advantages:

• Simplifies access: Extends Hadoop’s REST/HTTP services by encapsulating Kerberos to within the Cluster.
• Enhances security: Exposes Hadoop’s REST/HTTP services without revealing network details, providing SSL out

of the box.
• Centralized control: Enforces REST API security centrally, routing requests to multiple Hadoop clusters.
• Enterprise integration: Supports LDAP, Active Directory, SSO, SAML and other authentication systems.

Typical Security Flow: Firewall, Routed Through Knox Gateway

Knox can be used with both unsecured Hadoop clusters, and Kerberos secured clusters. In an enterprise solution that
employs Kerberos secured clusters, the Apache Knox Gateway provides an enterprise security solution that:

• Integrates well with enterprise identity management solutions
• Protects the details of the Hadoop cluster deployment (hosts and ports are hidden from end users)
• Simplifies the number of services with which a client needs to interact
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Knox Gateway Deployment Architecture

Users who access Hadoop externally do so either through Knox, via the Apache REST API, or through the Hadoop
CLI tools.

Knox Supported Services Matrix
A support matrix showing which services Apache Knox supports for Proxy and SSO, for both Kerberized and Non-
Kerberized clusters.

Table 1: Knox Supported Components

Component UI Proxy (with SSO) API Proxy

Atlas API # #

Atlas UI # #

Beacon

Cloudera Manager API # #

Cloudera Manager UI #

Data Analytics Studio (DAS) #

Druid

Falcon

Flink

HBase REST API(aka WebHBase & Stargate) #

HBase UI #

HDFS UI #

HiveServer2 HTTP JDBC API (HS2 via
HTTP)

#

HiveServer2 LLAP JDBC API

HiveServer2 LLAP UI

HiveServer2 UI

Hue #

Impala HTTP JDBC API #

Impala UI #

JobHistory UI #

JobTracker #

Kudu UI #

Livy API + UI # #

LogSearch

NameNode # #

NiFi # #

NiFi Registry # #

Oozie API # #

Oozie UI #

Phoenix (aka Avatica) #
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Component UI Proxy (with SSO) API Proxy

Profiler #

Ranger API # #

Ranger UI #

ResourceManager API # #

Schema Registry API + UI # #

Streams Messaging Manager (SMM) API # #

Streams Messaging Manager (SMM) UI #

Solr # #

Spark3History UI #

SparkHistory UI #

Storm

Storm LogViewer

Superset

WebHCat

WebHDFS #

YARN UI #

YARN UI V2 #

Zeppelin UI #

Zeppelin WS #

Note:

APIs, UIs, and SSO in the Apache Knox project that are not listed above are considered Community Features.

Community Features are developed and tested by the Apache Knox community but are not officially
supported by Cloudera. These features are excluded for a variety of reasons, including insufficient reliability
or incomplete test case coverage, declaration of non-production readiness by the community at large, and
feature deviation from Cloudera best practices. Do not use these features in your production environments.

Load balancing for Apache Knox
Knox offers load balancing using a simple round robin algorithm which prevents load on one specific node.

• For services that are stateless, Knox loadbalances them using a simple round robin algorithm which prevents load
on one specific node.

• For services that are stateful (i.e., require sessions, such as Ranger and Hive,) sessions are loadbalanced using a
round robin algorithm, where each new session will use a different host and all the requests in the same session
will be routed to the same host. This will continue until a session terminates or there is a failover.

• In case of failover, services that are stateful will return error response 502.

This behavior is configurable and can be changed by tuning various flags in Knox HA provider for the respective
services.

Load balancing vs high availability (HA)

Currently, Knox offers load balancing using a simple round robin algorithm which prevents load on one specific
node.
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Because we do not support session persistence, this is not true HA, as there could be a case where stateful service will
not failover to other node.

Supported services

The following services support Knox load balancing in the Public cloud:

• Hive
• Phoenix
• Ranger
• Solr

Default enabled values

The following default values are enabled in the Knox topology. API is located in cdp-proxy-api.xml; UI is located in
cdp-proxy.xml.

• Hive

• API: enableStickySession=true;noFallback=true;enableLoadBalancing=true
• Phoenix

• API: enableStickySession=true;noFallback=true;enableLoadBalancing=true
• Ranger

• API: enableStickySession=false;noFallback=false;enableLoadBalancing=true
• UI: enableStickySession=true;noFallback=true;enableLoadBalancing=true

• Solr

• API: enableStickySession=false;noFallback=false;enableLoadBalancing=true
• UI: enableStickySession=true;noFallback=true;enableLoadBalancing=true

Related Information
Configure Apache Knox load balancing

Proxy Cloudera Manager through Apache Knox

In order to have Cloudera Manager proxied through Knox, there are some steps you must complete.

Procedure

1. Set the value for frontend_url:  Cloudera Manager Administration Settings Cloudera Manager Frontend URL :

• Non-HA value: https://$Knox_host:$knox_port
• HA value: https://$Knox_loadbalancer_host:$Knox_loadbalancer_port

2. Set allowed groups, hosts, and users for Knox Proxy:  Cloudera Manager Administration Settings External
Authentication :

• Allowed Groups for Knox Proxy: *
• Allowed Hosts for Knox Proxy: *
• Allowed Users for Knox Proxy: *

3. Enable Kerberos/SPNEGO authentication for the Admin Console and API:  Cloudera Manager Administration
Settings External Authentication Enable SPNEGO/Kerberos Authentication for the Admin Console and API: :
true

4. From  Cloudera Manager Administration Settings External Authentication , set Knox Proxy Principal: knox.
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What to do next
External authentication must be set up correctly. Cloudera Manager must be configured to use LDAP, following the
standard procedure for setting up LDAP. This LDAP server should be the same LDAP that populates local users on
Knox hosts (if using PAM authentication with Knox), or the same LDAP that Knox is configured to use (if using
LDAP authentication with Knox).

Installing Apache Knox

This document provides instructions on how to install Apache Knox using the  installation process.

About this task

Apache Knox is an application gateway for interacting with the REST APIs and UIs. The Knox Gateway provides a
single access point for all REST and HTTP interactions in your Cloudera Data Platform cluster.

Before you begin

When installing Knox, you must have Kerberos enabled on your cluster.

Procedure

1. From your Cloudera Manager homepage, go to  Status tab $Cluster Name ... Add Service

2. From the list of services, select Knox and click Continue.
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3. On the Select Dependencies page, choose the dependencies you want Knox to set up:

HDFS, Ranger, Solr, Zookeeper For users that require Apache Ranger for authorization.
HDFS with Ranger. HDFS depends on Zookeeper, and
Ranger depends on Solr.

HDFS, Zookeeper HDFS depends on Zookeeper.

No optional dependencies For users that do not wish to have Knox integrate with
HDFS or Ranger.

4. On the Assign Roles page, select role assignments for your dependencies and click Continue:

Knox service roles Description Required?

Knox Gateway If Knox is installed, at least one instance
of this role should be installed. This role
represents the Knox Gateway which provides
a single access point for all REST and HTTP
interactions with Apache Hadoop clusters.

Required

KnoxIDBroker* It is strongly recommended that this role is
installed on its own dedicated host. As its
name suggests this role will allow you to
take advantage of Knox’s Identity Broker
capabilities, an identity federation solution
that exchanges cluster authentication for
temporary cloud credentials.*

Optional*

Gateway This role comes with the CSD framework.
The gateway structure is used to describe the
client configuration of the service on each
host where the gateway role is installed.

Optional

* Note: KnoxIDBroker appears in the Assign Roles page, but it is not currently supported in CDP Private Cloud.

5. On the Review Changes page, most of the default values are acceptable, but you must Enable Kerberos
Authentication and supply the Knox Master Secret. There are additional parameters you can specify or change,
listed in “Knox Install Role Parameters”.

a) Click Enable Kerberos Authentication

Kerberos is required where Knox is enabled.
b) Supply the Knox Master Secret, e.g. knoxsecret.
c) Click Continue.

6. The Command Details page shows the status of your operation. After completion, your system admin can view
logs for your installation under stdout.

Apache Knox Install Role Parameters
Reference information on all the parameters available for Knox service roles.

Service-level parameters

Table 2: Required service-level parameters

Name In Wizard Type Default Value

kerberos.auth.enabled* Yes Boolean false

ranger_knox_plugin_hdfs_audit_directory No Text ${ranger_base_audit_url}/knox

autorestart_on_stop No Boolean false

knox_pam_realm_service No Text login
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Name In Wizard Type Default Value

save_alias_command_input_password No Text -

Knox Gateway role parameters

Table 3: Required parameters for Knox Gateway role

Name In Wizard Type Default Value

gateway_master_secret Yes Password -

gateway_conf_dir Yes Path /var/lib/knox/gateway/conf

gateway_data_dir Yes Path /var/lib/knox/gateway/data

gateway_port No Port 8443

gateway_path No Text gateway

gateway_heap_size No Memory 1 GB (min = 256 MB; soft min = 512
MB)

gateway_ranger_knox_plugin_conf_path No Path /var/lib/knox/ranger-knox-plugin

gateway_ranger_knox_plugin_policy_cache_directory No Path /var/lib/ranger/knox/gateway/policy-
cache

gateway_ranger_knox_plugin_hdfs_audit_spool_directory No Path /var/log/knox/gateway/audit/hdfs/spool

gateway_ranger_knox_plugin_solr_audit_spool_directory No Path /var/log/knox/gateway/audit/solr/spool

Table 4: Optional parameters for Knox Gateway role

Name Type Default Value

gateway_default_topology_name Text cdp-proxy

gateway_auto_discovery_enabled Boolean true

gateway_cluster_configuration_monitor_interval Time 60 seconds (minimum = 30 seconds)

gateway_auto_discovery_advanced_configuration_monitor_interval Time 10 seconds (minimum = 5 seconds)

gateway_cloudera_manager_descriptors_monitor_interval Time 10 seconds (minimum = 5 seconds)

gateway_auto_discovery_cdp_proxy_enabled_* Boolean true

gateway_auto_discovery_cdp_proxy_api_enabled_* Boolean true

gateway_descriptor_cdp_proxy Text Array Contains the required properties of cdp-
proxy topology

gateway_descriptor_cdp_proxy_api Text Array Contains the required properties of cdp-
proxy-api topology

gateway_sso_authentication_provider Text Array Contains the required properties of the
authentication provider used by the
UIs using the Knox SSO capabilities
(Admin UI and Home Page). Defaults
to PAM authentication.

gateway_api_authentication_provider Text Array Contains the required properties of
the authentication provider used by
pre-defined topologies such as admin,
metadata or cdp-proxy-api. Defaults to
PAM authentication.
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Knox IDBroker role parameters

Note:  Knox IDBroker is not currently supported in CDP Private Cloud.

Table 5: Required parameters for Knox IDBroker role

Name In Wizard Type Default Value

idbroker_master_secret Yes Password -

idbroker_conf_dir Yes Path /var/lib/knox/idbroker/conf

idbroker_data_dir Yes Path /var/lib/knox/idbroker/data

idbroker_gateway_port No Port 8444

idbroker_gateway_path No Text gateway

idbroker_heap_size No Memory 1 GB (min = 256 MB; soft min =
512 MB)

Table 6: Optional parameters for Knox IDBroker role

Name Type Default Value

idbroker_aws_user_mapping Text -

idbroker_aws_group_mapping Text -

idbroker_aws_user_default_group_mapping Text -

idbroker_aws_credentials_key Password -

idbroker_aws_credentials_secret Password -

idbroker_gcp_user_mapping Text -

idbroker_gcp_group_mapping Text -

idbroker_gcp_user_default_group_mapping Text -

idbroker_gcp_credential_key Password -

idbroker_gcp_credential_secret Password -

idbroker_azure_user_mapping Text -

idbroker_azure_group_mapping Text -

idbroker_azure_user_default_group_mapping Text -

idbroker_azure_adls2_tenant_name Text -

idbroker_azure_vm_assumer_identity Text -

idbroker_relaodable_refresh_interval_ms Time 10 seconds (minimum = 1 second)

idbroker_kerberos_dt_proxyuser_block Text Array A comma-separated list of proxy
user configuration used in Knox's dt
topology in case Kerberos is enabled

idbroker_knox_token_ttl_ms Time 1 hour (minimum = 1 second)

Configure Apache Knox load balancing

Knox provides connectivity-based failover functionality for service calls that can be made to more than one server
instance in a cluster. To enable this functionality, HaProvider configuration needs to be enabled for the service and
the service itself needs to be configured with more than one URL in the topology file.

11



Cloudera Runtime Configure Apache Knox load balancing

Load balancing vs high availability (HA)

Currently, Knox offers load balancing using a simple round robin algorithm which prevents load on one specific
node.

Because it does not support session persistence, this is not true HA, as a stateful service will not failover to other
node.

Topology file parameters

To enable HA functionality for a service in Knox, add the following configuration to the topology file:

<provider>
     <role>ha</role>
     <name>HaProvider</name>
     <enabled>true</enabled>
     <param>
         <name>{SERVICE}</name>
         <value>maxFailoverAttempts=3;failoverSleep=1000;enabled=true;ena
bleStickySession=true;enableLoadBalancing=true</value>
     </param>
</provider>

Where the configuration parameter values are:

• maxFailoverAttempts - This is the maximum number of times a failover will be attempted. The failover strategy
at this time is very simplistic in that the next URL in the list of URLs provided for the service is used and the
one that failed is put at the bottom of the list. If the list is exhausted and the maximum number of attempts is not
reached then the first URL will be tried again.

• failoverSleep - The amount of time in millis that the process will wait or sleep before attempting to failover.
• enabled - Flag to turn the particular service on or off for HA.
• enableLoadBalancing - Round robin all the requests, distributing the load evenly across all the HA urls (no sticky

sessions.)
• enableStickySession - Round robin with sticky session.
• noFallback - Round robin with sticky session and no fallback, requires enableStickySession to be true.
• stickySessionCookieName - Customize sticky session cookie name, default is ‘KNOX_BACKEND-

{serviceName}’.

Topology file parameters with multiple services

<provider>
     <role>ha</role>
     <name>HaProvider</name>
     <enabled>true</enabled>
     <param>
         <name>OOZIE</name>
         <value>maxFailoverAttempts=3;failoverSleep=1000;enabled=true;ena
bleLoadBalancing=true</value>
     </param>
     <param>
         <name>HBASE</name>
         <value>maxFailoverAttempts=3;failoverSleep=1000;enabled=true;enabl
eLoadBalancing=true</value>
     </param>
     <param>
         <name>WEBHCAT</name>
         <value>maxFailoverAttempts=3;failoverSleep=1000;enabled=true;enabl
eLoadBalancing=true</value>
     </param>
</provider>
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Service configurations

These additional URLs must be added to the service configurations:

<service>
    <role>$SERVICE</role>
    <url>http://$host1:p$ort1</url>
    <url>http://$host2:$port2</url>
</service>

Knox HA service URLs for Oozie

<service>
    <role>OOZIE</role>
    <url>http://sandbox1:11000/oozie</url>
    <url>http://sandbox2:11000/oozie</url>
</service>

Related Information
Load balancing for Apache Knox
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